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1. Introduction

Gauge/gravity duality is a relationship between a (relativistic) field theory and a gravity theory in one higher spatial dimension. The best understood example is the anti-de Sitter/conformal field theory (AdS/CFT) correspondence relating string theory in negatively curved backgrounds to conformal field theories in one less non-compact spatial dimension. The strong coupling limit of the boundary field theory corresponds to the supergravity limit of the bulk string theory and hence holography is frequently used as a prototype to illustrate features of strongly coupled relativistic field theories. Such modelling has been applied to the physics of the quark/gluon plasma and to a wide variety of condensed matter systems, ranging from superconductors to (non) Fermi liquids.

In condensed matter physics there exists a variety of systems which are believed to be described by strongly interacting non-relativistic physics and it is natural to ask whether one can use holography to gain intuition about such systems also. One example is the case of fermions at unitarity: these are fermions whose interactions are fine tuned to produce a scale invariant but non-relativistic system, one which can be experimentally realized using cold atoms. Another potential example is high temperature superconductors: it has been proposed that their unconventional properties are controlled by an underlying non-relativistic quantum critical point.
Leaving aside applications to condensed matter physics, non-relativistic holography is certainly interesting in its own right. As an example of gauge/gravity duality without anti-de Sitter asymptotics, non-relativistic holography could provide deeper insights into the general principles of holography, and thus perhaps lead to progress in longstanding questions such as holography for asymptotically flat and de Sitter spacetimes.

In this review we will discuss gravity duals for non-relativistic field theories, focussing particularly on those admitting Lifshitz symmetry. Along the way we will also discuss aspects of theories with Schrödinger symmetry, since their holographic realisations turn out to be intimately related to Lifshitz theories. We will focus here primarily on formal aspects of Lifshitz holography rather than applications of non-relativistic holography.

Applications of holography require a detailed understanding of the correspondence between bulk fields and boundary operators, i.e. a detailed holographic dictionary. The generalisation of the AdS/CFT dictionary to non-relativistic cases has turned out to be extremely subtle and is the main topic of this review. Despite considerable recent progress, the dictionary is still not completely understood for Lifshitz theories. Holographic models describe specific universality classes of strongly coupled Lifshitz theories and we will use the holographic dictionary to deduce universal features of holographic Lifshitz models.

The structure of this review is as follows. In section 2 we give a short introduction to non-relativistic symmetry groups. In section 3 we discuss how non-relativistic symmetry can be realised as the isometry group of a higher dimensional geometry and discuss matter fields which can support such a geometry. We discuss the stability of such gravity backgrounds and features of the correlation functions for the corresponding dual non-relativistic field theories. In section 4 we discuss hydrodynamics in Lifshitz theories from both field theory and holographic perspectives. We turn to the holographic dictionary for Lifshitz theories, i.e. the mapping between bulk fields and operators in the dual field theory, in section 5. In section 6 we discuss the role of Newton-Cartan structure in coupling non-relativistic field theories to background gravity and we explore the emergence of Newton-Cartan structure in certain holographic duals. In section 7 we summarise other developments in Lifshitz holography and we conclude by discussing key open questions in section 8.

2. Non-relativistic symmetry groups

Consider a relativistic field theory in $d$ spacetime dimensions. Such a theory is invariant under the Poincaré group consisting of translations $P^\mu$ and Lorentz transformations $M^{\mu\nu}$:

\begin{align}
  P^\mu : & \quad x^\mu \to x^{'\mu} = x^\mu + a^\mu; \\
  M^{\mu\nu} : & \quad x^\mu \to x^{'\mu} = M^\mu_{\nu} x^\nu,
\end{align}

(1)
with $M_\mu^\nu \in SO(d,1)$. A theory is conformally invariant if in addition it is invariant under dilatations $\mathcal{D}$ and special conformal transformations $K^\mu$:

$$\mathcal{D} : \quad x^\mu \to x'^\mu = \lambda x^\mu;$$

$$K^\mu : \quad x^\mu \to x'^\mu = \frac{x^\mu + k^\mu x \cdot x}{(1 + 2k^\mu x_\mu + k^2 x^2)}.$$

Here $x \cdot x = \eta_{\mu\nu} x^\mu x^\nu$. It is widely believed, but not proven, that any scale invariant theory is also conformally invariant. The conformal group in $d$ spacetime dimensions is $SO(d,2)$ and it is enhanced in two dimensions to an infinite dimensional group associated with analytic coordinate transformations.

Now consider a non-relativistic field theory in $D$ spatial dimensions, with coordinates $x^i$, and time coordinate $t$. A spatially isotropic and homogeneous theory is invariant under translations and spatial rotations, i.e.

$$H : \quad t \to t' = t + a;$$

$$P^i : \quad x^i \to x'^i = x^i + a^i;$$

$$L^{ij} : \quad x^i \to x'^i = L^i_j x^j,$$

with $L^i_j \in SO(D)$. These transformations can be augmented by Galilean boosts $C^i$ which act as

$$C^i : \quad x^i \to x'^i = x^i - v^i t.$$

The resulting Galilean group is a group contraction of the Poincaré group. The Galilean algebra admits a central extension such that

$$[C^i, P^j] = M \delta^{ij}.$$

$M$ is viewed as the particle number or non-relativistic mass.

A Lifshitz invariant theory is spatially isotropic and homogeneous and admits the non-relativistic scaling symmetry

$$\mathcal{D}_z : \quad t \to t' = \lambda^z t; \quad x^i \to x'^i = \lambda^z x^i.$$

The parameter $z$ is the dynamical exponent. The symmetry group consisting of $(H, P^i, L^{ij}, \mathcal{D}_z)$ will be denoted as $\text{Lif}_D(z)$; it is not a subgroup or contraction of a conformal group and Lifshitz theories do not admit Galilean boosts.

An immediate generalisation of Lifshitz is to spatially anisotropic but homogeneous theories, i.e. those with translational symmetries $(H, P^i)$, in which each direction scales differently

$$\mathcal{D}_{z_i} : \quad t \to t' = \lambda t; \quad x^i \to x'^i = \lambda^{z_i} x^i,$$

where $z_i$ are the dynamical exponents; one exponent may always be chosen to be one, by rescaling the parameter $\lambda$. We will denote this group as $\text{Lif}_D(\{z_i\})$.

There is another non-relativistic and scale invariant symmetry group, the Schrödinger group. This can be realised in $(D + 2)$ dimensions, with $D$ spatial coordinates $x^i$ and two light-cone coordinates $x^\pm$. The Schrödinger group $\text{Sch}_D(z)$
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consists of spatial translations $P^i$ and spatial rotations $L^{ij}$, as well translations of the light-cone coordinates

\[ H : \quad x^+ \rightarrow x'^+ = x^+ + a; \quad M : \quad x^- \rightarrow x'^- = x^- + a, \]

and Galilean boosts $C^i$ and dilatation $D_z$ acting as

\[ C^i : \quad x^i \rightarrow x'^i = x^i - v^i x^+, \quad x^- \rightarrow x'^- = x^- - v^i x^i; \]
\[ D_z : \quad x^i \rightarrow x'^i = \lambda x^i, \quad x^+ \rightarrow x'^+ = \lambda^z x^+, \quad x^- \rightarrow x'^- = \lambda^{2-z} x^- . \]

For any value of $z$ this symmetry group is a subgroup of the conformal group in $(D+2)$ spacetime dimensions, $SO(D+2,2)$. We should note that in the literature the terminology Schrödinger is sometimes reserved for only the $z = 2$ case, i.e. $Sch_D(2)$.

In the case of $z = 2$ the symmetry group can be extended to include one special conformal symmetry $K$

\[ K : \quad x^i \rightarrow x'^i = \frac{x^i}{1 + k x^+}, \quad x'^+ = \frac{x^+}{1 + k x^+}; \]
\[ x^- \rightarrow x'^- = \frac{x^- + \frac{1}{2} k x \cdot x}{1 + k x^+}, \]

with $x \cdot x = 2 x^+ x^- + x^i x^i$. This is the $K^-$ special conformal symmetry of the $(D+2)$ dimensional conformal group.

The name of the Schrödinger group originates from the fact that it is the maximal kinematical symmetry group of the free Schrödinger equation \[1\]. The Schrödinger group is more conventionally realised in $(D+1)$ dimensions with $D$ spatial coordinates $x^i$ and a time coordinate $t$; it consists of the centrally extended Galilean group $(H, P^i, L^{ij}, C^i, M)$ together with dilatations $D_z$ and the special conformal symmetry $K$ when $z = 2$. The realisations in $(D+2)$ dimensions and $(D+1)$ dimensions can be connected as follows: the light-cone momentum $M$ plays the role of the mass parameter in the Schrödinger algebra and the light-cone coordinate $x^+$ plays the role of time. In realistic non-relativistic theories the mass spectrum is discrete. Such a discrete spectrum for the light cone momentum can be obtained by compactifying the light-cone coordinate $x^-$, but such a discrete light-cone quantisation (DLCQ) is problematic.

3. Gravity duals of non-relativistic theories

In this section we discuss the construction of geometries realising non-relativistic symmetry groups holographically.

3.1. Lifshitz geometry

We begin with the Lifshitz symmetry group, $\text{Lif}_D(z)$. The Lifshitz geometry \[2\]

\[ ds^2 = \frac{dr^2}{r^2} + \frac{dx_i dx_j}{r^2} - \frac{dt^2}{r^{2z}} \]
manifestly realises the desired symmetry group on a spacetime with \((D + 2)\) dimensions. The metric admits the translations and spatial rotations \((3)\) as isometries and the scaling symmetry \((6)\) is also realised as a metric isometry

\[
D_z : \quad r \to r' = \lambda r, \quad t' = \lambda^z t; \quad x^i \to x'^i = \lambda x^i.
\]  
(12)

When \(z = 1\) the metric is anti-de Sitter and has full relativistic symmetry. The Ricci tensor for \((11)\) is

\[
R_{rr} = -\frac{1}{r^2}(z^2 + d - 2); \quad R_{tt} = \frac{1}{r^2z}(z + d - 2);
\]  
(13)

\[
R_{ij} = -\frac{1}{r^2}(z + d - 2)\delta_{ij}.
\]  
(14)

The strong energy condition states that for any future directed timelike vector \(v^m\)

\[
R_{mn}v^m v^n \geq 0
\]

and this condition is clearly satisfied for Lifshitz for \(z \geq 1\). One can similarly show that the null energy condition, \(G_{mn}k^m k^n \geq 0\) for any future pointing null vector field, is also satisfied for \(z \geq 1\). Therefore there is no obstruction to supporting the Lifshitz geometry with physically reasonable matter for \(z \geq 1\). Pathologies in realising Lifshitz with \(z < 1\) holographically caused by the violation of the null energy condition were discussed in \([3]\).

### 3.2. Bottom up models for Lifshitz

The Lifshitz geometry \((11)\) has an anisotropic curvature tensor and solves the Einstein equations with a non-trivial stress energy tensor. A simple way to obtain a Lifshitz solution is by coupling Einstein gravity to a massive vector \(A_\mu\) \([4]\). We consider an action

\[
S = \frac{1}{16\pi G_{d+1}} \int d^{d+1}x \sqrt{-g} \left( R + d(d-1) - \frac{1}{4}F^2 - \frac{1}{2}M^2 A^2 \right),
\]  
(14)

where \(d = D + 1\) and \(F_{\mu\nu}\) is the vector field strength. This action admits an AdS solution with unit AdS radius. When the mass of the vector field is equal to

\[
M^2 = \frac{zd(d-1)^2}{z^2 + z(d-2) + (d-1)^2}
\]  
(15)

the field equations also admit a solution with Lifshitz scaling symmetry given by

\[
ds^2 = dr^2 - e^{2zr/l} dt^2 + e^{2r/l} dx^i dx_i;
\]  
(16)

\[
A = \sqrt{\frac{2(z - 1)}{z}} e^{2r/l} dt,
\]

with

\[
l^2 = \frac{z^2 + z(d-2) + (d-1)^2}{d(d-1)}.
\]  
(17)

Note that the gauge field is real only for \(z \geq 1\). Throughout this review we will switch back and forth between Poincaré type coordinates \((11)\) and domain wall coordinates \((16)\); we will in both cases denote the radial coordinate by \(r\) but we will indicate which of the two coordinate choices is being used.
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The massive vector action is completely equivalent, at least classically, to the Chern-Simons system coupling a gauge field to a massless \((d - 1)\) form used to engineer Lifshitz geometries in [2]. For example, in four bulk dimensions, consider the coupled system

\[
- \int d^{d+1}x \sqrt{-g} \left( \frac{1}{4} F^2 + \frac{1}{12} H^2 + \epsilon^{mnpq} B_{mn} F_{pq} \right)
\]

with \(H_{mnp}\) the field strength of the two form \(B_{mn}\). The coupled equations of motion are

\[
\nabla_m F_{mn} = \frac{c}{3} \epsilon_{nrst} H_{rst}; \quad \nabla_p H_{pnm} = \epsilon^{mnpq} F_{pq}.
\]

This system of equations has the degrees of freedom of a massive vector field. To show this, first define

\[
C_m = \frac{1}{3!} \epsilon_{mnpq} H^{npq}.
\]

Closure of the three form \(H\) implies that \(C\) is divergenceless. Now denoting the curvature of \(C\) as \(F\) the coupled equations of motion reduce to

\[
\nabla_m F_{mn} = 2cC^m
\]

The massive vector is related to the gauge field strength via \(F_{mn} = 2c F_{mn}\) and the effective mass of the vector is given by \(M^2 = 2c\).

3.3. Other realisations of Lifshitz

Lifshitz geometries also arise as solutions to higher derivative gravity theories. For example, one can find Lifshitz solutions to three-dimensional higher derivative gravity theories, see [5], following the work of [6]. Four-dimensional Lifshitz can be found as a solution to \(R^2\) gravity, and corresponding black hole solutions can also be found analytically, see [7]. Analytic Lifshitz black hole solutions to higher derivative theories in various dimensions were given in [8, 9, 10, 11, 12, 13]. Note that all these higher derivative theories are non-unitary.

Lifshitz can also be engineered using the bulk stress energy tensor associated with a gas of fermions [14]; as a solution to Brans-Dicke theory [15] and using higher spin gravity [16].

Such realisations have the advantage that analytic black hole solutions can be found, which is not possible in most massive vector realizations of Lifshitz. However, many bottom up models seem far removed from top down models; for example, non-unitary higher derivative theories do not arise from reductions of unitary string models.

3.4. Spatially anisotropic Lifshitz geometries

Spatially anisotropic Lifshitz geometries can be realised using \((d - 1)\) massive vectors [4]:

\[
S = \frac{1}{16\pi G_{d+1}} \int d^{d+1}x \sqrt{-g} \left( R + \Lambda - \frac{1}{4} (F^2 + 2M^2 A^2) \right)
\]
where \( a = 2, \ldots (d - 1) \). The anisotropic geometry
\[
ds^2 = dr^2 + e^{2\alpha_0 \alpha_1} dx^i dx^i
\]
solves the equations of motion with fluxes
\[
A^a = \delta^a \alpha_0 \alpha_1 \alpha_1, \quad A^a = \delta^a \alpha_0 \alpha_1 \alpha_1
\]
provided that
\[
\alpha_a (\alpha_0 + \sum_{b \neq a} \alpha_b) = M^2_a; \quad \alpha_0 \sum_{a=1}^{d-1} \alpha_a = M^2,
\]
and \( a_0 \geq a \geq a_{a+1} \geq 0 \). The fluxes are given by
\[
A^2 = \frac{2}{\alpha_0} (\alpha_0 - \alpha_1); \quad A_i^2 = \frac{2}{\alpha_1} (\alpha_{i-1} - \alpha_i)
\]
and
\[
\Lambda = \alpha_0^2 + \sum_{a=1}^{(d-1)} \alpha_a^2 + (d - 2) \left( \alpha_0 \alpha_1 + \alpha_1^2 + \sum_{a=1}^{(d-2)} \alpha_a \alpha_{a+1} \right)
\]
Note that there is no flux along the \( x^1 \) direction.

3.5. Lifshitz with running couplings and hyperscaling violating geometries

Solutions of Einstein-Maxwell-Dilaton systems can realise Lifshitz geometries with running scalars. A simple example is provided by the action \[29\]:
\[
S = \frac{1}{16\pi G_{d+1}} \int d^{d+1}x \sqrt{-g} \left( R + \Lambda - \frac{1}{2} (\partial \phi)^2 - \frac{1}{4} e^{\lambda \phi} F^2 \right)
\]
where \( \phi \) is a scalar field and \( F_{mn} \) is a gauge field strength. The equations of motion admit a Lifshitz solution for the metric which in domain wall coordinates is
\[
ds^2 = dt^2 - e^{2\alpha_0 \alpha_1} dx^2 + e^{2\alpha_1} dx^i dx_i
\]
provided that we choose the coupling and cosmological constant as
\[
\lambda^2 = 2 \frac{d-1}{z-1}; \quad \Lambda = (d - 1 + z)(d - 2 + z)
\]
and
\[
F_{rt} = f e^{(z+d-1)r}; \quad \mu f^2 = 2(z - 1)(z + d - 1); \quad e^{\lambda \phi} = \mu e^{2(1-d)r}.
\]
Note that the limit \( z \to 1 \) is not smooth as the coupling \( \lambda \) diverges in this limit. The running scalar coupling breaks the Lifshitz symmetry in the dual field theory.
A further generalisation is the case of hyperscaling violating (HV) geometries, introduced in [17], for which the Einstein frame metric can be expressed as

$$ds^2_E = u^{-\frac{2(D-\theta)}{D}}(u^{-2(z-1)}dt^2 + du^2 + dx^idx_i),$$

(33)

where $D$ is the number of spatial directions, $z$ is the Lifshitz dynamical scaling exponent and $\theta$ is the hyperscaling violation exponent. This metric is spatially homogeneous and scale covariant, with the scaling behaviour

$$x^i \rightarrow x'^i = \lambda x^i, \quad t \rightarrow t' = \lambda^z t, \quad u \rightarrow u' = \lambda u,$$

(34)

$$ds^2 \rightarrow (ds^2)' = \lambda^{\frac{2\theta}{D}}ds^2.$$

The metric can only be supported by a stress energy tensor satisfying the null energy condition provided that $z > 1$. The restriction $\theta \leq 0$ is required for the dual theory to be well-defined in the UV.

HV geometries arise as solutions to general Einstein-Maxwell-Dilaton theories. Following the approach and notation of [18, 19] it is useful to express the latter in the so-called dual frame, rather than in the Einstein frame, so that

$$S = \frac{1}{2\kappa^2} \int d^{d+1}x \sqrt{-g} e^{D\xi\phi} \left( R - \alpha(\partial\phi)^2 - Z(\phi)F^2 - W(\phi)B^2 - V(\phi) \right).$$

(35)

This action admits scaling solutions supported by a scalar and a vector:

$$ds^2 = dt^2 - e^{2z}dt^2 + e^{2\tau}dx^i dx_i;$$

$$B = \frac{Q}{eZ_0} e^{\tau}dt;$$

$$\phi = \mu r,$$

provided that we impose the following relations on the Lagrangian parameters and parameters of the solution:

$$V(\phi) = -(D-\theta)(D+z-\theta) - (z-1)\epsilon;$$

$$Z(\phi) = Z_0 e^{\frac{2(z-1)}{\mu} \phi};$$

$$W(\phi) = 2Z_0 e^{(D+z-\theta-\epsilon)\frac{2(z-1)}{\mu} \phi};$$

$$Q^2 = \frac{1}{2}Z_0(z-1)\epsilon;$$

$$\epsilon = \frac{(\alpha\mu^2 + \theta(1 + \theta) + z(z-1))}{(z-1)}.$$

where the hyperscaling exponent in the Einstein frame is

$$\theta = -D\xi\mu.$$ 

(38)

The independent parameters in the action are thus $(\alpha, Z_0)$ and the independent parameters in the solutions are $(z, \xi, \mu)$. The presence of three independent parameters in the solutions indicates that the general solutions are characterised not just by the dynamical exponent $z$ and the (metric) hyperscaling violation $\theta$ but by an additional third parameter $\mu$ (or, equivalently, $\epsilon$). A physical interpretation of $z$ can be given in terms of the scaling of temperature; similarly the energy density scales as $(D+z-\theta)$. The
interpretation of the third parameter is more subtle. On the bulk side $\epsilon$ characterises the hyperscaling violation of the vector field. From the field theory perspective, however, we will show later that the parameter $\mu$ is most naturally understood in terms of a dimensionally running coupling.

We can recover cases discussed earlier as follows. The Einstein-Proca model is obtained by setting $\alpha = 0$, $\theta = 0$ and hence $z = \epsilon$. The case of Lifshitz with a running coupling discussed above is obtained by setting $\xi = 0$ (so the hyperscaling violation vanishes, $\theta = 0$) and choosing $\alpha$ and $\mu$ such that $\epsilon = (D + z)$. More generally, the vector field has an unbroken $U(1)$ gauge invariance whenever $W(\phi) = 0$ (with $Q \neq 0$).

Non-conformal $Dp$-branes have $z = 1$, $\theta = (p - 3)^2/(p - 5)$, $D = p$ together with $\alpha = 4(p - 1)(4 - p)/(7 - p)^2$, $\xi = 2(p - 3)p(7 - p)$, $\mu = (7 - p)(p - 3)/(2(5 - p))$. (39)

Note that $\theta \leq 0$ for $p < 5$; there is no decoupling limit for $Dp$-branes with $p > 5$.

3.6. Schrödinger geometries

In realising the Schrödinger group geometrically, it is useful to recall that the Schrödinger group is a subgroup of the conformal group. Therefore one can look for deformations of Anti-de Sitter space which reduce the symmetry to the Schrödinger group. $\text{Sch}_D(z)$ is realized as the isometry group of the following $(D + 3)$-dimensional geometry [20, 21]:

$$ds^2 = -\frac{b^2(dx^+)^2}{r^{2z}} + \frac{1}{r^2} \left( dr^2 + dx^i dx_i + 2dx^+ dx^- \right).$$

The dilatation symmetry is realized as

$$D: \quad r \rightarrow \lambda r, \quad x^i \rightarrow \lambda x^i, \quad x^+ \rightarrow \lambda^z x^+, \quad x^- \rightarrow \lambda^{2-z} x^-.$$  (41)

The parameter $b$ is arbitrary and can be removed by the rescalings

$$x^+ \rightarrow x'^+ = bx^+, \quad x^- \rightarrow x'^- = x^-/b.$$  (42)

We will find it useful to retain the parameter $b$ explicitly, with $b = 0$ being the anti-de Sitter metric and $b \neq 0$ corresponding to a deformation of the conformal theory.

Schrödinger geometries arise as solutions to models consisting of Einstein gravity coupled to massive vector fields [21]:

$$S = \frac{1}{16\pi G_{d+1}} \int d^{d+1}x \sqrt{-g} \left( R + d(d - 1) - \frac{1}{4} F^2 - \frac{1}{2} M^2 A^2 \right)$$

where $F$ is the field strength of $A$ and

$$M^2 = z(z + d - 2).$$  (44)

The vector field supporting the geometry is

$$B = \sqrt{\frac{2(z - 1)}{z}} \frac{b}{r^z} dx^+$$

For $z < 1$ we obtain solutions by the analytic continuations $x^+ \rightarrow ix^+$ together with $x^- \rightarrow -ix^-$, or equivalently $b \rightarrow ib$. Embeddings of Schrödinger solutions into string
The equations of motion admit a $z = 0$ Schrödinger solution supported by the massless scalar field profile

$$\chi = \sqrt{(d - 2)b}x^+$$

$\text{Sch}_D(0)$ is related to a solution with Lifshitz symmetry in one less dimension [26, 27, 28]. This can be shown by rewriting the metric as

$$ds^2 = \frac{1}{r^2} \left( dr^2 + dx_i dx^i - \frac{(dx^-)^2}{b^2 r^2} \right) + b^2(dx^+ + \frac{dx^-}{b^2 r^2})^2.$$  \hfill (48)

Dimensionally reducing along the $x^+$ direction results in a $(D + 2)$ dimensional metric with vector field $A$

$$ds^2 = \frac{1}{r^2} \left( dr^2 + dx_i dx^i - \frac{(dx^-)^2}{b^2 r^2} \right);$$

$$A = \frac{1}{b^2 r^2}dx^-.$$  \hfill (49)

The reduced system has Lifshitz symmetry with dynamical exponent two and corresponds to a massive vector model. Note however that strictly speaking the scalar field cannot be dimensionally reduced along the $x^+$ direction as the scalar field is linearly proportional to $x^+$. Furthermore, $x^+$ is asymptotically null, and thus from the field theory perspective the reduction is over a lightlike circle.

The reduced system of the metric and massive vector equations is not sufficient to solve the higher dimensional equations unless an additional constraint is imposed [27]; the reduction is not a consistent truncation. Moreover, the action (46) does not seem to follow from a consistent truncation of a ten or eleven dimensional supergravity theory. However an extended system of dilaton and axion can be obtained as a consistent truncation of supergravity and this action admits solutions of the type (48) which reduce to Lifshitz solutions [29, 30, 31, 32]:

$$S = \frac{1}{16\pi G_{d+1}} \int d^{d+1}x \sqrt{-g} \left( R + d(d - 1) - \frac{1}{2}(\partial \chi)^2 - \frac{1}{2}e^{2\chi} (\partial \phi)^2 \right).$$  \hfill (50)

The equations of motion for this model has solutions of the type (48) and (47), with $\phi$ constant. We will discuss the holographic dictionary and the reduction of this model in section 6.
3.7. IR instabilities

The Lifshitz metric (11) has no curvature singularities as all local invariants constructed from the Riemann tensor are finite and constant everywhere. However, the metric is not geodesically complete and infalling probes generically experience large tidal forces as $r \to \infty$; it is said to have a null curvature singularity. The implications of the null curvature singularity in the Lifshitz geometry have been explored in a number of papers.

In [33] it was pointed out that the initial value problem is not well posed for Lifshitz and that generic normalisable states would seem to evolve in such a way as to violate Lifshitz asymptotics in finite time. If one enforces the desired asymptotics, then the dynamics of the bulk fields deep in the interior seems to be over-constrained. Related issues are discussed in [34, 35, 36]. Note however that to set up the initial value problem and dynamics in holography requires a real-time dictionary. This has been developed in detail for anti-de Sitter [37, 38] and the analogue setup for Lifshitz may well resolve the apparent pathologies.

It was argued in [39] that strings will become infinitely excited as they propagate through the singularity, and thus the interior of the Lifshitz geometry would be expected to receive large corrections in string theory. However, it was later shown in [40] that scattering slows the string and prevents such divergent mode production. In [41] it was argued that higher derivative corrections to the effective action may drive the deep interior region to be replaced by a relativistic fixed geometry such as $AdS_2 \times R^{d-1}$. These ideas have been explored further in [42]. While the fate of the Lifshitz singularity is not completely understood, the singularity fortunately does not seem to play a significant role in many holographic computations of interest.

3.8. Top down models for Lifshitz

Top down models in holography are desirable in order to have an explicit description of the dual field theory in terms of e.g. decoupling limits of branes. As a first step one would like to find explicit solutions of ten and eleven dimensional supergravity which are (warped) products of Lifshitz with compact geometries. As a second step it would be desirable to find associated consistent truncations, i.e. reductions of ten and eleven dimensional supergravity over compact manifolds consisting of gravity coupled to a small number of matter fields. Such consistent truncations would generally be expected to contain the fields of the bottom up models, together with additional fields needed to ensure that solutions of the lower dimensional theory are always solutions of the top down theory.

Unfortunately very few top down realisations of Lifshitz geometries have been found. Early attempts at finding string theory embeddings of Lifshitz and some no-go theorems for Lifshitz embeddings can be found in [43, 44, 45]. In [46] string theory constructions of Lifshitz using F-theory, polarised branes and charged Fermi gases were outlined; making such constructions explicit and quantitative is however challenging. Other brane and string theory constructions of Lifshitz can be found in [47, 48].
A systematic search for top down Lifshitz supergravity solutions was carried out in [29]. Families of supersymmetric $z = 2$ embeddings were found, corresponding to reductions of $z = 0$ Schrödinger solutions over a null circle. Such reductions were further explored in a number of works [30, 31, 32]. As isolated embedding with $z \sim 39$ was found in [49]; it remains unclear why this specific value of $z$ was realised.

An alternative approach to embedding Lifshitz into top down models was initiated in [50]. This work constructed solutions of the six-dimensional Romans massive theory consisting of four-dimensional Lifshitz, with any value of $z$, cross a compact two-dimensional hyperbolic manifold and solutions of five-dimensional gauged supergravity consisting of three-dimensional Lifshitz, with any value of $z$, cross a compact two-dimensional hyperbolic manifold. The former can be uplifted to solutions of the massive IIA theory in ten dimensions while the latter can be uplifted to solutions of type IIB supergravity. All the $z \neq 1$ solutions break supersymmetry and therefore would be expected to be unstable. Stability, renormalization group flows and black holes in these models were explored in [51, 52, 53].

In [54] candidate string theory realisations were proposed for $z = 2$ Lifshitz Chern-Simons gauge theories studied in [55]. It was argued that the field theories could be realised as light cone reductions of deformations of $\mathcal{N} = 4$ SYM. Using the standard holographic dictionary for the latter, one could then identify the bulk fields implementing the required deformations. In [56] it was however noted that the Lifshitz duals have not only the usual null singularity but also regions of closed timelike curves.

### 3.9. Correlation functions

It is well-known that in a conformal field theory (Euclidean) two point functions of operators are determined up to an overall normalisation by the operator dimension. Three point functions are also determined, up to overall coefficients, and the first non-trivial functional dependence in correlation functions arises for four point functions.

In a Lifshitz invariant theory the symmetry is not sufficient to determine completely even two point functions of scalar operators: for a scalar operator $\mathcal{O}(t, \vec{x})$ of Lifshitz scaling dimension $\Delta_L$ the Euclidean two point function at separated points is

$$\langle \mathcal{O}(t, \vec{x})\mathcal{O}(0, 0) \rangle = \frac{1}{|\vec{x}|^{2\Delta_L}} \mathcal{F} \left( \frac{|\vec{x}|^z}{t} \right), \quad (51)$$

where $\mathcal{F}(w)$ is an arbitrary function and $|\vec{x}|^z/t$ is invariant under scale transformations. Equivalently, Fourier transforming the operator to momentum space we find that

$$\langle \mathcal{O}(\omega, \vec{k})\mathcal{O}(0, 0) \rangle = k^{2\Delta_L-(d+z-1)} \tilde{\mathcal{F}} \left( \frac{\omega}{k^z} \right), \quad (52)$$

To obtain insight into the interpretation of Lifshitz two point functions it is useful to consider the following free field theory model in three dimensions:

$$S = \frac{1}{2} \int dt d^2x \left[ (\partial_t \varphi)^2 - \kappa^2 (\nabla^2 \varphi)^2 \right], \quad (53)$$
where \( \varphi(t, x) \) is a massless scalar field. The action manifestly breaks Lorentz symmetry but has \( z = 2 \) Lifshitz symmetry. From the classical field equation

\[
(\partial_t^2 + \kappa^2 \nabla^4) \varphi = 0,
\]

one can infer that the Fourier transform of the Euclidean propagator for \( \varphi \) is

\[
\tilde{G}(\omega, k) = \frac{1}{(\omega^2 + \kappa^2 k^4)}.
\]

Transforming back into position space, the propagator has a short distance logarithmic divergence which is often regularised as (see \([57]\))

\[
G_R(t, x) \equiv G(t, x) - G(0, a) = -\frac{1}{8\pi\kappa} \ln \left( \frac{|x|^2}{a^2} \right) + \Gamma \left( 0, \frac{|x|^2}{4\kappa t} \right),
\]

with \( \Gamma(0, z) \) the incomplete Gamma function. The regularised propagator behaves as

\[
G_R(0, x) = -\frac{1}{4\pi\kappa} \ln \left( \frac{|x|}{a} \right); \quad G_R(t, a) = -\frac{1}{8\pi\kappa} \ln \left( \frac{4\kappa |t|}{a^2\gamma} \right).
\]

Charge operators in the theory can be defined as \( \mathcal{O}_n = e^{-in\varphi} \) and their correlation functions are given by

\[
\langle \mathcal{O}_n^\dagger(t, x) \mathcal{O}_n(t', x') \rangle = e^{n^2 G_R(t-t', x-x')}.
\]

The equal time correlation functions behave as

\[
\langle \mathcal{O}_n^\dagger(0, x) \mathcal{O}_n(0, 0) \rangle = \left( \frac{a^2}{4\pi\kappa} \right)^{\frac{n^2}{2}}
\]

which implies that the Lifshitz scaling dimension is \( \Delta_L = n^2 / 8\pi\kappa \). For \( |x - x'| \to a \)

\[
\langle \mathcal{O}_n^\dagger(t, 0) \mathcal{O}_n(0, a) \rangle = \left( \frac{a^2\gamma}{4\kappa |t|} \right)^{\frac{n^2}{2}}
\]

which is consistent with the scaling exponent \( z = 2 \).

Moving to real time physics, the analytic continuation of the Green function gives

\[
\tilde{G}(\omega, k) = -\frac{1}{(\omega^2 - \kappa^2 k^4)^{\frac{1}{2}}},
\]

i.e. the propagator has two simple poles on the real axis at \( \omega = \pm \kappa k^2 \). By appropriate choices of integration contour one can thence define the usual Feynman, retarded and advanced propagators. A conceptual interpretation of these poles follows from realising that the field equation is the square of the Schrödinger equation for a non-relativistic scalar in three dimensions, and the Green function for the latter describes diffusion in imaginary time.

Now let us consider correlation functions in the holographic models. As in AdS/CFT a scalar operator is dual to a bulk scalar field. In the vacuum of the dual theory correlation functions for these scalar operators may be computed working
perturbatively around the Lifshitz background. Let us compute the Euclidean two point function for an operator $O_\phi$ dual to a bulk field $\phi$ which has an action

$$S_\phi = -\frac{1}{2} \int d^{d+1}x \sqrt{g} \left((\partial \phi)^2 + m^2 \phi^2 + \cdots \right);$$

(62)

higher order interactions are denoted by ellipses but only quadratic terms are required to compute the two point function. The linearized field equation for the scalar field in the Euclidean Lifshitz background in the coordinates of (11) is then

$$(r^2 \partial_r^2 - (d + z - 2) r \partial_r + r^2 \partial_t^2 + r^2 \partial_i^2 - m^2) \phi(r, t, x^i) = 0.$$  

(63)

Fourier transforming with respect to $t$ and $x^i$ the equation becomes an ordinary differential equation

$$(r^2 \partial_r^2 - (d + z - 2) r \partial_r - \omega^2 r^{2z} - k^2 r^2 - m^2) \phi(r, \omega, k) = 0.$$  

(64)

It is difficult to find analytic solutions for this equation for general values of $z$ but analytic solutions in terms of hypergeometric functions exist for integral $z$. Asymptotic analysis of the equation of motion near the conformal boundary $r \to 0$ implies that the two independent solutions behave as

$$\phi \sim r^{\Delta_+} \phi_+ + r^{\Delta_-} \phi_-$$  

(65)

where

$$\Delta_\pm = \frac{1}{2}(d + z - 1) \pm \frac{1}{2}\sqrt{(d + z - 1)^2 + 4m^2} \equiv \frac{1}{2}(d + z - 1) \pm N_z.$$  

(66)

The requirement that $\Delta_\pm$ is real enforces

$$m^2 \geq -\frac{1}{4}(d + z - 1)^2,$$  

(67)

which is the extension of the Breitenlohner-Freedman bound to Lifshitz. Following the same arguments as for AdS/CFT in [58], one can interpret $\phi_-$ as the non-normalisable mode and $\phi_+$ the normalisable mode for a dual operator of Lifshitz dimension $\Delta_+$. For the relativistic case of $z = 1$ the general solution to (64) is given in terms of Bessel functions:

$$\phi(r, q) = A(q) r^{\frac{d}{2}} K_{N_1}(q r) + B(q) r^{\frac{d}{2}} I_{N_1}(q r)$$  

(68)

with $A$ and $B$ arbitrary coefficients and $q^2 = \omega^2 + k^2$. The first solution is regular in the interior. For general $z$ the zero frequency limit is

$$\phi(r, 0, k) = A(k) r^{\frac{1}{2}(d+z-1)} K_{N_z}(k r) + B(k) r^{\frac{1}{2}(d+z-1)} I_{N_z}(k r).$$  

(69)

At zero frequency the system therefore only feels the dynamical exponent through a modified effective dimension which sends $d \to (d + z - 1)$.

For $z = 2$ the equation of motion is solvable analytically in terms of confluent hypergeometric functions

$$\phi(r, \omega, k) = A(\omega, k) r^{\Delta_-} e^{-\frac{1}{2} \omega r^2} U \left( \frac{k^2}{4 \omega} + \frac{1}{2}(1 - N_2); (1 - N_2); \omega r^2 \right)$$  

$$+ B(\omega, k) r^{\Delta_-} e^{-\frac{1}{2} \omega r^2} M \left( \frac{k^2}{4 \omega} + \frac{1}{2}(1 + N_2); (1 + N_2); \omega r^2 \right)$$  

(70)
Here $M(a, b, z)$ and $U(a, b, z)$ are confluent hypergeometric functions of the first and second kind respectively. The U solution is regular in the interior, i.e. for $r \to \infty$, while the M solution is not.

To work out the two point function one needs to renormalise the action (62) using the asymptotic solutions of the scalar fields to compute the counterterms. The details of this analysis depend on $z$, the mass $m^2$ and the dimension. Expressing the asymptotic expansion in the usual way as

$$\phi(r, x) = r^{\Delta^-} (\phi_0(x) + \cdots) + r^{\Delta^+} (\phi_{\Delta^+}(x) + \cdots)$$  \hspace{1cm} (71)

then the renormalized action always contains the following counterterm

$$S_R = -\frac{1}{2} \int d^{d+1}x \sqrt{g} \left( (\Box \phi)^2 + m^2 \phi^2 \right) + \int d^d x \sqrt{h} \left( \frac{1}{2} \Delta \phi^2 + \cdots \right),$$  \hspace{1cm} (72)

since this counterterm is needed to remove the leading divergence. Now using the definition of the dual operator one point function as

$$\langle O \phi \rangle = -\frac{\delta S_{\text{onshell}}}{\delta \phi_0}$$  \hspace{1cm} (73)

we can show that

$$\langle O \phi \rangle = \frac{1}{2} (\Delta^- - \Delta^+) \phi_{\Delta^+} + \cdots$$  \hspace{1cm} (74)

where the ellipses denote possible terms involving local derivatives of the source $\phi_0$. The latter are only computable by working out, case by case, the full renormalized action. The two point function is then computed by functionally differentiating once more with respect to the source, i.e.

$$\langle O \phi(x) O \phi(y) \rangle = -\frac{1}{2} (\Delta^- - \Delta^+) \frac{\delta \phi_{\Delta^+}(x)}{\delta \phi_0(y)} + \cdots$$  \hspace{1cm} (75)

The asymptotic expansion of the regular solution for $z = 2$ given in (70) then allows us to read off

$$\langle O \phi(\omega, k) O \phi(-\omega, -k) \rangle = -N_2 \omega^{N_2} \Gamma(-N_2) \Gamma \left( \frac{1}{2} (1 + N_2) - \frac{k^2}{4 \omega} \right) \Gamma \left( \frac{1}{2} (1 - N_2) + \frac{k^2}{4 \omega} \right) + \cdots$$  \hspace{1cm} (76)

where the ellipses denote local contributions. This expression is consistent with $z = 2$ Lifshitz scaling, see (52), but the momentum and frequency dependence is complicated.

Our analysis applies for generic values of the scalar mass but the result is singular whenever $N_2$ is an integer, reflecting the need for more careful treatment of the regular solution (70) and of holographic renormalization in such cases. For example, for a massless scalar field in four bulk dimensions, one finds that

$$\langle O \phi(\omega, k) O \phi(-\omega, -k) \rangle = -\frac{1}{16} (4\omega^2 - k^4) \psi \left( \frac{3}{2} + \frac{k^2}{4 \omega} \right) - \frac{1}{4} k^2 \omega - \frac{1}{16} (4\omega^2 - k^4) \log(\omega) + \cdots$$  \hspace{1cm} (77)

where the ellipses denote local terms.
The correlators (76) and (77) are universal for any operator dual to a minimally coupled scalar field in the Lifshitz background and therefore constitute non-trivial predictions of holographic Lifshitz models. It was shown in [2] that the Fourier transform of (77) at large spatial separation (for fixed temporal separation) behaves as

\[ \langle \mathcal{O}_\phi(t,x)\mathcal{O}_\phi(0,0) \rangle \sim \frac{1}{|x|^8} \]

which is in agreement with the behaviour in the free field model above. Note however that the full analytic structure of the holographic correlators is much more complicated than in the free field model. For example, analytically continuing to real time we note that (76) has poles at

\[ \frac{1}{2}(1 + N_2) + ik^2 \omega = -n, \]

with \( n \) an integer, i.e. along the negative imaginary axis for the frequency

\[ \omega = -\frac{i k^2}{(4n + 2(1 + N_2))}. \]

Each such pole is associated with dissipative behaviour in the correlation function c.f. the quasiparticle poles in the free field model. Analogous behaviour is found for the pole structure of fermionic correlators, see [59, 60]. Moreover, an analysis of the linearised fluctuations of the metric and vector field of the Einstein-Proca action around the \( z = 2 \) Lifshitz solution shows similar behaviour: quasi-normal modes are situated in the lower half-plane of complex frequency [61]. It was also proposed in [61] that the correlation functions had the structure of a logarithmic field theory with anisotropic scaling symmetry. Further analysis of Lifshitz quasi normal modes can be found in [62].

It was argued in [36] that, despite the apparently complicated pole structure, the imaginary part of the retarded scalar Green’s function is exponentially suppressed at low frequencies. It would be interesting to analyse this further by explicitly computing retarded correlators using the real-time methods of [37, 38].

Other aspects of correlation functions in Lifshitz have been discussed in the literature. Alternative (non-Dirichlet) boundary conditions for scalars were explored in [63, 64], and related bounds on the scalar operator dimensions were proposed. Analogous analysis for metric and vector field fluctuations was carried out in [65].

There is a simple geometric way to understand why the fixed time correlators must take the form (78) for large spatial separation. In AdS/CFT in the limit of large mass \( m \) (and hence large scaling dimension) it has been proposed that one can compete the two point function geometrically as

\[ \langle \mathcal{O}_\phi(t,x)\mathcal{O}_\phi(0,0) \rangle = e^{-m\mathcal{L}(t,x;0,0)} \]

where \( \mathcal{L}(t,x;0,0) \) is the renormalized length of a bulk geodesic connecting the two boundary points \((t,x)\) and \((0,0)\). For a fixed time correlator the geodesic lies entirely
within a constant time surface, given the symmetry of the bulk geometry. Using Poincaré coordinates,
\[ ds^2 = \frac{dr^2}{r^2} + \frac{1}{r^2} \left( dx^i dx_i - dt^2 \right) \]
this implies that the regularised length of the geodesic is
\[ L_{\text{reg}} = 2 \ln \left( \frac{x}{\epsilon} \right) \]
where we impose the usual cutoff \( r = \epsilon \). We now renormalise the geodesic length by subtracting the divergent boundary contributions i.e.
\[ L = L_{\text{reg}} + 2 \ln \epsilon = 2 \ln x \]
and hence
\[ \langle O_\phi(t,x)O_\phi(t,0) \rangle = |x|^{-2m} \]
Recalling that the relativistic conformal dimension behaves as \( \Delta \sim m \) for large \( m \) we reproduce the standard expression for the conformal two point function. Returning to Lifshitz, for fixed time correlators the geodesic still lies entirely within a constant time surface. However, such constant time surfaces are hyperbolic and insensitive to the dynamical exponent \( z \), and therefore the form of the two point function is unchanged from the relativistic case.

To end this section, let us note that imposing Galilean invariance constrains correlation functions further. For example, in the case of Schrödinger invariance with \( z = 2 \) the symmetry group suffices to fix the two point functions entirely. For an operator \( O \) of scaling dimension \( \Delta \) and mass \( m \) the two point function is
\[ \langle O(t,x)O(0,0) \rangle = C \frac{1}{t^{\Delta}} \exp\left[ -\frac{m|x|^2}{2t} \right], \]
while restrictions on higher correlation functions can be found in [66].

4. Hydrodynamics

4.1. Implications of Lifshitz invariance

A non-relativistic field theory in \((D + 1)\) dimensions admits an energy density \( \mathcal{E} \), an energy flux \( \mathcal{E}_i \), a momentum density \( \mathcal{P}_i \) and a symmetric spatial stress tensor density \( t_{ij} \). These quantities can be expressed as a non-symmetric rank two tensor \( \mathcal{T}_{\mu\nu} \), with \( \mathcal{T}_{00} = \mathcal{E} \); \( \mathcal{T}_{0i} = \mathcal{E}_i \); \( \mathcal{T}_{0i} = \mathcal{P}_i \) and \( \mathcal{T}_{ij} = t_{ij} \). The conservation equations (diffeomorphism Ward identities) in flat space can then be expressed as
\[ \partial_i \mathcal{E}^i + \partial_i \mathcal{E}_i = \partial_i \mathcal{P}_i + \partial^j t_{ji} = 0, \]
or equivalently as
\[ \partial^\mu \mathcal{T}_{\mu\nu} = 0. \]
The dilatation Ward identity associated with the Lifshitz symmetry is expressed as

$$ (zE + t^i_i) = 0 $$

with $z$ the dynamical exponent.

An operator is marginal with respect to the Lifshitz symmetry if its dimension is $(D + z)$, irrelevant for dimensions greater than $(D + z)$ and relevant for dimensions smaller than $(D + z)$. The Lifshitz scaling dimensions of the energy momentum complex operators are $[E] = [t^i_i] = (D + z)$; $[P^i] = (d + 1)$ and $[E^i] = (d + 2z - 1)$. Hence the energy flux is irrelevant for $z > 1$; the energy density and the spatial stress tensor are always marginal and the momentum density is relevant for $z > 1$. Note that these scaling dimensions for the energy momentum complex are consistent with the Ward identities given above.

4.2. Lifshitz thermodynamics

Consider a static equilibrium state in a Lifshitz invariant theory, in which the energy density is $E$ and the homogeneous pressure is $p$, i.e. $t^i_i = p\delta_{ij}$. The fundamental thermodynamic relation implies that

$$ E + p = Ts $$

where $T$ is the temperature and $s$ is the entropy density. Invariance under Lifshitz scaling requires

$$ zE = (d - 1)p, $$

which is the equation of state. One can rewrite these relations as

$$ M = \frac{d - 1}{d + z - 1} TS, $$

where $M$ is the mass (with $E = dM/dV$ where $V$ is the volume) and $S$ is the entropy (with $s = dS/dV$). The scaling dimension of the temperature is $[T] = z$ while the scaling dimensions of the energy density and pressure are both (as given in the previous section) $[E] = [p] = (z + d - 1)$.

The scaling relation between the temperature and the entropy is $[67, 68]$

$$ S \sim T^{\frac{d - 1}{z}}, $$

which together with (92) implies the first law of thermodynamics

$$ dM = TdS. $$

In a theory with scaling exponent $z$ and hyperscaling exponent $\theta$ it remains true that the scaling dimension of the temperature $[T]$ is $z$. However, the energy density scales as $[E] = (D + z - \theta)$, as does the pressure. The fundamental thermodynamic relation then implies that the entropy density scales as

$$ s \sim T^{\frac{D - \theta}{z}}. $$
Note that the hyperscaling exponent does not appear explicitly in the Ward identities \((87)\) and \((89)\), although when \(\mu \neq 0\) additional terms arise in \((89)\) due to the running scalar coupling, see section 5.

In general mass is a difficult concept to define in general relativity and in particular the appropriate notion of mass for general asymptotics is poorly understood. The above definition of mass agrees with the mass obtained from holographic renormalization, i.e. from renormalising the onshell action with appropriately covariant counterterms and then defining the dual field theory energy momentum complex. For asymptotically locally anti-de Sitter spacetimes, it was shown in \([69]\) that the mass obtained by holographic renormalization is always in agreement with that defined by Wald’s approach \([70]\). The proof given in \([69]\) should in principle be extendable to asymptotically locally Lifshitz spacetimes, although this analysis has not yet been done.

In the context of Lifshitz holography, the mass defined by the holographic renormalised dual stress energy tensor is the natural mass to use but other definitions of mass for Lifshitz have appeared in the literature. A construction of a gauge invariant quasilocal mass was given in \([71]\); this construction is applicable to general asymptotics and would therefore define a mass for Lifshitz. Another alternative proposal for the mass of Lifshitz black holes was given in \([72]\) although it was later shown in \([73]\) that this mass was not consistent with the first law of thermodynamics. A notion of thermodynamic mass, based on the consistency between generalised Smarr relations and the first law of thermodynamics, was put forward and analysed recently in \([74]\). The analysis of \([74]\) is based on the conjecture that the mass scales as \(L^{d-2}\), where \(L\) is a fiducial length scale in contrast to the scaling as \(L^{d+z-1}\) given above.

### 4.3. Hydrodynamics

The equation of state \((91)\) can be understood as deriving from the dilatation Ward identity \(zT^0_0 + T^i_i = 0\), when we identify \(\mathcal{T}_{00} = \mathcal{E}\) and \(\mathcal{T}_{ij} = p\delta_{ij}\). One can generalise this identity to constant velocity \(u^\mu\) as

\[
 z\langle T^\nu_{\mu}\rangle u_{\mu} u^\nu - \langle T^\mu_{\nu}\rangle P^\nu_{\mu} = 0
\]

where

\[ P^\nu_{\mu} = \delta^\nu_{\mu} + u_{\mu} u^\nu \]  

and \(u^\mu u_{\mu} = -1\). Note that the stress energy tensor \(\mathcal{T}_{\mu\nu}\) is not symmetric but it is conserved, i.e. \(\partial_\mu \mathcal{T}^\mu_{\nu} = 0\). Imposing a Landau frame condition \(\mathcal{T}_{\mu\nu} u^\nu = -\mathcal{E} u^\mu\) the conservation equation implies that

\[
 \mathcal{T}_{\mu\nu} = (\mathcal{E} + p)u_{\mu} u_{\nu} + p\eta_{\mu\nu} + \pi_S^{\mu\nu} + \pi_A^{\mu\nu} + (u_{\mu} \pi^A_{\nu\sigma} + u_{\nu} \pi^A_{\mu\sigma}) u^\sigma + \cdots
\]

to first order in gradients. In a theory with spatial rotational invariance the dissipative terms can be expressed as \([75]\)

\[
\pi_S^{\mu\nu} = -\eta P^{\mu\rho} P^{\nu\sigma} \Delta_{\sigma\tau} - \frac{\zeta}{(d-1)} P^{\mu\nu} \partial_\nu u^\sigma,
\]
where the shear tensor is $\Delta^{\sigma\tau} = 2\partial_{(\sigma}u_{\tau)} - 2P^{\sigma}_{\sigma} \partial_{\sigma}u^{\sigma}/(d-1)$, and

$$\pi^{A[\mu]} = -\alpha_{D}u^{[\mu}u^{\sigma}\partial_{\sigma}u^{\nu]}.$$  \hfill (100)

Hence the theory is characterised by three transport coefficients at this order: the shear viscosity $\eta$, the bulk viscosity $\zeta$ and a third dissipative coefficient $\alpha_{D}$. All three coefficients scale in the same way as the entropy with temperature. In the case of broken rotational invariance or additional conserved charges there are further transport coefficients, see [75, 76]. Computation of these transport coefficients in holographic realisations therefore characterises the dual field theories. Further discussion of Lifshitz (and Galilean) hydrodynamics from the field theory perspective may be found in [77, 78, 79, 80, 81].

4.4. Lifshitz black holes

A static Lifshitz black hole can be described by a metric

$$ds^2 = \frac{1}{r^2} \left( \frac{dr^2}{f(r)} - r^{2(1-z)} f(r) dt^2 + dx_i dx_i \right),$$  \hfill (101)

where $f(r)$ is the blackening factor. In the Lifshitz background (11) $f(r) = 1$ and hence in a finite temperature black hole $f(r)$ should asymptotically approach one but have a simple zero at a finite value of $r$.

Unfortunately only a handful of analytic black hole solutions have been found; in general the equations of motion do not reduce to a nested set of linear equations as they do in the relativistic case [82]. Numerical solutions for Lifshitz black holes and branes have been found in [83, 67, 68, 84, 85, 86, 87, 88]. Analytic solutions for black holes in massive vector theories were found in [89, 90, 67, 88]. Such realisations have slightly undesirable features, however: the model used in [89] has a scalar with no kinetic term; the analysis of [90] is applicable only for dynamical exponents close to one and the analytic solutions in [67] have spherical horizons. Analytic black hole solutions can also be found in three spacetime dimensions, see [94], and analytic solutions for solitons were constructed in [93].

Analytic asymptotically Lifshitz analytic black hole solutions can be found in Einstein-Maxwell-Dilaton models in which the Lifshitz symmetry is broken by a running scalar, see [4, 91]. Generalisations to charged black holes are also possible [92, 83]. Analytic black hole solutions in higher derivative theories were found in [5, 7, 8, 9, 10, 11, 12, 13] and in Brans-Dicke and higher spin models in [15, 16]. As mentioned already, higher derivative theories are not unitary and furthermore the holographic dictionary for such models has not been developed: the operator content of the dual Lifshitz theories is unclear.

To analyse Lifshitz hydrodynamics holographically one follows the standard fluid/gravity approach [95]: one first boosts the black hole solution (101) to obtain

$$ds_0^2 = -2\frac{f(r)}{r^2} u^\mu dx^\mu dr + \frac{1}{r^2} \left( P_{\mu\nu} - r^{2(1-z)} f(r) u_\mu u_\nu \right) dx^\mu dx^\nu$$  \hfill (102)
where \( u_\mu u^\mu = -1 \) and \( P_{\mu\nu} = \eta_{\mu\nu} + u_\mu u_\nu \). One then promotes the parameters in the metric to be spacetime dependent, i.e. one lets the function \( f(r) \) become a function \( f(r, x^\mu) \) and works in a gradient expansion for the latter. Correspondingly the supporting matter is also boosted; for example, in the case of the massive vector one starts from the boosted equilibrium solution

\[
A_0 = a(r) u_\mu dx^\mu + b(r) dr
\]

and then allows the functions to become spacetime dependent. In order to satisfy the field equations one must then add terms involving the derivatives of these functions to the metric and vector field i.e. one looks for a solution

\[
g = g_0 + g_1 + \cdots; \quad A = A_0 + A_1 + \cdots
\]

where the metric \( g_1 \) and the vector \( A_1 \) contain first derivatives of the defining functions \( (f(r, x^\mu), a(r, x^\mu), b(r, x^\mu)) \).

In practice this approach is hard to implement in generality given that very few analytic solutions for Lifshitz black holes exist. One can however extract results for certain transport coefficients without solving for the fully back-reacted metric in generality. The conductivity and diffusion constant are discussed in [96]. For all solutions of Einstein gravity with matter, the shear viscosity to entropy density takes the usual value of \( 1/4\pi \), as expected [97]. General arguments can be used to predict how the shear viscosity to entropy density bound is affected by higher derivative corrections [98].

One can also obtain the bulk viscosity \( \zeta \) from the null horizon focusing equation [99]. In all cases involving massive vector fields this bulk viscosity is found to be zero, which implies that the trace dilatation identity continues to hold to first order in derivatives. These results can be generalised to models with hyperscaling violation, in which one finds a relation between the bulk viscosity and the shear viscosity

\[
\frac{\zeta}{\eta} = -2 \left( \frac{\theta}{(d-1)(d-1-\theta)} \right) + 2 \left( \frac{z-1}{(d-1-\theta)} \right)
\]

The case of \( z = 1 \) corresponds to non-conformal branes; the relation between the shear and bulk viscosity is understood in this case to originate from the dilatation Ward identity in a parent conformal field theory, from which the non-conformal theory is obtained by generalised dimensional reduction [100]. It would be interesting to understand whether the general \( z \neq 1 \) result can be understood in a similar way, via generalised dimensional reduction of a parent Lifshitz theory. Along these lines, classes of Einstein-Maxwell-Dilaton solutions were embedded in higher-dimensional AdS and Lifshitz backgrounds in [101], explaining their hydrodynamic properties. Hydrodynamics for hyperscaling violating Lifshitz was recently analysed further in [102]. Note that it is possible to obtain temperature dependent ratios of bulk to shear viscosity in certain Einstein-Maxwell-dilaton models [101].

Finally let us comment that hydrodynamics for Schrödinger holographic models has also been explored in the literature. Schrödinger hydrodynamics is facilitated by
the existence of exact finite temperature string theory backgrounds, [23], and was first analysed in [103].

4.5. Anomalies

Consider a non-relativistic field theory in a background with coordinates \((t, x^i)\). It is natural to couple the theory to a gravity multiplet consisting of a scalar \(N\), a vector \(N_i\) and a symmetric spatial tensor \(\gamma_{ij}\); in the relativistic context this is simply the ADM decomposition into the lapse, shift and spatial metric. Consider now diffeomorphism invariant actions involving this gravity multiplet. As discussed in [104] one possibility is the so-called kinetic term

\[
S \sim \int dt d^Dx \sqrt{\gamma} N \left( K^{ij} K_{ij} - \lambda K^2 \right) \tag{106}
\]

with \(\lambda\) a constant, \(K_{ij}\) the extrinsic curvature

\[
K_{ij} = \frac{1}{2N} \left( \partial_t \gamma_{ij} - \partial_i N_j - \partial_j N_i \right) \tag{107}
\]

and \(K = \gamma^{ij} K_{ij}\). The other possibility is potential terms of the form

\[
S \sim \int dt d^Dx \sqrt{\gamma} NV \tag{108}
\]

where \(V\) is a scalar function built from the Riemann tensor of \(\gamma_{ij}\) and its covariant derivatives.

Now let us consider anisotropic Weyl invariance, which acts as

\[
N \rightarrow e^{z\omega} N; \quad N_i \rightarrow e^{2\omega} N_i; \quad \gamma_{ij} \rightarrow e^{2\omega} \gamma_{ij} \tag{109}
\]

for an arbitrary function \(\omega(t, x^i)\). For general \(z\) and \(D\) one cannot find diffeomorphism and Weyl invariant actions. Whenever \(z = D\), however, such actions do exist: the constant \(\lambda\) in (106) must take the value \(1/D\). Focussing on the case of \(z = D = 2\), the only possible potential term which is Weyl invariant is

\[
S \sim \int dt dt' x \sqrt{\gamma} N \left( R + \frac{\nabla^2 N}{N} - \left( \frac{\nabla N}{N} \right)^2 \right)^2 \tag{110}
\]

where \(\nabla_i\) is the spatial covariant derivative. Therefore for \(z = D = 2\) the anomalous dilatation Ward identity is

\[
2E + t_i^i = A_1 \left( K^{ij} K_{ij} - \frac{1}{2} K^2 \right) + A_2 N \left( R + \frac{\nabla^2 N}{N} - \left( \frac{\nabla N}{N} \right)^2 \right)^2 \tag{111}
\]

where the anomaly coefficients \((A_1, A_2)\) characterize the theory. We will explore in section 5 which anomalies are found in holographic realisations of \(z = D = 2\) Lifshitz. Further discussion of anomalies in Lifshitz invariant field theories can be found in [105, 116, 107, 78, 108] and we will return to the coupling of non-relativistic theories to background gravity in section 6.
5. Holographic dictionary

In this section we consider the holographic dictionary for Lifshitz models, i.e. how to extract dual field theory data from a given asymptotically Lifshitz geometry. We will focus on massive vector and Einstein-Maxwell-dilaton models, deferring axion/dilaton models to section 6. Holographic renormalization for the gravity sector is considerably more complicated than the renormalization used above to compute correlation functions in a (fixed) Lifshitz background. To set the stage for holographic renormalization in Lifshitz it is convenient first to recall relevant features of asymptotically AdS gravity.

5.1. AdS holographic renormalization

The bulk (Euclidean) action for gravity with a negative cosmological constant is taken to be

\[ S = -\frac{1}{16\pi G_{d+1}} \int d^{d+1}x \sqrt{g} \left( R + d(d - 1) \right) \]

(112)

so the Einstein equation is \( R_{\mu\nu} = -dg_{\mu\nu} \). In this section we work primarily in Euclidean signature, and hence the overall sign of the action differs from the Lorentzian actions in previous sections.

Any asymptotically locally anti-de Sitter geometry can be expressed in the neighbourhood of the conformal boundary in Fefferman-Graham form as

\[ ds^2 = \frac{dr^2}{r^2} + \frac{1}{r^2} \left( g^{(0)}_{\mu\nu} + r^2 g^{(2)}_{\mu\nu} + \cdots r^d (g^{(d)}_{\mu\nu} + h^{(d)}_{\mu\nu}) + \cdots \right) dx^\mu dx^\nu \]

(113)

where all terms in the expansion are determined by \( g^{(0)}_{\mu\nu} \) and \( g^{(d)}_{\mu\nu} \). In particular, \( g^{(2)}_{\mu\nu} \) and \( h^{(d)}_{\mu\nu} \) are expressed locally in terms of derivatives of \( g^{(0)}_{\mu\nu} \) [109, 110]. The independent data in the Fefferman-Graham expansion corresponds to the conjugate pair of the source for the energy-momentum tensor in the dual conformal field theory, \( g^{(0)}_{\mu\nu} \), and the expectation value of the energy momentum tensor, which can be expressed in terms of the normalizable mode \( g^{(d)}_{\mu\nu} \) and derivatives of \( g^{(0)}_{\mu\nu} \).

In the original approach to holographic renormalization [109, 110] the asymptotic expansions were inserted into the bulk Einstein equations. Differentiating these equations recursively with respect to the radial coordinate \( r \) and then setting \( r \to 0 \), one obtains a set of algebraic equations for the coefficients \( g^{(n)}_{\mu\nu} \). As claimed above these equations determine recursively all coefficients as local functionals of \( g^{(0)}_{\mu\nu} \), except for the traceless transverse part of \( g^{(d)}_{\mu\nu} \). The exact form of the coefficients depends on the dimension \( d \); for example

\[ g^{(2)}_{\mu\nu} = \frac{1}{(d - 2)} \left( R_{\mu\nu}[g^{(0)}] - \frac{1}{2(d - 1)} R[g^{(0)}]g^{(0)}_{\mu\nu} \right) . \]

(114)

Note that this expression applies to pure gravity; in general all coefficients are modified by the addition of matter. Using the asymptotic solutions one can evaluate the onshell
Lifshitz holography

The general form of the regulated divergences in the onshell action is then

\[ S_{\text{div}} = \frac{1}{16\pi G_{d+1}} \int_{\epsilon} d^d x \sqrt{g^{(0)}} \left( \frac{a^{(0)}}{\epsilon^d} + \cdots + a^{(d)} \log \epsilon + O(\epsilon^0) \right), \]

(115)

where the coefficients \( a^{(n)} \) depend locally only on the non-normalisable data \( g^{(0)} \) and \( a^{(d)} \) is the conformal anomaly of the dual field theory.

To renormalise the action one proceeds by expressing the divergent terms in terms of the induced fields on the hypersurface \( r = \epsilon \), which entails inverting the asymptotic series to express the sources in terms of the induced metric on the hypersurface \( h_{\mu\nu} = g_{\mu\nu}/\epsilon^2 \).

One can then rewrite the divergences of the regulated action in covariant form, and subtract covariant local counterterms. For example, in \( d = 4 \) one finds that the required counterterm action for pure gravity is

\[ S_{\text{ct}} = \frac{3}{8\pi G_5} \int_{\epsilon} d^4 x \sqrt{h} \left( 1 + \frac{1}{12} R[h] - \frac{1}{48} (R^{\mu\nu}[h] R_{\mu\nu}[h] - \frac{1}{3} R[h]^2) \log \epsilon^2 \right). \]

(116)

The renormalised action is defined as

\[ S_{\text{ren}} = \mathcal{L}_{\epsilon \to 0} \left( S_{\text{div}} + S_{\text{ct}} \right), \]

(117)

and the renormalised one point function for the energy momentum tensor is defined as

\[ \langle T_{\mu\nu} \rangle = \frac{2}{\sqrt{g^{(0)}}} \frac{\delta S_{\text{ren}}}{\delta g^{(0)}{}_{\mu\nu}} \]

(118)

which can be evaluated to give

\[ \langle T_{\mu\nu} \rangle = \frac{d}{16\pi G_{d+1}} g^{(d)}_{\mu\nu} + X_{\mu\nu}[g^{(0)}], \]

(119)

where explicit expressions for the functionals \( X_{\mu\nu}[g^{(0)}] \) can be found in \([110]\). Note that these functionals vanish for pure gravity with \( d \) odd; this follows on dimensional grounds, as no covariant functionals of the required dimension exist.

The original method of holographic renormalization requires the computationally inefficient step of inverting asymptotic expansions so as to express the divergences in a covariant form. The Hamiltonian method of holographic renormalization developed in \([111]\) is more elegant and efficient, and it is this approach which has been generalised to asymptotically Lifshitz spacetimes.

Any asymptotically locally anti-de Sitter manifold admits a radial function normal to the boundary which can be used to foliate the space in radial slices, at least in a neighbourhood of the boundary. This fact implies that one can set up a radial Hamiltonian formalism, analogous to the usual ADM formalism which relies on the existence of a time function foliating spacetime into hypersurfaces of constant time. In the neighbourhood of the conformal boundary one can decompose the metric as

\[ ds^2 = N^2 dr^2 + h_{\mu\nu}(dx^\mu + N^\mu dr)(dx^\nu + N^\nu dr), \]

(120)
where $\mathcal{N}$ is the shift and $\mathcal{N}^\mu$ is the lapse. The curvature of the manifold can be expressed in terms of the intrinsic and extrinsic curvatures of the hypersurfaces via the Gauss-Codazzi equations. After gauge fixing to normal coordinates such that the lapse and shift are $\mathcal{N} = 1$ and $\mathcal{N}^\mu = 0$ and the induced metric is $h_{\mu\nu}$ (with $\mu$ running over $d$ indices) the Gauss-Codazzi equations become

$$
\mathcal{K}^2 - \mathcal{K}_{\mu\nu}\mathcal{K}^{\mu\nu} = R + 16\pi G_{d+1} T^B_{rr},
$$

$$
D_\mu \mathcal{K}_\nu - D_\nu \mathcal{K} = 8\pi G_{d+1} T^B_{r\nu},
$$

$$
\dot{\mathcal{K}}^\mu_\nu + \mathcal{K} \mathcal{K}^\mu_\nu = R^\mu_\nu - 8\pi G_{d+1} \left( T^\mu_\nu - \frac{1}{d-1} T^B_m \delta^\mu_\nu \right)
$$

where $\mathcal{K}_{\mu\nu}$ is the extrinsic curvature\(^\dagger\), which in normal coordinates is given by

$$
\mathcal{K}_{\mu\nu} = \frac{1}{2} \partial_r h_{\mu\nu}
$$

while $\dot{\mathcal{K}}^\mu_\nu = \partial_r (h^{\mu\nu} \mathcal{K}_{\mu\nu})$ and $\mathcal{K} = h^{\mu\nu} \mathcal{K}_{\mu\nu}$. $T^B_{mn}$ is the bulk stress energy tensor, i.e. the Einstein equations are

$$
G_{mn} = 8\pi G_{d+1} T^B_{mn}.
$$

For pure cosmological constant $8\pi G_{d+1} T^B_{mn} = \frac{1}{2} d(d - 1) g_{mn}$. The Gauss-Codazzi equations in the form (121) are however applicable to general bulk stress energy tensors.

One can define a canonical momentum conjugate to the induced metric $h_{\mu\nu}$ as

$$
\pi^{\mu\nu} = \frac{\delta L}{\delta \dot{h}_{\mu\nu}} = \frac{1}{16\pi G_{d+1}} \sqrt{h} (\mathcal{K}^{\mu\nu} - \mathcal{K} h^{\mu\nu})
$$

where the action is $S = \int dr L$. The Hamilton equation for the induced metric is equivalent to the third equation in (121), upon applying Einstein’s equations; viewed as an equation for the momentum it is first order in radial derivatives. The momenta conjugate to the shift and lapse vanish identically, giving the momentum and Hamiltonian constraints, respectively. The latter are equivalent to the first two equations in (121) (after applying Einstein’s equations); expressed in terms of the momentum conjugate to $h_{\mu\nu}$ these are constraints, rather than differential equations involving radial derivatives.

The next step is use the equations of motion to determine the asymptotic form for the momentum in terms of the induced metric. Both the momentum and the induced metric transform covariantly under diffeomorphisms on the radial slice and thus the Hamiltonian formulation is manifestly covariant. The momentum admits an asymptotic expansion in terms of the eigenfunctions of the dilatation operator $\delta_D$, i.e.

$$
\pi_{\mu\nu} = \sqrt{h} \left( \pi^{(0)}_{\mu\nu} + \cdots + \pi^{(d)}_{\mu\nu} + \tilde{\pi}_{\mu\nu}^{(d)} \log e^{-2r} + \cdots \right)
$$

where

$$
\delta_D \pi^{(n)}_{\mu\nu} = - n \pi^{(n)}_{\mu\nu} \quad n \neq d
$$

$$
\delta_D \pi^{(d)}_{\mu\nu} = - d \pi^{(d)}_{\mu\nu} - 2 \tilde{\pi}^{(d)}_{\nu\mu}
$$

$$
\delta_D \tilde{\pi}^{(d)}_{\mu\nu} = - d \tilde{\pi}^{(d)}_{\nu\mu}
$$

\(^\dagger\) Note that $\mathcal{K}_{\mu\nu}$ denotes the extrinsic curvature of radial slices whereas we use $K_{ij}$ for the extrinsic curvature of constant time surfaces of the boundary metric.
i.e. the terms transform homogeneously, except for \( \pi^{(d)\mu} \). The eigenfunctions which are arise in the expansion are self-consistently determined by recursively solving the field equations. The dilatation operator is identified asymptotically with the radial derivative, i.e.

\[
\delta_D + \mathcal{O}(e^{-r}) = \partial_r = \int d^d x \left( 2 h_{\mu\nu} \frac{\delta}{\delta h_{\mu\nu}} \right) + \mathcal{O}(e^{-r}).
\]  

(127)

More precisely, one can express the radial derivative in the form

\[
\partial_r = \delta_D + \delta^{(1)} + \cdots + \tilde{\delta}^{(d)} \log e^{-2r} + \cdots
\]  

(128)

where \( \delta^{(n)} \) are covariant functional operators of defined dilatation weight.

The regulated onshell action can also be expressed as a sum of eigenfunctions of the dilatation operator

\[
S_{\text{div}}^{\text{div}} = \frac{1}{8\pi G_{d+1}} \int_{\Sigma_r} d^d x \sqrt{h} \lambda
\]  

(129)

where the integration is over an arbitrary radial hypersurface \( \Sigma_r \) and

\[
\lambda = \lambda^{(0)} + \cdots + \lambda^{(d)} + \tilde{\lambda}^{(d)} \log e^{-2r} + \cdots
\]  

(130)

where again all terms except \( \lambda^{(d)} \) transform homogeneously. Note that \( \lambda \) satisfies a differential equation

\[
\partial_r (\lambda + \mathcal{K}) + \mathcal{K}(\lambda + \mathcal{K}) = \frac{8\pi G_{d+1}}{(d-1)} T^B_m
\]  

(131)

which is again first order in radial derivatives.

One can then insert the covariant expansions (125), (128) and (130) into the equations (121) and (131) and solve the equations iteratively for the coefficients. As in the original method, non-local terms in the expansions are not determined by the recursion relations: the traceless and transverse part of \( \pi^{(d)\mu} \) is undetermined, as is \( \lambda^{(d)} \). The divergent terms in the onshell action are automatically expressed in covariant form, since the coefficients \( \lambda^{(n)} \) are covariant, and hence the required counterterm action is simply

\[
S^\text{ct} = \frac{1}{8\pi G_{d+1}} \int_{\Sigma_{r_0}} d^d x \sqrt{h} \left( \sum_{n<d} \lambda^{(n)} + \tilde{\lambda}^{(d)} \log e^{-2r_0} \right).
\]  

(132)

The renormalised action is then given by

\[
S_{\text{ren}} = \mathcal{L}_{r_0 \to \infty} (S_{\text{div}} + S^\text{ct}) = \frac{1}{8\pi G_{d+1}} \int d^d x \sqrt{h} \lambda^{(d)},
\]  

(133)

i.e. in terms of the non-local coefficient which is undetermined by the asymptotic analysis. The renormalised one point functions are also expressed compactly in terms of the non-local terms in the expansion (125):

\[
\langle T_{\mu\nu} \rangle = 2 \frac{\pi^{(d)\mu\nu}}{\sqrt{h}} = -\frac{1}{8\pi G_{d+1}} \left( \mathcal{K}_{\mu\nu}^{(d)} - \mathcal{K}^{(d)} h_{\mu\nu} \right).
\]  

(134)

To compare this expression with (119) one needs to express the coefficients of the extrinsic curvature in terms of the coefficients of the asymptotic expansion of the metric.
Note that the expression (134) makes manifest the geometric origin of the expression for the one point function.

An advantage of the Hamiltonian method is that the Ward identities can be obtained immediately from the Hamiltonian and momentum constraints. These constraints must hold at each order in the expansion in eigenfunctions. The momentum constraint at order $d$ becomes

$$D_\mu \pi^{(d)\mu}\nu = 0,$$

(135)

where $D_\mu$ is the covariant derivative in the boundary metric, and hence from (134) we obtain the diffeomorphism Ward identity

$$D_\mu \langle T^{\mu\nu} \rangle = 0.$$  

(136)

The dilatation Ward identity arises from a Weyl transformation of the renormalized action

$$\delta_\sigma S^{\text{ren}} = -\frac{1}{8\pi G_{d+1}} \int_{r(0)} d^d x \sqrt{h} \tilde{\lambda}^{(d)}(\delta\sigma) = 2 \int_{r(0)} d^d x \sqrt{h} \pi^{(d)\mu} \delta\sigma$$

(137)

and thus

$$\langle T^{\mu\nu} \rangle = -\frac{1}{8\pi G_{d+1}} \tilde{\lambda}^{(d)},$$

(138)

so as anticipated $\tilde{\lambda}^{(d)}$ is the conformal anomaly. Note that the conformal anomaly vanishes for pure gravity with $d$ odd, again on dimensional grounds, as no covariant scalar functional of the required dimension exists.

Now let us turn to Lifshitz gravity, with the supporting matter being the massive vector (14). The basic questions to be answered are the following: what is the appropriate definition of asymptotically locally Lifshitz? Put differently, what are the independent non-normalisable modes of the bulk fields and their corresponding conjugate normalisable modes? To what operators in the dual Lifshitz field theory do these modes correspond? If we change the bulk matter supporting the Lifshitz geometry, how does the operator content of the dual field theory change?

5.2. Deformations of relativistic conformal theories

We begin with the case where Lifshitz can be viewed as a deformation of AdS, see [112]. Consider the action (14) and its Lifshitz solution in the limit that $z = 1 + \delta^2$ with $\delta^2 \ll 1$. In this limit the Lifshitz metric (11) becomes

$$ds^2 = \frac{dr^2}{r^2} + \frac{1}{r^2} (dx^i dx_i - (1 - 2\delta^2 \log r) dt^2) + \cdots$$

(139)

with the massive vector being

$$A = \sqrt{2} \frac{\delta}{r} dt + \cdots; \quad M^2 = (d - 1) + \cdots$$

(140)

Here ellipses denote terms higher order in $\delta$. Clearly when $\delta = 0$ the background reduces to $AdS_{d+1}$ with no vector field. Using the standard AdS/CFT dictionary we
can interpret the vector field as a source for the time component of a vector operator \( J^\mu \) of dimension \( d \) in the dual field theory:

\[
S_{\text{CFT}} \rightarrow S_{\text{CFT}} + \sqrt{2} \delta \int d^d x J^t + \cdots
\]  

(141)

This source breaks relativistic invariance and conformal symmetry but preserves the non-relativistic Lifshitz symmetry with dynamical exponent \( z = 1 + \delta^2 \). In this case the role of the bulk matter used to support the Lifshitz geometry is therefore clear.

A similar interpretation can be given to the Schrödinger geometries (40) and (45) for any value of \( z \). Working perturbatively in the parameter \( b \), the background with \( b = 0 \) is again \( AdS_{d+1} \). The vector field corresponds to a source for a null component of a vector operator \( V^\mu \) of dimension \( (d + z - 1) \) [25, 27]:

\[
S_{\text{CFT}} \rightarrow S_{\text{CFT}} + b \int d^{D+2} x V^+ + \cdots
\]  

(142)

Again this deformation breaks relativistic and conformal invariance but for all values of \( (b, z) \) it preserves the Schrödinger symmetry group. Note that the deformation is irrelevant from the perspective of the original conformal field theory whenever \( z \geq 1 \) and relevant for \( z \leq 1 \).

Returning to the Lifshitz case, at \( z = 1 \) the system is anti-de Sitter, with the metric \( g^{(0)}_{\mu\nu} \) in (113) being the source for a symmetric relativistic stress energy tensor \( T_{\mu\nu} \). For the vector field

\[
A = A^{(0)}_\mu dx^\mu + \cdots
\]  

(143)

\( A^{(0)}_\mu \) is the source for the dual vector operator \( J_\mu \). The corresponding diffeomorphism Ward identity in the conformal field theory is then

\[
\nabla^\mu \langle T_{\mu\nu} \rangle = A^{(0)}_\nu \nabla^\mu \langle J^\mu \rangle - F^{(0)}_{\nu\mu} \langle J^\mu \rangle,
\]  

(144)

with \( F^{(0)}_{\mu\nu} \) the curvature of \( A^{(0)}_\mu \). Now switching on the specific source (140) and working to order \( \epsilon^2 \) this identity becomes

\[
\nabla^\mu \left( \langle T_{\mu\nu} \rangle - \sqrt{2} \delta \langle J^\mu \rangle \delta_{\nu t} \right) = 0,
\]  

(145)

i.e. the non-symmetric stress tensor \( T_{\mu\nu} = \langle T_{\mu\nu} \rangle - \sqrt{2} \delta \langle J^\mu \rangle \delta_{\nu t} \) is conserved. The source for the conserved stress tensor \( T_{\mu\nu} \) is not just \( g^{(0)}_{\mu\nu} \), but rather a combination of the non-normalizable modes of the metric and the vector field. We will show in subsequent sections that similar behaviour is found for general \( z \), i.e. the conserved energy momentum complex of the non-relativistic theory is sourced by the boundary values of the bulk metric and of the (spatial part of) the massive vector.

The dilatation Ward identity depends on the spacetime dimension. In the case of \( D = 2 \) the terms appearing in the Ward identity up to order \( \delta^2 \) are

\[
\langle T^\mu_{\nu} \rangle - \frac{1}{2} A^{(0)\mu} \langle T_{\mu\nu} \rangle A^{(0)\nu} = A^{(0)}_\mu \langle J^\mu \rangle
\]  

(146)

Switching on the specific source (140) we obtain

\[
z \langle T^t_t \rangle + \langle T^i_i \rangle = \sqrt{2} \delta \langle J^t \rangle.
\]  

(147)
In the pure Lifshitz geometry $\langle J^\mu \rangle = 0$ and thus the expected Lifshitz trace identity is obtained.

### 5.3. Vielbein approach

In this section we consider holographic renormalisation for general asymptotically Lifshitz solutions of massive vector models. We will give a definition of an asymptotically locally Lifshitz spacetime in terms of boundary conditions for vielbeins. This boundary data is identified with sources for dual field theory operators and renormalised one point functions for these operators are computed using the radial Hamiltonian approach to holographic renormalisation. This section follows the analysis given in [113, 114, 104]; related work can be found in [106, 115, 116, 117]. Earlier work on holographic renormalisation can be found in [118].

One can express a general asymptotically Lifshitz metric in the form

$$ds^2 = \frac{dr^2}{r^2} + h_{\mu\nu}(r,x^\mu)dx^\mu dx^\nu \equiv \frac{dr^2}{r^2} - N^2 dt^2 + \gamma_{ij}(dx^i + N^i dt)(dx^j + N^j dt)$$

where we have fixed a radial gauge (Gaussian normal coordinates) for the bulk metric. Since the dual theory is non-relativistic it is natural to work with vielbeins, which we define as

$$ds^2 = \eta_{MN}E^M_m E^n_N dx^m dx^n \equiv \eta_{UV}e^U_\mu e^V_\nu dx^\mu dx^\nu + \frac{dr^2}{r^2}.$$ (149)

i.e. $(M,N)$ denote $(d+1)$-dimensional frame indices and $(U,V)$ denote $d$-dimensional frame indices. We furthermore denote spatial frame indices as $(I,J)$, i.e. $U = (0,I)$. The boundary as $r \to 0$ of an asymptotically Lifshitz background has vielbeins given by

$$e^0 = Ndt; \quad e^I = e^I_i(N^i dt + dx^i)$$

We focus on the case where the bulk action is the massive vector action (14). Then the vector field can be expressed as

$$A_\mu = e^U_\mu A_U \quad A_U = (C + \psi)\delta^0_U$$

where $C^2 = 2(z - 1)/z$ is a constant and $\psi$ represents the perturbation relative to the exact Lifshitz background. Note that the equation of motion for the massive vector field induces a radial component for the vector field but the latter is not independent.

The boundary conditions may then be specified by characterising the asymptotic behaviour of both $e^U_\mu$ and $\psi$. Analysis of the field equations shows that

$$e^0_\mu = \frac{1}{r^z}e^{(0)0}_\mu + \cdots;$$
$$e^I_\mu = \frac{1}{r}e^{(0)I}_\mu + \cdots;$$
$$\psi = \frac{1}{r^\Delta}\psi^{(0)} + \cdots$$

(152)
where
\[ \Delta_+ = \frac{1}{2} \left( z + D - \sqrt{(z + D)^2 + 8(z - 1)(z - D)} \right). \] (153)

Here each leading order term in the asymptotic expansion corresponds to an independent source for a dual operator. Implicitly in (150) we have set to zero \( \epsilon_i^{(0)} \); we will explain why below. Note that the dimension of the operator dual to \( \psi^{(0)} \) is \( \Delta_+ = (D + z - \Delta_-) \).

Having set up the boundary conditions, let us now turn to holographic renormalization. As anticipated, the starting point is the radial Hamiltonian formalism for the action, where the radial coordinate plays the role of Hamiltonian time. Writing the bulk metric as
\[ ds^2 = N^2 dr^2 + h_{\mu\nu}(dx^\mu + N^\mu dr)(dx^\nu + N^\nu dr) \] (154)
the (radial) Hamiltonian takes the form
\[ H = \int d^d x (\mathcal{N}\mathcal{H} + \mathcal{N}_\mu \mathcal{H}^\mu), \] (155)
and thus the Hamiltonian and momentum constraints are, respectively, \( \mathcal{H} = 0 \) and \( \mathcal{H}^\mu = 0 \). These constraints give first order flow equations.

Fixing Gaussian normal coordinates (148), the fields on each constant radial slice are the induced metric and the vector field, or equivalently the vielbein and the scalar field \( \psi \). We can define canonical momenta for the latter via the variation of the onshell action
\[ \delta S^{\text{onshell}} = \int d^d x \left( \pi_\mu^{\text{onshell}} \delta e^U_\mu + \pi_\psi \delta \psi \right) \] (156)
where
\[ \pi_\mu^{U} = e_\mu^{U} \frac{\delta S^{\text{onshell}}}{\delta e_\mu^{U}} \] (157)
and
\[ \pi_\psi = \frac{\delta S^{\text{onshell}}}{\delta \psi}. \] (158)

Using the explicit expression for the vielbein (150) one finds that
\[ \pi_0^0 = N \frac{\delta S^{\text{onshell}}}{\delta N}; \] (159)
\[ \pi_0^I = N \frac{\delta S^{\text{onshell}}}{\delta N^I}; \]
\[ \pi^j_I = \left( N \frac{\delta S^{\text{onshell}}}{\delta N^j} + 2e^j_I e_{ij} \frac{\delta S^{\text{onshell}}}{\delta \gamma_{ij}} \right). \]

Note that these canonical momenta are defined in terms of the bare onshell action, which is divergent. The equations of motion can be conveniently expressed in terms of these canonical momenta. The Hamiltonian and momentum constraint equations are automatically satisfied when the equations of motion are satisfied; the approach of [113, 114, 104] was to analyse the equations of motion rather than the constraints.
For the relation to field theory, note that \( T_{\mu}^U \) is the operator sourced by \( e_i^{(0)U} \), and its expectation value is contained in \( \pi_U^\mu \). The choice \( e_i^{(0)0} = 0 \) implies that one cannot access the expectation value of the dual operator \( T_{\mu}^I \), i.e. the source for the energy flux has been switched off. The other components of the vielbein source the energy density \( (e_i^{(0)0}) \) and the momentum density and stress tensor \( (e_{\mu}^{(0)I}) \). The scalar \( \psi^{(0)} \) acts as a source for a dual scalar operator \( O_\psi \) whose expectation value is contained in \( \pi_\psi \). From the asymptotic falloff behaviour \( (153) \) and its dimension we can see that this operator is marginal when \( z = D \), relevant for \( z < D \) and irrelevant for \( z > D \).

The onshell action can be expressed as a function of the boundary fields as

\[
S^{\text{onshell}} = \frac{1}{16\pi G_{d+1}} \int_{\epsilon} dt d^D x \mathcal{L}. \tag{160}
\]

We can organise the divergent terms in \( \mathcal{L} \) according to their dilatation weight under the operator

\[
\delta_D = \int dt d^D x \left( z e_0^\mu \frac{\delta}{\delta e_0^\mu} + e_I^\mu \frac{\delta}{\delta e_I^\mu} - \Delta_\psi \frac{\delta}{\delta \psi} \right). \tag{161}
\]

Then (analogously to the relativistic case) \( \mathcal{L} \) can be expressed as a sum

\[
\mathcal{L} = \sum_{m \geq 0} \mathcal{L}^{(m)} + \tilde{\mathcal{L}}^{z+D} \log(r), \tag{162}
\]

with

\[
\begin{align*}
\delta_D \mathcal{L}^{(m)} &= -m \mathcal{L}^{(m)} \quad m \neq (z + D) \\
\delta_D \mathcal{L}^{(z+D)} &= -(z + D) \mathcal{L}^{(z+D)} + \tilde{\mathcal{L}}^{(z+D)} \\
\delta_D \tilde{\mathcal{L}}^{(z+D)} &= -(z + D) \tilde{\mathcal{L}}^{(z+D)}.
\end{align*} \tag{163}
\]

The logarithmic term captures the Weyl anomaly while the terms with \( m < (z + D) \) compute the other required counterterms; the counterterms are hence

\[
S_{\text{ct}} = -\frac{1}{16\pi G_{d+1}} \int_{\epsilon} dt d^D x \left( \sum_{0 \leq m < (z+D)} \mathcal{L}^{(m)} + \tilde{\mathcal{L}}^{(z+D)} \log \epsilon \right), \tag{164}
\]

where the cutoff is \( r = \epsilon \). The essence of the Hamiltonian approach is hence to decompose the onshell action into terms of different dilatation weight which respect the required covariance, so that one can immediately extract appropriately covariant counterterms.

To explicitly compute the counterterms we expand the canonical momenta in terms of eigenstates of the dilatation operator, i.e. we let

\[
\begin{align*}
\pi_U^\mu &= \sqrt{\gamma N} \sum_m \pi_U^{(m)\mu} + \cdots \\
\pi_\psi &= \sqrt{\gamma N} \sum_m \pi^{(m)\psi} + \cdots
\end{align*} \tag{165}
\]

where the weights which occur are determined by recursive analysis of the equations of motion and the ellipses denote anomalous terms, i.e. terms which include \( \log(r) \) factors. Such terms will arise for specific values of \( D \) and \( z \), in order to satisfy the equations...
Lifshitz holography

of motion. Note that we follow the conventions of [111], i.e. we suppress the explicit representations of the dilatation eigenfunctions (in terms of the radial coordinate), so the momenta components depend only on the boundary coordinates. By substituting these expansions into the equations of motion and working recursively one can thence determine the explicit expansions in terms of the induced fields on each radial slice.

As in the relativistic case the operator expectation values may then be expressed in terms of specific dilatation weight components of the momenta:

\begin{align}
\langle T_0^0 \rangle &= \pi_0^{(z+D)0} \\
\langle T_I^I \rangle &= \pi_I^{(z+D)I} \\
\langle O_\psi \rangle &= \pi_\psi^{(\Delta_\psi)}.
\end{align}

(166)

The variation of the onshell action under dilatations at order \((z+D)\) gives the dilatation Ward identity

\[ \tilde{L}^{(z+D)} = -z\langle T_0^0 \rangle - \langle T_I^I \rangle + \Delta_\psi^{(0)} \langle O_\psi \rangle, \]

(167)

indicating that \( \tilde{L}^{(z+D)} \) is the Weyl anomaly.

The computation of explicit expressions for the counterterms and anomalies is somewhat involved. Here we highlight the main results only; see [113, 114, 104, 106, 115, 116, 117] for details. For \( D = 2, z < 2 \) the required counterterms were given in [114]. In the case of \( z = D = 2 \) the realisation with a massive vector gives a non-vanishing Weyl anomaly, but only one of the two possible terms is found: (106) arises but (110) does not [104, 106]. In the case of \( D = 2 \) and \( z > 2 \) one needs to take into account that the scalar operator is irrelevant, and thus the source for this operator must be treated perturbatively.

A number of other issues remain open in this analysis. The diffeomorphism Ward identity should follow from the momentum constraint, but this was not analysed in the vielbein approach in [113, 114]. Given any asymptotically Lifshitz solution of the massive vector theory the key computable is operator expectation values. The expressions (166) are expressed as terms in the canonical momenta of specific dilatation weight but the relation of the latter to terms in the asymptotic expansions of the metric and vector field, or equivalently the asymptotic expansions of the vielbein and scalar, have not been calculated in generality. Comparing with the relativistic case, this implies that the analogue of (134) is known but the analogue of (119) is not known for general \( D \) and \( z \). Finally, while the analysis of [114] determines the most general asymptotically locally Lifshitz boundary conditions, the analysis is more transparent in the metric formalism of the following section.

5.4. Metric formalism

In [18, 19, 119] the authors work in the metric formalism, rather than the veilbein formalism, and introduce a Stückelburg field \( \omega \) so that the vector field is gauge invariant. In other words, they write the massive vector field as

\[ A_m = A_m - \partial_\mu \omega. \]

(168)
The bulk fields are again decomposed using a radial Hamiltonian approach as
\[
ds^2 = (N^2 + N_{\mu}N^\mu)dr^2 + 2N_{\mu}dx^\mu dr + h_{\mu\nu}dx^\mu dx^\nu
\] (169)
and
\[
A = A_r dr + A_\mu dx^\mu.
\] (170)
The radial Hamiltonian then takes the form
\[
H = \int d^d x (\mathcal{N}H + N_{\mu}\mathcal{H}^\mu + \mathcal{A}_r\mathcal{F})
\] (171)
where we interpret the shift \(N\), the lapse \(N_r\) and the radial component of the vector \(A_r\) as Lagrange multipliers enforcing the Hamiltonian, momentum and gauge constraints, \(\mathcal{H} = \mathcal{H}^\mu = \mathcal{F} = 0\). These constraints, the Hamilton-Jacobi equations, provide first order equations encapsulating all of the dynamics, expressed in terms of the canonical momenta
\[
\pi_{\mu\nu} = \frac{\delta S}{\delta h_{\mu\nu}} \quad \pi_\mu = \frac{\delta S}{\delta A_\mu} \quad \pi_\omega = \frac{\delta S}{\delta \omega}.
\] (172)
For example, the momentum and gauge constraints are
\[
\mathcal{H}^\mu = -2D_\nu\pi_{\mu\nu} + F_{\mu}^\nu\pi^\nu - A_\mu\pi_\omega = 0
\] (173)
\[
\mathcal{F} = -D_\mu\pi^\mu + \pi_\omega = 0
\]
while the Hamiltonian constraint is more complicated, see [18, 19] for explicit expressions. Solving the Hamilton-Jacobi equations asymptotically allows one to regulate the onshell action, derive counterterms and hence obtain renormalized correlation functions for the dual operators.

The second step in [18, 19] is to introduce a near boundary expansion in terms of two commuting operators. The first operator is the usual (relativistic) dilatation operator
\[
\hat{\delta} = \int d^d x \left(2h_{\mu\nu} \frac{\delta}{\delta h_{\mu\nu}} + A_\mu \frac{\delta}{\delta A_\mu}\right).
\] (174)
This operator counts the number of derivatives transverse to each radial slice. The second operator is expressed in terms of fields in the decomposition of the metric \(h_{\mu\nu}\), namely
\[
h_{\mu\nu} = \sigma_{\mu\nu} + Y^{-1}A_\mu A_\nu.
\] (175)
The operator is
\[
\delta A = \int d^d x \left(2Y^{-1}A_\mu A_\nu \frac{\delta}{\delta h_{\mu\nu}} + A_\mu \frac{\delta}{\delta A_\mu}\right).
\] (176)
Lifshitz boundary conditions enforce that \(A_\mu\) is asymptotically aligned with the unit normal to constant time slices, i.e. asymptotically
\[
A_\mu = \sqrt{\frac{2(z - 1)}{z}} \frac{\eta_\mu^{(0)}}{r^z} + \ldots
\] (177)
where \( n^\mu_{(0)} \) is the unit normal to constant time surfaces. Imposing such boundary conditions, the operator \( \delta_A \) effectively counts the number of time derivatives.

Since the two operators commute, we can expand every quantity in terms of simultaneous eigenfunctions of both operators. For example, the onshell action (in radial gauge in which \( \mathcal{N} = 1 \) and \( \mathcal{N}_\mu = 0 \)) can be expressed as

\[
S_{\text{onshell}} = \int d^d x \left( \sum_{k,l} \mathcal{L}^{(k,l)} \right) \tag{178}
\]

with

\[
\hat{\delta} \mathcal{L}^{(k,l)} = (d - k) \mathcal{L}^{(k,l)} \quad \delta_A \mathcal{L}^{(k,l)} = (1 - l) \mathcal{L}^{(k,l)}. \tag{179}
\]

Now one can proceed to solve the Hamilton-Jacobi equations in a graded expansion, imposing the Lifshitz boundary conditions. As before the divergent terms in the onshell action can be removed by counterterms, which by construction respect the required symmetries, and Weyl anomalies are found in the case of \( z = D \).

There is always an independent solution of the Hamilton-Jacobi equations with dilatation weight zero which is therefore UV finite:

\[
S_{\text{reg}} = \int d^d x \left( h_{\mu\nu} \hat{\pi}^{\mu\nu} + A_\mu \hat{\pi}^{\mu} \right), \tag{180}
\]

where \( \hat{\pi}^{\mu\nu} \) and \( \hat{\pi}^{\mu} \) are not determined by the asymptotic analysis, although they are subject to constraints arising from the Hamilton-Jacobi equations (including the momentum constraint). The holographic dictionary identifies this term in the regulated action with the generating functional of correlation functions in the dual quantum field theory and the functions \( \hat{\pi}^{\mu\nu} \) and \( \hat{\pi}^{\mu} \) are related to regularized one point functions of local operators.

Let us parameterise the boundary induced metric as in the previous section as

\[
ds^2 = -N^2 dt^2 + \gamma_{ij}(dx^i + N^i dt)(dx^j + N^j dt) \tag{181}
\]

and the boundary gauge field \( A_\mu \) as

\[
A_\mu dx^\mu = adt + a_i dx^i. \tag{182}
\]

The Hamilton-Jacobi equations determine the leading asymptotic behaviours of the metric components to be

\[
N \sim \frac{N^{(0)}(x)}{r^z}, \quad N_i \sim \frac{N_i^{(0)}(x)}{r^2}, \quad \gamma_{ij} \sim \frac{\gamma_{ij}^{(0)}(x)}{r^2}, \tag{183}
\]

with each of these source terms being arbitrary. The asymptotic form for the vector field is

\[
A_\mu \sim \frac{\sqrt{2(z-1)}}{z} \frac{N^{(0)}}{r^z} \delta_\mu (1 + r^\Delta - \psi^{(0)}(x)) \tag{184}
\]

and

\[
\omega = \omega^{(0)}(x); \tag{185}
\]

\[
a \sim \frac{\sqrt{2(z-1)}}{z} \frac{N^{(0)}}{r^{z+\Delta}} \psi^{(0)}(x) + \partial_i \omega^{(0)}(x); \tag{186}
\]

\[
a_i \sim \partial_i \omega^{(0)}(x), \tag{187}
\]
where $\Delta_-$ is as given in (153). Here $\psi^{(0)}(x)$ and $\omega^{(0)}(x)$ are arbitrary sources but the latter corresponds to a gauge transformation and therefore does not source an independent operator. Comparing with (177) we note that $n^{(0)}_\mu = N^{(0)}\delta_{\mu\nu}$.

The modes conjugate to the independent sources are the renormalised one-point functions and these can be expressed in terms of the functions appearing in (180), namely

$$\langle T^{\mu\nu} \rangle = -\frac{1}{\sqrt{-h}} \left( 2\tilde{\pi}^{\mu\nu} + \sqrt{\frac{2(z-1)}{z}} N^{(0)}\delta_{\mu\nu} \delta^{\nu}\tilde{r}^t \right); \quad (186)$$

$$\langle O_\psi \rangle = \frac{1}{\sqrt{-h}} N^{(0)}\tilde{r}^t;$$

$$\langle E^{\mu} \rangle = \frac{1}{\sqrt{-h}} \sqrt{\frac{2(z-1)}{z}} \sigma^{(0)\mu\nu}\tilde{r}^{\nu},$$

where $\sigma^{(0)\mu\nu}$ is the boundary value of the metric $\sigma^{\mu\nu}$ defined in (175). We can now extract the energy density $E$, the momentum density $P^{\mu}$ and the spatial stress tensor $t^{\mu\nu}$ by the following projections:

$$E = -n^{(0)}_\mu n^{(0)}_\nu \langle T^{\mu\nu} \rangle; \quad (187)$$

$$P^{\mu} = -\sigma^{(0)\nu\rho} n^{(0)}_\rho \langle T^{\nu\rho} \rangle;$$

$$t^{\mu\nu} = \sigma^{(0)\nu\rho} \sigma^{(0)\rho\tau} \langle T^{\tau\nu} \rangle.$$

These expressions are given in covariant form but reduce to analogous expressions to those of the previous section when we fix $n^{(0)}_\mu = N^{(0)}\delta_{\mu\nu}$ as above.

Using the momentum constraint at the required order in the recursive expansion one can show that (for a flat background) the diffeomorphism Ward identities are

$$D^\mu t^\nu + n^{(0)}_\mu D^\nu P_\mu + D^\mu \psi^{(0)} \langle O_\psi \rangle = 0;$$

$$n^{(0)}_\mu D^\nu E + D^\mu E^{\mu} = 0;$$

$$D^\mu P^{\mu} = 0,$$

where $D^\mu$ is the covariant derivative with respect to the boundary metric $\sigma^{(0)}_{\mu\nu}$. The dilatation Ward identity takes the expected form of

$$zE + t^i + (z + D - \Delta_-)\psi^{(0)} \langle O_\psi \rangle = A,$$

where $A$ are anomalous terms, which can be present when $z = D = (d - 1)$.

The results in this formalism are in agreement with those obtained using the vielbein formalism. Note in particular the spatial vector source for the bulk vector field is set to zero by the asymptotically locally Lifshitz boundary conditions. This spatial vector sources the irrelevant operator, the energy flux, and correlation functions for the latter could as usual be obtained by switching on the vector source perturbatively. Although the source was not switched on in the analysis of [18, 19], it was nonetheless possible to infer the expectation value of the energy flux.

The analysis of [18, 19] is conceptually complete. However, it is computationally complicated to extract explicit expressions for the energy momentum complex in terms.
of coefficients in the asymptotic expansion of the bulk metric and vector field, i.e. the analogue of the relativistic expression (134) is known but the analogue of (119) is hard to compute. Note that the latter would in practice be the most useful for computing the energy momentum complex of a state dual to a given geometry.

The methods of [18, 19] could certainly be developed further to compute correlation functions in asymptotically locally Lifshitz backgrounds. To facilitate such computations it would be desirable to implement the renormalization procedure in a symbolic computation package.

5.5. Lifshitz with running scalars and hyperscaling violating Lifshitz

The formalism developed above can immediately be generalised to Lifshitz with running scalars and hyperscaling violating Lifshitz backgrounds [18, 19, 119]. Both cases can be analysed simultaneously using the action in the dual frame (35). In this more general case we can parameterise the metric in domain wall type coordinates (16) as

$$ds^2 = dr^2 + h_{\mu\nu}dx^\mu dx^\nu,$$

where as \( r \to \infty \) the boundary conditions for \( h_{\mu\nu} \) can be expressed as in (181) with

$$N \sim e^{zr}N^{(0)}(x)\quad N_i \sim e^{2r}N_i^{(0)}(x)\quad \gamma_{ij} \sim e^{2r}\gamma_{ij}^{(0)}.$$

(These expressions are identical to those in (183), expressed in domain wall coordinates.) Relative to the massive vector model, we have one additional bulk field, the dilaton, which asymptotes to

$$\phi = \mu r + \phi(0)(x)$$

where \( \phi(0)(x) \) is identified as the source for a dual operator \( \mathcal{O}_\phi \). The asymptotic form for the vector field is analogous to (184), namely

$$B_{\mu} \sim \sqrt{\frac{(z-1)}{2\varepsilon Z_0}} e^{-\mu\phi(0)} e^{\varepsilon r} \delta_{\mu t} (1 + e^{-\Delta_- r} \psi^{(0)}(x))$$

(193)

Here \( \Delta_- \) is a complicated function of the parameters, see [19], and the dimension of the dual operator to \( \psi^{(0)}(x) \) is

$$\Delta_+ = (d + z - \theta - \Delta_-).$$

(194)

The operator content of the dual field theory is summarised in table 1.

The diffeomorphism Ward identities take the covariant form

$$D_{\nu}t_{\mu} + n^{(0)\nu} D_{\nu} \mathcal{P}_\mu + D_{\mu} \phi^{(0)} \mathcal{O}_\phi + D_{\mu} \psi^{(0)} \mathcal{O}_\psi = 0$$

$$n^{(0)\mu} D_{\mu} \mathcal{E} + D_{\mu} \mathcal{E}^{\mu} + n^{(0)\mu} D_{\mu} \phi^{(0)} = 0$$

$$D_{\mu} \mathcal{P}^{\mu} = 0,$$

where \( D_{\mu} \) denotes the covariant derivative with respect to the boundary metric \( \sigma_{\mu\nu}^{(0)} \).

The dilatation Ward identity is

$$z \mathcal{E} + t_{\mu} + \Delta_- \psi^{(0)} \mathcal{O}_\psi = \mu \mathcal{O}_\phi.$$

(196)
Table 1. Operators and their dual sources

<table>
<thead>
<tr>
<th>Operator</th>
<th>Covariant Expression</th>
<th>Dimension</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\mathcal{E}$</td>
<td>$\mathcal{E} = -n_\mu^{(0)} n_\nu^{(0)} T^{\mu\nu}$</td>
<td>$(D + z - \theta)$</td>
<td>$N^{(0)}$</td>
</tr>
<tr>
<td>$\mathcal{E}_i$</td>
<td></td>
<td>$(D + 2z - 1 - \theta)$</td>
<td>0</td>
</tr>
<tr>
<td>$\mathcal{P}_i$</td>
<td>$\mathcal{P}<em>\mu = -\sigma^{(0)}</em>{\mu\nu} n_\nu^{(0)} T^{\rho\sigma}$</td>
<td>$(D + 1 - \theta)$</td>
<td>$N^{(0)}$</td>
</tr>
<tr>
<td>$\nu^{ij}$</td>
<td>$\nu^{ij} = \sigma^{(0)}<em>{\mu\nu} \pi^{(0)}</em>{\tau\rho} T^{\rho\sigma}$</td>
<td>$(D + z - \theta)$</td>
<td>$\gamma_{ij}^{(0)}$</td>
</tr>
<tr>
<td>$O_\phi$</td>
<td></td>
<td>$(D + z - \theta)$</td>
<td>$\phi^{(0)}$</td>
</tr>
<tr>
<td>$O_\psi$</td>
<td></td>
<td>$\Delta_+$</td>
<td>$\psi^{(0)}$</td>
</tr>
</tbody>
</table>

Clearly whenever $\mu \neq 0$ the Lifshitz symmetry is broken by the running scalar coupling: such theories have generalized Lifshitz structure rather than Lifshitz invariance. It was argued in [18, 19] that such theories do not have Weyl anomalies, as one can absorb any logarithmic divergences into the running dilaton, removing any explicit dependence on the cutoff. This makes sense from the dual perspective as the field theories have running couplings and therefore the concept of a Weyl anomaly is ill-defined.

The arguments of [18, 19] assume that the dilaton continues to run and there is no true fixed point in the ultraviolet. The non-conformal branes are counterexamples to this assumption. For example, the D4-branes are dual to supersymmetric Yang-Mills in five dimensions, which runs to the six dimensional $(2, 0)$ CFT in the ultraviolet. In this case one therefore chooses the renormalization scheme to respect the ultraviolet fixed point symmetries, and one can therefore not absorb the logarithmic divergences into the running dilaton: the theory does have a Weyl anomaly, inherited from the $(2, 0)$ theory [120].

It is an open question whether hyperscaling violating Lifshitz solutions can generally be viewed as related to generalized reductions of solutions with scaling symmetry, although examples which uplift to AdS and Lifshitz can be found in [101]. In such cases it would natural to choose a renormalization scheme which respects the symmetries of the fixed point. In such a setup there could be Weyl anomalies inherited from the parent scale invariant theory, as in the case of non-conformal branes.

It is interesting to note that when the massive vector theory is coupled to a scalar (with $\mu = 0$) the second type of Weyl anomaly (110) at $z = D = 2$ (involving four spatial derivatives) is generated. Thus the holographic models provide examples of Lifshitz theories in which the detailed balance condition is violated.

5.6. Summary

Holographic renormalization allows one to determine the operator content of the dual Lifshitz theory for massive vector and Einstein-Maxwell-Dilaton models. In a $(d + 1)$-dimensional massive vector model, the boundary conditions are a $d$ dimensional metric $h_{\mu\nu}$ and vector $A_{\mu}$. This gives $\frac{1}{2}d(d + 1) + d$ independent boundary conditions in total, or equivalently $\frac{1}{2}D^2 + \frac{5}{2}D + 2$ boundary conditions (expressed in terms of the spatial
dimension $D$).

The energy momentum complex for a non-relativistic theory consists of the energy density $\mathcal{E}$, the energy flux $\mathcal{E}_i$ ($D$ components), the momentum density $\mathcal{P}_i$ ($D$ components) and the spatial stress tensor density $t_{ij}$ ($\frac{1}{2}D(D+1)$ components). Thus the energy momentum complex has in total $\frac{1}{2}D^2 + \frac{5}{2}D + 1$ components. The bulk theory therefore has enough boundary conditions to source the energy momentum complex together with one additional scalar operator. Similarly an Einstein-Maxwell-Dilaton theory has one additional boundary condition (for the bulk scalar) and therefore the boundary conditions source the energy momentum complex together with two scalar operators. The boundary conditions for a bulk relativistic theory cannot provide sources only for the energy momentum complex; the additional boundary conditions source scalar operators. These counting arguments are in agreement with the detailed analysis, see table 1.

6. Newton-Cartan geometry

In this section we explore the role of Newton-Cartan geometry for non-relativistic theories and discuss the holographic dictionary for Lifshitz theories which are obtained by null reductions of Schrödinger theories.

6.1. Galilean invariance and Newton-Cartan structure

We can define a Newton-Cartan structure on a $d$-dimensional spacetime in terms of a one-form $n_\mu$, a symmetric positive semi-definite rank $(d-1)$ tensor $\sigma_{\mu\nu}$ and a $U(1)$ connection $a_\mu$, with the requirement that

$$h_{\mu\nu} = n_\mu n_\nu + \sigma_{\mu\nu},$$

is positive definite. These tensors determine a velocity vector $v^\mu$ and an inverse metric $\sigma^{\mu\nu}$ via the algebraic constraints

$$v^\mu n_\mu = 1 \quad \sigma_{\mu\nu} v^\mu = 0 \quad \sigma^{\mu\nu} n_\nu = 0 \quad \sigma^{\mu\nu} \sigma_{\rho\nu} = \delta^\mu_\rho - v^\mu n_\nu.$$

The velocity vector effectively defines a local time direction and $\sigma_{\mu\nu}$ gives a metric on spatial slices. In torsionless Newton-Cartan geometry the one form $n_\mu$ is exact, i.e. $n_\mu = \partial_\mu t$ where $t$ is a global time function. In torsional Newton-Cartan (TNC) geometry there is no such condition imposed on the one form. In twistless torsion Newton-Cartan geometry (TTNC) one imposes that there is a preferred foliation on equal time slices. Torsional Newton-Cartan structure (TNC) is particularly relevant for holography, see [123, 126, 127, 128].

One can define many possible covariant derivatives using the Newton-Cartan data; we will consider here a covariant derivative $D_\mu$ which satisfies

$$D_\mu n_\nu = 0 \quad D_\mu \sigma^{\nu\rho} = 0.$$
Note that the torsion part of the connection is proportional to $dn$ and hence vanishes if $n$ is exact. Newton-Cartan geometry can also be expressed in a vielbein formulation, see for example [122].

A theory with Galilean symmetry couples to such a Newton-Cartan geometry; the $U(1)$ connection couples to the particle number. Such a Galilean theory is invariant under both coordinate reparameterisations and gauge transformations. One may in addition impose Milne boosts which leave $(n_\mu, \sigma^{\mu\nu})$ invariant and act as

$$
\begin{align*}
    v^\mu &\rightarrow v^\mu + c^\mu \\
    a_\mu &\rightarrow a_\mu + c_\mu - \frac{1}{2} n_\mu c^2 \\
    \sigma_{\mu\nu} &\rightarrow \sigma_{\mu\nu} - (n_\mu c_\nu + n_\nu c_\mu) + n_\mu n_\nu c^2
\end{align*}
$$

with $c^\mu = h^{\mu\nu} c_\nu$ and $c^2 = c_\mu c^\mu > 0$. Here $c_\mu$ is spatial so $v^\mu c_\mu = 0$ and implicitly we assume that $n$ is closed. One can conveniently define boost invariants as

$$
\begin{align*}
    \hat{v}^\mu &= v^\mu - \sigma^{\mu\nu} a_\nu \\
    \hat{\sigma}_{\mu\nu} &= \sigma_{\mu\nu} + n_\mu a_\nu + n_\nu a_\mu \\
    \Phi &= - v^\mu a_\mu + \frac{1}{2} \sigma^{\mu\nu} a_\mu a_\nu.
\end{align*}
$$

so that a theory which is invariant under the boost symmetry couples to $(\hat{v}^\mu, n_\mu, \sigma^{\mu\nu}, \hat{\sigma}_{\mu\nu}, \Phi)$. In the context of TTNC geometry one can characterise the torsion as

$$
\tau_\mu = \mathcal{L}_{\hat{v}} n_\mu
$$

and we will refer to $\tau_\mu$ as the torsion vector.

Now consider the generating functional $W[n_\mu, v^\mu, \sigma^{\mu\nu}, a_\mu]$ for such a theory. We can define a number current $J^\mu$ (also called the mass density) and stress energy tensor complex via

$$
\delta W = \int d^dx \sqrt{h} \left[ \delta a_\mu J^\mu - \delta \bar{v}^\mu \mathcal{P}_\mu - \delta n_\mu \mathcal{E}^\mu - \frac{1}{2} \delta \bar{\sigma}^{\mu\nu} t_{\mu\nu} \right]
$$

where as in previous sections $\mathcal{P}_\mu$ is the momentum current, $\mathcal{E}^\mu$ is the energy current (the energy density and the energy flux) and $t_{\mu\nu}$ is the spatial stress tensor. Here the barred quantities arise from the fact that the variations of $\delta \bar{v}^\mu$ and $\delta \bar{\sigma}^{\mu\nu}$ contain terms involving $\delta n_\mu$ as well as arbitrary variations $\delta \bar{v}^\mu$ and $\delta \bar{\sigma}^{\mu\nu}$, i.e.

$$
\delta \bar{v}^\mu = - v^\nu \bar{v}^\nu \delta n_\nu + \mathcal{P}^\mu \delta \bar{v}^\nu.
$$

Diffeomorphism invariance leads to conservation equations for the energy current and the spatial stress tensor. Gauge invariance implies that $J^\mu$ is conserved and Milne invariance implies the relation

$$
\mathcal{P}_\mu = \sigma^{\mu\nu} J^\nu.
$$

A Galilean theory which is scale invariant with a critical exponent $z$ is invariant under

$$
\begin{align*}
    n_\mu &\rightarrow e^{\omega n_\mu} \\
    \sigma_{\mu\nu} &\rightarrow e^{2\omega} \sigma_{\mu\nu} \\
    a_\mu &\rightarrow e^{(2-z)\omega} a_\mu.
\end{align*}
$$
The dilatation Ward identity is then
\[ zn_\mu \mathcal{E}^\mu - \sigma^{\mu\nu} t_{\mu\nu} = \mathcal{A}, \]  
where \( \mathcal{A} \) denotes the Weyl anomaly.

As an example of a boost invariant theory, one can consider free fields charged under the \( U(1) \) symmetry
\[ S = \int d^d x \sqrt{h} \left( i \mathbf{v}_\mu \Psi^* \stackrel{\leftrightarrow}{\mathcal{D}}_\mu \Psi - \frac{1}{m} \sigma^{\mu\nu} \mathcal{D}_\mu \Psi^* \mathcal{D}_\nu \Psi \right) \]  
where \( \Psi^* \stackrel{\leftrightarrow}{\mathcal{D}}_\mu \Psi = \Psi^* \mathcal{D}_\mu \Psi - \Psi \mathcal{D}_\mu \Psi^* \). The equation of motion for the free field is the (covariant) Schrödinger equation. This action can be written as [121]
\[ S = \int d^d x \sqrt{h} \left( i \mathbf{v}_\mu \Psi^* \mathcal{D}_\mu \Psi - \frac{1}{m} \sigma^{\mu\nu} \partial_\mu \Psi^* \partial_\nu \Psi - m \Phi \Psi^* \Psi \right), \]
using the boost invariant quantities defined in (201). Noting that the metric determinant is boost invariant this action is now manifestly invariant under boosts and expressed in a form which demonstrates the coupling to the background Newton-Cartan geometry. This free theory has a \( z = 2 \) scaling symmetry. The action remains boost invariant under the addition of a potential depending only on \( |\Psi| \) and the specific potential
\[ V(\Psi) = V_0 |\Psi|^{2(d+2)/d} \]
respects the \( z = 2 \) scaling symmetry.

From the holographic perspective, it is natural to expect asymptotically locally Schrödinger spacetimes to be dual to field theories coupled to background Newton-Cartan geometries. Indeed, TNC is related to the warped geometry proposed in [129] to couple to two-dimensional warped conformal field theories, which are in turn related to three-dimensional warped geometries (including Schrödinger). A priori one would not think that Newton-Cartan geometry is relevant to Lifshitz invariant theories, as the latter do not possess full Galilean symmetry: no particle number symmetry exists in general and thence there is no Milne boost symmetry. In the rest of this section we will explore whether certain holographic realisations of Lifshitz admit an enhanced symmetry group, associated with Newton-Cartan structure.

Before moving to discuss holographic models, we should note that Newton-Cartan structure is interesting in its own right. For example, TTNC has been proposed to be relevant to condensed matter physics, in the context of an effective field theory for the fractional quantum Hall effect, see [130, 131].

### 6.2. Reduction of axion/dilaton models

In this section we discuss the reduction of the axion/dilaton model (50) to give asymptotically locally Lifshitz solutions in four bulk dimensions; the restriction to \( d = 4 \) is unnecessary but only this case has so far been analysed in detail in the literature, see [132, 133, 123].
The holographic dictionary for asymptotically locally AdS solutions of the five-dimensional theory was analysed in [134]. Any such asymptotically locally AdS solution can be expressed near the conformal boundary as

$$ds^2 = \frac{dr^2}{r^2} + \frac{1}{r^2} h_{mn} dx^m dx^n;$$

(211)

$$h_{mn} = h_{mn}^{(0)} + r^2 h_{mn}^{(2)} + r^2 h_{mn}^{(4)} + r^2 \log r h_{mn}^{(4)} + \cdots$$

$$\phi = \phi^{(0)} + r^2 \phi^{(2)} + r^4 \phi^{(4)} + r^4 \log r \phi^{(4)} + \cdots$$

$$\chi = \chi^{(0)} + r^2 \chi^{(2)} + r^4 \chi^{(4)} + r^4 \log r \chi^{(4)} + \cdots$$

where \((h_{mn}^{(0)}, \phi^{(0)}, \chi^{(0)})\) are non-normalisable source terms and \((h_{mn}^{(4)}, \phi^{(4)}, \chi^{(4)})\) are normalisable modes. All other coefficients in the asymptotic expansion are determined in terms of these and, in particular, the terms at order \(r^2\) and \(r^4 \ln r\) given above are determined in terms of the sources. Note that there are twelve independent unconstrained non-normalisable modes (ten from the metric and two from the scalars) which are sources for the dual stress energy momentum tensor and two scalar operators.

The operators dual to the sources are the energy momentum tensor \(T_{mn}\) and two scalar operators \(\mathcal{O}_\phi\) and \(\mathcal{O}_\chi\). Their expectation values are given by

$$\langle T_{mn} \rangle = \frac{1}{16\pi G_5} \left( 2 h_{mn}^{(4)} - 2 X_{mn}(h^{(0)}, \phi^{(0)}, \chi^{(0)}) \right);$$

(212)

$$\langle \mathcal{O}_\phi \rangle = \frac{1}{16\pi G_5} \left( -2 \phi^{(0)} + \mathcal{O}_\phi(h^{(0)}, \phi^{(0)}, \chi^{(0)}) \right);$$

$$\langle \mathcal{O}_\chi \rangle = \frac{1}{16\pi G_5} \left( -2 e^{2\phi^{(0)}} \chi^{(0)} + \mathcal{O}_\chi(h^{(0)}, \phi^{(0)}, \chi^{(0)}) \right)$$

where the (scheme dependent) functions of the sources \((X_{mn}, \mathcal{O}_\phi, \mathcal{O}_\chi)\) may be found in [134]. These one point functions satisfy the expected dilatation and diffeomorphism Ward identities

$$\langle T_m^m \rangle = \mathcal{A}(h^{(0)}, \phi^{(0)}, \chi^{(0)});$$

(213)

$$\nabla_m \langle T^{mn} \rangle = -\langle \mathcal{O}_\phi \rangle \partial^n \phi^{(0)} - \langle \mathcal{O}_\chi \rangle \partial^n \chi^{(0)},$$

where the Weyl anomaly is given by

$$\mathcal{A} = \frac{1}{8} \left( R_{mn}^{(0)} - \frac{1}{2} \partial_m \phi^{(0)} \partial_n \phi^{(0)} - \frac{1}{2} e^{2\phi^{(0)}} \partial_m \chi^{(0)} \partial_n \chi^{(0)} \right)^2$$

(214)

$$- \frac{1}{72} \left( R^{(0)} - \frac{1}{2} (\partial \phi^{(0)})^2 - \frac{1}{2} e^{2\phi^{(0)}} (\partial \chi^{(0)})^2 \right)$$

$$+ \frac{1}{16} \left( \Box^{(0)} \phi^{(0)} - e^{2\phi^{(0)}} (\partial \chi^{(0)})^2 \right)^2$$

$$+ \frac{1}{16} e^{2\phi^{(0)}} \left( \Box^{(0)} \chi^{(0)} + 2 \partial \phi^{(0)} \partial^2 \chi^{(0)} \right)$$

where indices are contracted with the metric \(h_{mn}^{(0)}\), whose curvature is \(R_{mn}^{(0)}\).

Now following [132, 133] we consider the following Scherk-Schwarz reduction

$$ds_5^2 = \frac{dr^2}{r^2} + \frac{h_{mn}}{r^2} dx^m dx^n = \frac{dr^2}{r^2} + \frac{h_{\mu\nu}}{r^2} dx^\mu dx^\nu + e^{2\Phi}(du + A_\mu dx^\mu)^2$$

(215)
Lifshitz holography

\[ \equiv ds^2 + e^{2\Phi} (du + A_\mu dx^\mu)^2 \]

\[ \chi_5 = \chi + ku \]

\[ \phi_5 = \phi, \]

where we denote the five-dimensional fields by a subscript to distinguish them from their four-dimensional counterparts. Note that we are choosing to preserve the radial gauge under the dimensional reduction, which implies that the reduced metric is in the dual frame rather than the Einstein frame. Implicitly we assume that the five-dimensional metric admits a hypersurface orthogonal Killing vector \( \partial_u \) in making this reduction; we assume that the fields \( (h_{\mu
u}, \chi, \phi, \Phi, A_\mu) \) do not depend on \( u \).

Taking the periodicity of the circle to be \( 2\pi L \) the reduced bulk action is

\[
S = \frac{1}{16 \pi G_4} \int d^4x \sqrt{-g} \left( e^\Phi R - 4 e^{3\Phi} F^2 - \frac{1}{2} e^\Phi (\partial \phi)^2 - \frac{1}{2} k^2 e^{\Phi + 2\phi} B^2 - e^{2\Phi} V(\phi, \Phi) \right)
\]

(216)

where the potential is

\[
V(\phi, \Phi) = \left( \frac{1}{2} k^2 e^{-3\Phi + 2\phi} - 12 e^{-\phi} \right)
\]

(217)

and

\[
G_4 = \frac{G_5}{2\pi L}.
\]

(218)

The massive vector \( B \) is expressed in terms of the fields in the reduction as

\[
-kB = d\chi - kA.
\]

(219)

(Implicitly we assume \( k \neq 0 \).) A key difference between this action and that analysed in previous sections is the presence of two scalars, \( \phi \) and \( \Phi \). It is straightforward to show that one cannot truncate the model (216) to a pure massive vector model, i.e. the field equations do not allow the scalar fields \( \phi \) and \( \Phi \) to be set to constants for generic solutions.

Note that it has not yet been shown explicitly that the reduced action (216) is a consistent truncation of the action (50): the reduction was carried out at the level of the action, rather than the field equations. Without showing that the truncation is consistent, one cannot be sure that the dimensional reduction of the renormalised action gives the correct counterterms for the lower-dimensional action.

The equations of motion following from (216) admit a \( z = 2 \) Lifshitz solution

\[
ds^2 = \frac{dr^2}{r^2} - e^{-2\phi^o} dt^2 + \frac{1}{r^2} (dx^2 + dy^2)
\]

(220)

\[
B = - e^{2\phi^o} \frac{dt}{r^2}
\]

\[
\Phi = \Phi^o = \phi^o + \ln \left( \frac{k}{2} \right)
\]

\[ \phi = \phi^o \]

where \( \phi^o \) is a constant.
The main subtlety in relating the five-dimensional asymptotically locally AdS holographic dictionary to the four-dimensional asymptotically locally Lifshitz dictionary is that the appropriate definition of asymptotically locally Lifshitz in four dimensions is not a priori clear. The required definition could be found by systematically analysing the reduced equations of motion near the boundary as in section 5. The approach used in [133] was however to infer the holographic dictionary directly from the dimensional reduction. In principle one can infer the counterterms and renormalised one point functions for the lower-dimensional asymptotically locally Lifshitz spacetime by dimensionally reducing those for asymptotically locally AdS using the reduction map (215).

This approach however has a number of subtleties. Since from the dual field theory perspective the reduction is on a null circle, the usual techniques of Kaluza-Klein reduction of the dual field theory spectrum are not directly applicable so one can only use the gravity realisation of the dimensional reduction. On the gravity side one can use the relation (215) between five-dimensional and four-dimensional fields to relate the asymptotic expansions in five dimensions to those in four dimensions. The Scherk-Schwarz reduction (215) does not however specify whether the Killing vector $\partial_u$ is timelike, spacelike or null; (215) is not in itself sufficient to define the notion of asymptotically locally Lifshitz invariance in the reduced spacetime. The authors of [133] therefore defined an asymptotically locally Lifshitz spacetime to be one for which the Killing vector is asymptotically hypersurface orthogonal and null and in addition the five-dimensional sources (211) satisfy

$$\phi^{(0)} = \text{constant};$$
$$\chi^{(0)} = ku + \tilde{\chi}^{(0)}(x).$$

In the four-dimensional language the corresponding boundary conditions for the fields (215) are

$$h_{tt} \sim \frac{h_{tt}^{(0)}}{r^2}, \quad h_{tt} \sim h_{tt}^{(0)}$$
$$h_{ij} \sim h_{ij}^{(0)}, \quad B_t \sim \frac{B_t^{(0)}}{r^2},$$
$$B_i \sim B_i^{(0)}, \quad \Phi \sim \Phi^{(0)}, \quad \phi \sim \phi^{(0)}.$$

It was found in [133] that not all of these non-normalisable modes are independent:

$$h_{tt}^{(0)} = -(B_t^{(0)})^2 e^{2\Phi^{(0)}}, \quad \Phi^{(0)} = \phi^{(0)} + \log \frac{k}{2},$$

and $B_i^{(0)} = 0$. Further relations between subleading terms in the asymptotic expansions in four dimensions can be found in [133].

Thus, although the upstairs asymptotically locally AdS model has twelve independent boundary conditions, the reduced theory has fewer boundary conditions, corresponding to fewer sources for operators. From the field theory perspective, the original conformal field theory was first deformed by a Schrödinger symmetry preserving
deformation and then reduced. Neither the deformation nor the reduction would remove operators from the spectrum, but the non-relativistic dimension for an operator can be irrelevant so that the corresponding source for the operator must either be switched off (to preserve the Lifshitz symmetry in the UV) or treated perturbatively. In other words, the boundary conditions chosen above must implicitly be switching off certain operator sources; we will return to this issue in the next section.

The relations (223) are similar to the boundary conditions for the massive vector and Einstein-Maxwell-Dilaton models (183), (184), (191) and (193). Indeed one can directly compare with (191) and (193) by setting $\Phi = \log \frac{k}{2} + \phi$; the parameters of the Einstein-Maxwell-Dilaton model are $D = \epsilon = z = 2$, $\xi = \frac{1}{2}$, $\alpha = 1$ and $Z_0 = \frac{1}{4}$.

Comparison of the results of the dimensional reduction approach [133] to those of the metric Hamiltonian approach from section 5 in this limit gives agreement for power law divergent counterterms but not for the logarithmic counter term (the Weyl anomaly); see [19] for more details. To complete the analysis of these models, it would be nice to show that the reduction used is consistent and explain the disagreement with the anomaly found in [19].

6.3. Newton-Cartan structure in holographic models

Following on from the work of [133], further analysis of the reduced axion-dilaton model has indicated that the dual field theories couple to torsionful Newton-Cartan geometry [135, 123]. Given that the bulk models are obtained by the reduction of asymptotically locally Schrödinger geometries, it is perhaps unsurprising that these holographic Lifshitz theories should admit such additional structure.

In subsequent works it has been proposed that asymptotically locally Lifshitz solutions may be dual to field theories coupled to Newton-Cartan geometry more generically, i.e. for classes of bulk theories consisting of gravity coupled to a massive vector and scalar which are not obtained from reductions of Schrödinger models [124, 125, 126].

Detailed analysis of the holographic dictionary in such generic massive vector and scalar theories has not yet been carried out. In any theory with a $U(1)$ gauge symmetry the spectrum of operators contains not only the stress energy tensor complex but also a number current, as in (203). Yet the holographic analysis of section 5 identifies sources for the stress energy tensor complex (and additional scalar operators) but does not find sources for number currents.

The works [135, 123, 124, 125, 126] have proposed that there are nonetheless number currents in such theories, which are sourced by certain boundary conditions for bulk fields. Note however that these papers use a different definition of operator source than [58, 111, 113, 114, 106]. In holography the sharpest definition of operator source and expectation values is via the symplectic form; whatever does not appear in the symplectic form is not a source/vev pair. Pure gauge parameters such as the shift and lapse functions do not appear in the symplectic form and are thus not usually
viewed as sources. If a free function appears in the Fefferman-Graham expansion but does not appear in the variation of the renormalised onshell action then this function is interpreted as a pure gauge parameter (as it does not appear in the symplectic form) and not as a source. Such gauge degrees of freedom are dual to Ward identities which can be viewed as null operators in the dual theory.

In contrast to earlier works on holography, the papers [135, 123, 124, 125, 126] interpret free functions which appear in the asymptotic expansions of vielbeins etc but which do not appear in the onshell action in terms of sources for physical operators, rather than null operators. It would be interesting to reconcile this perspective with the analysis of section 5.

6.4. Dynamical Newton-Cartan geometry

Throughout this review we have concentrated on relativistic gravity theories and their field theory duals but following the work of Hořava [136] there has been a resurgence of interest in non-relativistic gravity theories. In the context of Newton-Cartan geometry it is natural to ask what (non-relativistic) theory of gravity is obtained when one allows the background geometry to become dynamical. This question has been explored recently in a number of works, see [127, 137, 138].

In section 6.1 we discussed boost invariants: the spatial metric $\hat{\sigma}_{\mu\nu}$; the inverse metric $\sigma^{\mu\nu}$, the velocity field $\hat{v}^\mu$, the one-form $n_\mu$ and the scalar $\Phi$, see (201). For TTNC geometry there is in addition a torsion vector $\tau_\mu$, see (202). In section 5 we coupled the non-relativistic theory to background gravity using an ADM parameterisation of the metric i.e.

$$ds^2 = -N^2 dt^2 + \gamma_{ij}(dx^i + N_i dt)(dx^j + N_j dt),$$

where $N$ is the lapse, $N^i$ is the shift and $\gamma_{ij}$ is the spatial metric. Comparing with (197) we see that the one-form $n_\mu$ plays the role of the lapse. Newton-Cartan geometry, for which $n$ is exact, corresponds to the case in which $N$ depends only on time, so-called projectable Hořava-Lifshitz gravity. In TTNC the lapse $N$ depends on both time and spatial coordinates; this is non-projectable Hořava-Lifshitz gravity. We see therefore that torsional Newton-Cartan geometry is a natural geometric framework underlying Hořava-Lifshitz gravity.

One can define covariant building blocks for an action of a dynamical gravity theory as follows. The extrinsic curvature of spatial slices can be written as $K_{\mu\nu} = -\hat{\sigma}_{\nu\rho} D_\mu \hat{v}^\rho$ and one can define an intrinsic spatial curvature tensor $R^\rho_{\mu\nu\sigma}$. The invariant integration measure is the determinant of the complete vielbein defined by the one form $n_\mu$ and the vielbein for the spatial metric, which is equivalent to the determinant of the metric defined in (197). Focussing on three dimensions, the only terms which are relevant or marginal are

$$S = \int d^3x \sqrt{h} \left[ A_1 (\sigma^{\mu\nu} \sigma^{\nu\sigma} K_{\mu\nu} K_{\nu\sigma} - \lambda (\sigma^{\mu\nu} K_{\mu\nu})^2) - V \right]$$

and

$$K_{\mu\nu} = -\hat{\sigma}_{\nu\rho} D_\mu \hat{v}^\rho$$

(225)
where the potential $V$ for $1 < z < 2$ is

$$V = -2\Lambda + c_1\tau^\mu\tau_\mu + c_2R$$  \hspace{1cm} (227)

while at $z = 2$ the following additional terms are allowed

$$c_3(\tau^\mu\tau_\mu)^2 + c_4(\tau_\mu\tau^\rho + c_5(D_\mu\tau_\rho)(D^\rho\tau^\mu) + c_5 R^2 + c_6 RD_\mu\tau^\mu + c_7 R(\tau^\mu \tau_\mu).$$  \hspace{1cm} (228)

where $\tau^\mu = \sigma^{\mu\nu}\tau_\nu$. The kinetic terms in (226) agree with those discussed earlier in the context of anomalies for $z = 2$ Lifshitz theories, see section 4.5, while the potential terms are generalised to include torsion. The case of dynamical TNC (as opposed to TTNC) has not yet been fully explored. Newton-Cartan supergravity has been developed in [137, 138].

Dynamical Newton-Cartan structure has also arisen in the context of non-relativistic limits of holography. Using relativistic gravity in the bulk to realise a dual non-relativistic field theory is somewhat unnatural: as we saw in section 5 the boundary degrees of freedom for a bulk relativistic theory need to be organised into non-relativistic operator multiplets. It is more natural to try to realise holographic duals for non-relativistic field theories using non-relativistic gravity. In [139, 140] it was proposed that one could take non-relativistic limits of AdS/CFT to obtain holographic dualities between bulk Newton-Cartan theories and boundary Galilean conformal field theories.

Proposals for non-relativistic holographic duals of field theories which have a number current may be found in [141], and their interpretations in terms of non-relativistic scaling limits of relativistic gauge/gravity dualities are discussed in [142]. Further analysis of non-relativistic limits from the field theory perspective was given in [143]. Arguments that Hoˇrava-Lifshitz gravity is the minimal holographic dual for Lifshitz field theories can be found in [144]. Finally, we should mention that one can also consider ultra-relativistic limits in which one sends the speed of light to zero; such limits and the corresponding geometry of Carrollian spacetimes were explored in [145].

6.5. Summary

Newton-Cartan structure arises naturally in coupling Galilean invariant theories to background gravity. At least some holographic realisations of Lifshitz (those related to Schrödinger models in one higher dimension) admit Newton-Cartan structure. There is currently an active research programme to understand whether and how Newton-Cartan structure is realised in generic holographic Lifshitz models, and to explore dynamical Newton-Cartan gravity.

7. Other developments in Lifshitz holography

7.1. Entanglement entropy

Ryu and Takayanagi proposed in [146] that entanglement entropy can be computed holographically in terms of the area of a codimension two (static) minimal surface. This
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The Lifshitz holography proposal has undergone many checks in the context of AdS/CFT and has also been applied to other holographic backgrounds. For Lifshitz backgrounds static codimension two minimal surfaces are insensitive to the dynamical exponent $z$; all computations of the entanglement entropy for static cases therefore agree exactly with those for anti-de Sitter. While this result is trivial from the gravity side, it is a non-trivial statement about the universality class of the dual Lifshitz field theories. For example, the entanglement entropy for a spatial interval of length $l$ in the ground state of a two-dimensional CFT $S_{EE}$ is given by

$$S_{EE} = \frac{c}{3} \log \left( \frac{l}{\epsilon} \right)$$

where $\epsilon$ is the UV cutoff and $c$ is the central charge, which is related to the Newton constant in AdS as $c = 3/2G_3$. Precisely the same expression holds for holographic Lifshitz models; it would be interesting to relate the coefficient $c$ to correlation functions of the energy momentum complex. Non-trivial behaviour is found for the entanglement entropy in excited states: a first law of entanglement entropy is found relating the change in entanglement entropy to a change in energy, but the massive vector field in the bulk contributes to this relation [147]. Entanglement entropy in finite temperature Lifshitz was explored in [148]; again one would like to understand the implications of the holographic results for the nature of the dual Lifshitz theories.

7.2. Modelling of CMT systems

As mentioned in the introduction, non-relativistic holography was motivated originally by applications to condensed matter physics. Despite the subtleties in the holographic dictionary, Lifshitz and related models have been widely used to model condensed matter phenomena such as strange metal phases (relevant to high temperature superconductors). The reviews [149, 150] include various applications of non-relativistic holography to condensed matter physics.

An interesting application of non-relativistic holography is to unconventional superconductors, in particular, to the strange metal phase above the critical temperature. An early attempt at model building for strange metal phases was initiated in [46]: this work considered D-brane probes in a finite temperature Lifshitz background, to model charge carriers coupled to a Lifshitz invariant field theory. Transport coefficients such as the resistivity $\rho(T)$ and the ac conductivity $\sigma(\omega)$ were found to exhibit scaling behaviour as functions of the temperature $T$ and the frequency $\omega$:

$$\rho(T) \sim T^{v_1} \quad \sigma(\omega) \sim \omega^{-v_2}$$

A range of values of $(v_1, v_2)$ can be realised in Einstein-Maxwell-Dilaton models and in particular one can obtain the linear scaling of the resistivity with temperature ($v_1 = 1$) and $v_2 \sim 2/3$ observed in strange metal phases. (Both exponents cannot
be simultaneously realised in such models, however.) Generalised Einstein-Maxwell-Dilaton holographic models for quantum critical theories were proposed and explored in [151, 101].

Hyperscaling geometries (33) were introduced in [17] to describe compressible states with hidden Fermi surfaces. As discussed in section 4 the scaling of the entropy density is fixed by the dynamical exponent $z$ and the hyperscaling violation $\theta$; this scaling agrees with what one would expect for a compressible state. One can also show that the dependence of the entanglement entropy on the shape of the entangling region, temperature and charge density agrees with what would expect for such compressible states. Following [17], a number of works explored holography for hyperscaling geometries, see for example [152, 153].

We should note that hyperscaling models of the type analysed in section 5 are unlikely to be sufficient to describe strange metal phases. To discuss charge transport, one needs to work at finite charge density and thus there must exist a gauge field in the bulk, whose boundary behavior captures the chemical potential and charge density in the field theory. While the models discussed in section 5 do have a bulk vector field, this field is related to the non-relativistic energy momentum complex rather than to a charge current in the field theory. We will come back to this point below.

To understand the scaling properties of generic scaling regimes arising in compressible matter, it has been proposed that (at least) three exponents are needed: the dynamical scaling exponent $z$, the hyperscaling violation exponent $\theta$ and a third exponent $\delta_{\Phi}$. As in earlier sections, the hyperscaling violation and dynamical scaling determine the scaling dimensions of the entropy density and of free energy density:

$$[s] = D - \theta \quad [\mathcal{E}] = z + D - \theta$$

where $D$ is the number of spatial dimensions. The third exponent $\delta_{\Phi}$ characterises the scaling of the charge density operator $n$:

$$[n] = D - \theta + \delta_{\Phi}$$

and this in turn determines the scaling of the chemical potential $\mu$, the electric field $E$ and the magnetic field $B$:

$$[\mu] = z - \delta_{\Phi} \quad [E] = 1 + z - \delta_{\Phi} \quad [B] = 2 - \delta_{\Phi}.$$  

It was shown in [157] that the experimentally observed scaling behaviour in cuprates of the electrical resistivity, the Hall angle, the Hall Lorenz ratio, the magnetoresistance and the thermopower can all be reproduced within a model with $z = 4/3$, $\theta = 0$ and $\delta_{\Phi} = -2/3$. A non-trivial $\delta_{\Phi}$ seems essential to reproduce the required scalings but no hyperscaling violation is required. Note that there seems to be some tension between achieving the required scalings of transport coefficients together with the required scalings of thermodynamic quantities; see [157] for further details. Moreover the postulated scalings of the electromagnetic field are somewhat puzzling since they would not appear to be consistent with the dimensions of a conserved current in a non-relativistic theory.
The exponent $\delta_\Phi$ has also been found to be present in generic holographic models in [154, 153, 155, 156]. For example, in [154], generic actions of the type (35) were explored, and scale invariant solutions were classified. By allowing the potential to be exponential ($V = V_0 \exp(-\delta\phi)$), and tuning the other potentials and parameters appropriately, one can indeed find scale invariant solutions in which the bulk vector field scales independently to the metric. In Einstein frame these solutions are of the form

$$ds^2 = r^\theta \left[ \frac{L^2}{r^2} dr^2 + \frac{1}{r^2} (dx^2 + dy^2) - \frac{dt^2}{r^{2z}} \right];$$

$$B = B_0 r^{\zeta-z} dt;$$

$$\phi = \frac{\theta}{\delta(z,\theta,\zeta)} \ln(r),$$

where $(L, B_0)$ are fixed in terms of the exponents and $V_0$ and $Z_0$, while $\delta$ depends on a specific combination of the three exponents $(z, \zeta, \theta)$. The exponent $\zeta$ is linearly related to $z$ and the exponent $\delta_\Phi$ above.

The exponent $\zeta$ does not affect the scaling of the entropy and thermodynamic quantities would therefore seem to scale as in the hyperscaling violating models discussed earlier. In [154] the exponent $\zeta$ was interpreted in terms of the impact of the charge density on the physics of the dual critical theory. The detailed analysis of the holographic dictionary in section 5 however suggests that one should not interpret the bulk vector field as dual to a current. In the models with constant potential analysed in section 5 the bulk vector field was always associated with the energy momentum complex of the dual field theory, rather than a dual vector operator/current, and analogous behaviour is found for general exponential potentials in [18, 19]. Note that the latter analysis parameterises the solutions as in section 5, in terms of two dynamical exponents $(z, \theta)$ and a running coupling $\mu$, rather than in terms of a third dynamical exponent $\zeta$.

In the AdS/CMT literature it is common to analyse solutions of Einstein-Maxwell-Dilaton models which are asymptotically anti-de Sitter (hence dual to UV conformal theories) but which approach non-relativistic fixed points in the interior (dual to IR fixed points). One can discuss properties of such solutions either in the language of the UV relativistic field theory or in the language of the IR non-relativistic field theory. The operator content of the former is a relativistic stress energy tensor, a current and a scalar operator and it is common to discuss hydrodynamics in terms of these relativistic operators. As we have emphasised above, the operator content of the non-relativistic field theory is the energy momentum complex and scalar operators (no current). Since hydrodynamics is by definition applicable at low energies, it would be interesting to express the hydrodynamics in such models in terms of the non-relativistic operators of the IR theory.
8. Conclusions and key open questions

The main focus of this review has been answering the questions: what is the nature of field theories dual to Lifshitz gravitational backgrounds? what is the interpretation of the bulk matter supporting the Lifshitz background?

The latter question was addressed in detail in sections 5 and 6. In the simplest model, Einstein-Proca theory, the profile for the massive vector breaks the relativistic symmetry and the vector combines with the metric to source the dual non-relativistic energy momentum complex, together with an additional scalar operator. More generally, part of the bulk matter is always associated with the dual energy momentum complex in holographic hyperscaling violating models, with the remaining degrees of freedom being associated with additional operators.

We would expect analogous behaviour in realisations of Lifshitz using higher derivative gravity theories. The additional boundary conditions associated with higher derivative equations of motion are associated with sources for (new) operators in the dual field theory [158]. In the context of Lifshitz the complete set of boundary conditions for higher derivative gravity should provide the required sources for the non-relativistic energy momentum complex, together with certain other operators.

Turning to the nature of the dual field theories, we showed in section 3 that holographic correlation functions have qualitatively different analytic structure to that of correlation functions in perturbative Lifshitz models, perhaps unsurprisingly given the lack of quasi-particles in the holographic realisations. Lifshitz symmetry does not suffice to determine completely even two functions and thus two point functions are a prediction of holographic models. As we discussed in section 4 holographic Lifshitz models can also be characterised by their hydrodynamic transport coefficients, with certain predictions such as shear viscosity to entropy ratio, and bulk viscosity, being very generic. It would be interesting to explore further whether there are any condensed matter systems whose properties are captured by holographic models.

Despite considerable progress, a number of issues remain open in Lifshitz holography. For example, calculations in Lifshitz are often technically challenging. As we discussed in the context of black holes, numerics is often required for problems which could be solved analytically in anti-de Sitter. Holographic renormalization is considerably more complicated for Lifshitz than for relativistic cases and further progress would probably require implementing the procedure in a symbolic computation package. Many calculations have not yet been extended to Lifshitz because of technical challenges e.g. real time holography or because of the lack of top down embeddings e.g. three point and higher correlation functions. (The latter require knowledge of interactions and are therefore most sensibly computed in a top down model.)

Another outstanding issue is the role of Newton-Cartan geometry and enhanced symmetry of holographic Lifshitz theories. As discussed in section 6 it would be nice to understand further what classes of holographic models admit enhanced symmetry. A related question is whether bulk relativistic gravity is the most appropriate way...
to realise non-relativistic holography; it would seem much more natural to use non-relativistic gravity in the bulk and the work reviewed in section 6 provides a basis for such an approach.

Finally, while the original motivation for Lifshitz holography was condensed matter physics, most works in AdS/CMT still use relativistic holography, in part because the holographic dictionary is better understood and easier to use. At the end of section 7 we mentioned the uses of hyperscaling violating geometries in modelling compressible states and possibly strange metal phases. However, the results of section 5 suggest that the dual interpretation of hyperscaling geometries may differ from that given in the AdS/CMT literature and it would be interesting to revisit the CMT interpretation of these models.
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