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Data collection is a vast area that involves the process of gathering information on vari-

ables of interest that enables one to answer research questions, validate hypotheses, and

evaluate a model. For example, banks collect data about finance and debt; environ-

mental agencies may collect data for varying purposes such as forecasting weather or

analysing pollution; universities may collect data about students and their satisfaction.

Stanton (1998) highlights the viability of World Wide Web data collection. One of the

increasingly popular approaches to collect data is the idea of outsourcing data collection

tasks to users of the Internet. This practice is called crowdsourcing (Howe, 2006a).

The immediate advantage of crowdsourcing is that the task is undertaken quickly and

cheaply. However, due to varying knowledge, heterogeneity, and expertise of users, it is

fundamental for the task requester to assess the quality of data. The ultimate goal is to

accept data of high quality and discard those with low quality.

In order to support data quality assessment, Bernstein et al. (2010) introduce a workflow

for crowdsourcing applications, called Find-Fix-Verify (FFV). Simply put, an FFV-based

crowdsourcing application breaks tasks into smaller tasks or micro-tasks, each of which

is undertaken by a user and verified by other users. Not only are micro-tasks easier and

of shorter durations, but they can also be distributed among di↵erent users, facilitating

cross-verification by peer users and minimizing individual biases.

The quality assessment in FFV-based crowdsourcing applications can be done based on

the users’ verifications and how good a user has been performing in the application (i.e.

the reliability of user). We assume that a user’s past performance is an indicator of their

reliability and how they may perform in the future. Teacy et al. (2006) consider the

interaction history of users to construct a general trust model and Miles and Gri�ths

(2015) claim the context of previous interactions contains information that could be

valuable for reputation assessment. Similarly, we consider the full interaction history of

users to assess their reliability in a crowdsourcing application.

In order to record users’ past interactions and the verification activities in a crowdsourc-

ing application, we propose to record the provenance of data and exploit it to assess

the quality of data and the reliability of users. Provenance is a description of how an

artifact (any resource on the Web and beyond) was created, who created it, and what

else was involved. This dissertation presents a data quality assessment approach for

any FFV-based crowdsourcing application that exploits the provenance of data to as-

sess the quality of data and the reliability of users. In so doing, we form the following

contributions.

Our first contribution (Chapter 3) is a set of provenance patterns that shape the prove-

nance of data for di↵erent activities that are undertaken in a FFV-based crowdsourcing

application. The provenance shaped by these patterns is then exploited so that the

quality of data and reliability of users are assessed.
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By exploiting the provenance of data, it is now possible to rate data and users. Data is

rated by a quality measure that describes the validity of data. A user is rated by another

quality measure that describes the reliability of the user. These quality measures are

utilised by the crowdsourcing application to make a set of quality-based decisions; for

example to accept data of high quality and discard low quality ones. Before being able

to compute these quality measures, we require a generic approach to be able to traverse

the provenance graph encompassing the provenance that is shaped by the provenance

patterns. Our second contribution (Chapter 4) is a framework, called “Annotation

Computation Framework” (ACF ) that provides a generic mechanism for an application

to traverse a provenance graph and enables the application to compute extra information

over the graph.

Being able to traverse the provenance graph and compute extra information over the

graph, allows the exploitation of provenance that is shaped by the provenance pat-

terns and computation of quality measures. Our third contribution (Chapter 5) lies

in proposing an instantiation of ACF called “Provenance Enriched Data Rating As-

sessment” (PEDRA) that exploits the provenance of data generated in any FFV-based

crowdsourcing application to assess the quality of data and the reliability of users. PE-

DRA computes a set of quality measures that assist the crowdsourcing application to

either accept or discard data after the crowdsourcing application finishes its execution

and the data collection is finished.

However, we also envision situations where PEDRA is required to be utilised while the

crowdsourcing application is executing live. The online application of PEDRA allows

the crowdsourcing application to make online quality-based decisions such as dynamic

task termination based on the reliability of contributors. Furthermore, online decision

making allows the application to discard data of low quality and not ask for further users’

contribution or deactivate adversarial users. The ultimate goal of the online application

of PEDRA is to improve the performance of the crowdsourcing application. Our fourth

contribution (Chapter 6) is the proposal of a data quality assessment service in which

any FFV-based crowdsourcing application submits the provenance of data, shaped by

the provenance patterns, for data quality assessment. In order to regulate the interaction

between PEDRA and the crowdsourcing applications, we envision an online architecture

by proposing an online contract, known as PEDRA-O1, specifying how and when the

crowdsourcing application is expected to submit the provenance of data. In return, the

contract states how the quality measures computed by the service are returned to the

crowdsourcing application.

Furthermore, we evaluate both PEDRA and PEDRA-O by retrofitting them into Col-

labMap, an exemplar FFV-based crowdsourcing application. The accuracy of PEDRA

outperforms the current non provenance-based mechanism in CollabMap by 6.5%. Fur-

thermore, the utility of provenance in crowdsourcing is measured in terms of uncertainty.

1The O in the name refers to the online application of PEDRA.



iv

We show that as more provenance is exploited by PEDRA, the uncertainty over com-

puted quality measures reduces. We also establish that both results on accuracy and

utility of provenance are statistically significant.

The evaluation also shows that the online application of PEDRA improves the perfor-

mance of the crowdsourcing application by providing online feedback to the application.

By utilising the computed quality measures, the crowdsourcing application is able to

make quality-based decisions such as when to terminate a task, resulting in a better

use of available resources (reducing workers fee by at least 20%) while maintaining the

same or higher level of accuracy. We further establish that the decrease in workers’ fee

is statistically significant. Furthermore, the evaluation shows that the online applica-

tion introduces only negligible, predictable, and manageable costs to the crowdsourcing

application.
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Chapter 1

Introduction

Crowdsourcing (Howe, 2006a) is an approach to distribute tasks among human contrib-

utors and collect data. Crowdsourcing leverages the skills and expertise of people via

the Web to perform simple or complex activities, as such, a task can be undertaken in

a fast and cost-e↵ective way (Snow et al., 2008). These tasks include activities such as

classifying images, rating objects, or transcription.

The crowdsourcing model is based on a web-based interaction between two types of bod-

ies: (1) task requester is an individual or an organisation who are looking to collect data

and (2) worker is a person who wishes to undertake a task. In order to facilitate this

interaction, there are Internet-based marketplaces for crowdsourcing such as Amazon

Mechanical Turk (AMT)1 or CrowdFlower2. These marketplaces allow a task requester

to post tasks to the Internet. A worker finds these tasks in the marketplace and at-

tempts to undertake them in exchange of monetary or non-monetary (volunteering or

reputation) rewards (Ipeirotis, 2010). It is not required to find workers through these

marketplaces and the crowdsourcing application may find and recruit workers through

its own system.

Unfortunately, however, there is often a great deal of uncertainty over the performance

of people and the quality of their work, especially in crowdsourcing. As we cannot read

minds and we may not have enough information about people, we cannot be certain

about their intentions nor their competency. Hence, it is di�cult to trust their work. As

such, questions such as “is this particular person reliable?”, “is their work trustworthy

and acceptable?”, or similar about the quality of data and reliability of workers may

arise.

Answering these quality-based questions is a challenging problem and one that, in part,

we aim to address in this dissertation. To do so, this dissertation elaborates on a data

quality assessment approach that is designed specifically for crowdsourcing applications

1Amazon Mechanical Turk: https://www.mturk.com/mturk/welcome
2CrowdFlower: http://www.crowdflower.com/

1

https://www.mturk.com/mturk/welcome
http://www.crowdflower.com/
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to assess the quality of data. But before delving into this approach, we need to explain

what we mean by quality and the precise set of problems that we aim to address.

To this end, the rest of this chapter is divided into the following eight sections:

• Section 1.1 discusses crowdsourcing and provides some successful examples of

crowdsourcing. Then, some examples where the management of crowdsourcing

went wrong are presented.

• Section 1.2 focuses on quality assessment in crowdsourcing by introducing a crowd-

sourcing workflow.

• Section 1.3 defines provenance and presents it as a generic mechanism through

which the quality of data can be assessed.

• Section 1.4 justifies the use of provenance in crowdsourcing.

• Section 1.5 introduces a generic provenance enriched quality assessment approach

for crowdsourcing applications.

• Sections 1.6 details the research objectives of this dissertation.

• Section 1.7 presents the research contributions of this dissertation.

• Section 1.8 describes the structure of the rest of the dissertation.

1.1 Crowdsourcing

Kittur et al. (2008) highlight that engaging users in data collection may become ex-

pensive and as such there might be a trade o↵ between sample size, time requirements,

and monetary costs. They state the utility of crowdsourcing through which a large

number of users are employed for low time and monetary costs. Simply put, crowd-

sourcing (Howe, 2006a) is an approach to distribute tasks among human contributors

for variety of activities (Schenk and Guittard, 2009).

Regardless of the purpose, a task requester o↵ers tasks to the workers through either

crowdsourcing marketplaces or its own website. A worker accepts and works on the

tasks and submits the results to the requester. It is noteworthy to mention that the

data to be collected may be a side e↵ect of the task and not necessarily the task output.

For example, the reCAPTCHA apparatus explores whether the output of CAPTCHA

(Completely Automated Public Turing test to tell Computers and Humans Apart) can

be utilised for a useful purpose: helping to digitize old printed material by asking users

to decipher scanned words from books that computerized optical character recognition

(OCR) failed to recognize (von Ahn et al., 2008). Another example is the ESP game

where users implicitly collaborate to label images as a side e↵ect while playing the

game (von Ahn and Dabbish, 2004).
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Successful Applications of Crowdsourcing

There is an incredible story to be told about human participation and what it could

bring to society. Here, some notable and successful scenarios that involve crowdsourcing

are mentioned. The goal is to show that crowdsourcing results in obtaining functional

and useful services.

Wikipedia: One of the most well known examples of utilising the crowd is Wikipedia3.

Wikipedia is an international project that uses Wiki software to collaboratively create an

encyclopaedia (Bruns, 2008). By July 2015, it contained more than 4,900,000 articles4.

Galaxy Zoo: Galaxy Zoo5 provides visual morphological classifications for nearly one

million galaxies. This is only possible by inviting the general public to visually in-

spect and classify these galaxies. The project claims to have obtained morphological

classifications of nearly 900,000 galaxies, contributed by hundreds of thousands of vol-

unteers (Goecks et al., 2010).

Ushahidi: Ushahidi6 is a non-profit organisation that focuses on information collec-

tion, visualisation, and interactive mapping through the use of crowdsourcing (Okolloh,

2009). The service was first deployed in the aftermath of Kenya’s disputed 2007 pres-

idential election that collected eyewitness reports of violence reported by email and

text message and placed them on Google Maps. The creators have an ambition to use

crowdsourcing for social activism and citizen journalism. The website allows everyone

(local observers) to produce content using a variety of mediums such as mobile phones

or the Internet. This service has been employed in many crisis such as the earthquake in

Haiti (Morrow et al., 2011), the earthquake in Chile7, the Louisiana oil spill crisis8,9,10,

and many more.

Potential Problems in Crowdsourcing

While crowdsourcing can be a key contributor to successfully creating content or solving

problems, the ine�cient management of the crowdsourcing environment can result in

counterproductive outcomes that can potentially invalidate the utility of crowdsourcing.

3Wikipedia: http://www.wikipedia.org/
4Size of Wikipedia: http://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
5Galaxy Zoo: http://www.galaxyzoo.org/
6Ushahidi: http://www.ushahidi.com/
7Ushahidi-Chile platform: http://chile.ushahidi.com/
8Ushahidi used to create oil spill crisis map: http://www.ushahidi.com/2010/05/08/labb/
9Louisiana Bucket Brigade oil spill crisis map: http://www.rivernetwork.org/resource-library/

louisiana-bucket-brigade-oil-spill-crisis-map
10Oil spill crisis map initial analysis and review: http://labucketbrigade.org/sites/default/

files/Oil%20Spill%20Crisis%20Map%20Initial%20Analysis%20and%20Review.pdf

http://www.wikipedia.org/
http://en.wikipedia.org/wiki/Wikipedia:Size_of_Wikipedia
http://www.galaxyzoo.org/
http://www.ushahidi.com/
http://chile.ushahidi.com/
http://www.ushahidi.com/2010/05/08/labb/
http://www.rivernetwork.org/resource-library/louisiana-bucket-brigade-oil-spill-crisis-map
http://www.rivernetwork.org/resource-library/louisiana-bucket-brigade-oil-spill-crisis-map
http://labucketbrigade.org/sites/default/files/Oil%20Spill%20Crisis%20Map%20Initial%20Analysis%20and%20Review.pdf
http://labucketbrigade.org/sites/default/files/Oil%20Spill%20Crisis%20Map%20Initial%20Analysis%20and%20Review.pdf
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Ushahidi: One of the issues that the Ushahidi project encounters is in regards to

the quality of reports submitted by the users of the system. The initial solution by

Ushahidi to such an issue was that all reports had to be manually checked and approved

by Ushahidi sta↵ before they went live. The Ushahidi sta↵ reported that many people

misreported the true needs and priorities of their emergency (Okolloh, 2009).

Boston Marathon event: Another scenario where the the management of crowd-

sourcing environment went wrong, was the Boston Marathon bombings11 incident in

April 2013. In order to gather evidence, the FBI asked the public to provide any im-

ages or videos they might have. The data for the Boston marathon investigation was

crowdsourced. Out of this data, some people were identified by anonymous commenters

as suspects based upon their clothes and appearance. In one case, someone’s face was

broadcast publicly (cover of the NY Post12,13).

DARPA Red Balloon challenge: In this challenge, 10 red weather balloons were

placed at undisclosed locations throughout the United States. The first team to correctly

identify the locations of all balloons would win a $40,000 prize (Tang et al., 2011). A

team from the Massachusetts Institute of Technology (MIT) won the competition in less

than nine hours by employing a recursive incentive mechanism (Pickard et al., 2011).

They recruited almost 4400 individuals and used the prize money as a financial incentive

for people who correctly located balloons and those who connect the finder to the MIT

team (Pickard et al., 2011). However, the majority of submissions of balloon sightings

to the winning MIT team turned out to be false (Naroditskiy et al., 2012).

These scenarios are evidence that the quality of data submitted by unknown workers

and workers’ reliability are required to be continuously assessed. The ultimate goal in

such data quality assessment is to accept data of high quality and discard those with

low quality. The next section focuses more on data quality assessment in crowdsourcing.

1.2 Crowdsourcing Workflow and Quality Assessment

The immediate advantage of crowdsourcing is that the task is undertaken quickly and

cheaply.

11Boston Marathon bombings on Wikipedia: http://en.wikipedia.org/wiki/Boston_Marathon_

bombings
12Forbes: Lessons from crowdsourcing the Boston Bombing In-

vestigation: http://www.forbes.com/sites/tarunwadhwa/2013/04/22/

lessons-from-crowdsourcing-the-boston-marathon-bombings-investigation/
13The Washington Post: Backpack brothers an example of the draw-

backs to Internet sleuthing: http://www.washingtonpost.com/local/dc-politics/

backpack-brothers-an-example-of-the-drawbacks-to-internet-sleuthing/2013/04/18/

8c0ea9fa-a852-11e2-b8ad-87b8baf4531b_story.html

http://en.wikipedia.org/wiki/Boston_Marathon_bombings
http://en.wikipedia.org/wiki/Boston_Marathon_bombings
http://www.forbes.com/sites/tarunwadhwa/2013/04/22/lessons-from-crowdsourcing-the-boston-marathon-bombings-investigation/
http://www.forbes.com/sites/tarunwadhwa/2013/04/22/lessons-from-crowdsourcing-the-boston-marathon-bombings-investigation/
http://www.washingtonpost.com/local/dc-politics/backpack-brothers-an-example-of-the-drawbacks-to-internet-sleuthing/2013/04/18/8c0ea9fa-a852-11e2-b8ad-87b8baf4531b_story.html
http://www.washingtonpost.com/local/dc-politics/backpack-brothers-an-example-of-the-drawbacks-to-internet-sleuthing/2013/04/18/8c0ea9fa-a852-11e2-b8ad-87b8baf4531b_story.html
http://www.washingtonpost.com/local/dc-politics/backpack-brothers-an-example-of-the-drawbacks-to-internet-sleuthing/2013/04/18/8c0ea9fa-a852-11e2-b8ad-87b8baf4531b_story.html
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However, the task requester does not know the workers, their competence and expertise,

nor their culture and language. This diverse community could potentially provide con-

tradictory data. Furthermore, workers could have di↵erent goals while undertaking a

task. There might be workers’ biases or adversarial workers who are trying to maximise

their profit by undertaking as many tasks as possible without paying attention to the

quality of their work (the data produced by them is called noisy data). As such it is

fundamental for the task requester to assess the quality of data. The ultimate goal is to

accept data of high quality and discard those with low quality.

In order to make quality assessment more manageable, Bernstein et al. (2010) intro-

duced the Find-Fix-Verify (FFV) workflow for crowdsourcing applications, which has

been adopted by a growing number of applications like BudgetFix (Tran-Thanh et al.,

2015, 2014), linked data quality assessment (Acosta et al., 2013), CollabMap (Ramchurn

et al., 2013), CrowdMap (Sarasua et al., 2012), PlateMate (Noronha et al., 2011), and

many more. The FFV workflow breaks complex tasks, such as text editing, into much

simpler micro-tasks, such as find ing a mistake in a sentence, fix ing it, and verify ing the

correction (hence the name of the workflow). Not only are micro-tasks easier and of

shorter durations, but they can also be distributed among di↵erent workers, facilitating

cross-verification by peer workers and minimizing individual biases.

The general procedure in a FFV-based crowdsourcing application is as follows: there is

a problem that the task requester wants to be solved (which is called a task in crowd-

sourcing). The problem is presented to the workers by the task requester. A worker

solves the problem; for example, a worker may provide an answer, or fix an issue, or

similar. The crowdsourcing application, and according to the FFV workflow, recruits

other workers to verify the solutions. Hence, at this stage, there is one problem, one or

more solutions, and the verifications. More specifically, data generated in FFV-based

crowdsourcing applications follow a common pattern: a problem, one or more solutions

to the problem, and their votes (worker’s verification); this pattern is repeated until the

quality of a solution is deemed satisfactory.

It is required to merge (i.e. fuse) all the verifications on a solution, so that an output

is generated. This output instructs the crowdsourcing application to either accept or

discard the solution proposed by a worker. Furthermore, based on workers’ activities

in the crowdsourcing application (solutions they provide and their verifications), it is

required to assess how well and consistently a worker has been performing. This allows

the crowdsourcing application to, for example, schedule task.

The quality assessment in FFV-based crowdsourcing applications can be done based on

the users’ verifications and how good a worker has been performing in the application

(i.e. the reliability of worker). We assume that a worker’s past performance is a good

indicator of their reliability and how they may perform in the future (as also discussed

by Teacy et al. (2006) and Miles and Gri�ths (2015)). In order to record users’ past
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interactions and the verification activities in a crowdsourcing application, we propose to

record the provenance and exploit it to assess the quality of data and reliability of users.

1.3 Provenance and Quality Assessment

Moreau and Groth (2013b) highlight the change in the users’ role in the World Wide

Web from passive consumers to active publishers. Due to this change, Moreau and Groth

(2013b) comment on the importance of provenance from “science to food manufacturing,

from data journalism to personal well-being, from social media to art”. Simply put,

provenance is “a record that describes the people, institutions, entities, and activities

involved in producing, influencing, or delivering a piece of data or a thing” (Moreau

et al., 2013a).

In the same book, Moreau and Groth (2013b) make the case for provenance by bringing

many examples from various domains, for example, “food provenance” in regards to the

horsemeat scandal in Europe14. In the horsemeat case, it was required to determine at

which point mislabelling took place. As such, it was necessary to trace back through

the chain of suppliers. Provenance could have been employed in this case to keep track

of the traces and audit processes. Seneviratne (2012); Ko et al. (2011); Hasan et al.

(2009) discuss the role of provenance in showing whether a system is accountable and

auditable.

Provenance can also be employed to help people to make a judgement as to whether

something can be trusted by o↵ering the means to verify data products and infer their

quality. Provenance is identified as one of the many salient factors that a↵ect how people

determine trust in content available in the Internet (Moreau, 2010; Gil and Artz, 2007;

Golbeck, 2006b). In practice, some approaches are developed to infer a notion of trust

for users (Stamatogiannakis et al., 2014; Li et al., 2010; Golbeck, 2006a).

More recently, provenance has also been incorporated into crowdsourcing applications.

For example, Ainy et al. (2014) discuss the potential of provenance in o↵ering a descrip-

tion on how information was derived which can be employed for credibility assessment in

crowdsourcing applications. In this short vision paper, they identify a set of challenges

in leveraging provenance for presentation and maintenance. They state that maintain-

ing the full and exact provenance information may be infeasible and o↵er some initial

directions towards addressing this challenge. Furthermore, Huynh et al. (2013a) present

an application-independent methodology to analyse provenance graphs to extract some

network metrics that correlate to trust.

Even though it has been mentioned in the literature that provenance can be employed

to infer trust and help people in quality assessment and even though provenance has

14http://www.bbc.co.uk/news/uk-21393180

http://www.bbc.co.uk/news/uk-21393180
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been incorporated in crowdsourcing with data quality assessment in mind, there is no

approach that exploit provenance of data and assess the quality of data practically. In

this dissertation, we o↵er a data quality assessment approach for crowdsourcing appli-

cation that exploits provenance of data to assess the quality of data in a principle and

systematic way. First, we justify the use of provenance in crowdsourcing and then o↵er

the data quality assessment approach.

1.4 Justification of Provenance in Crowdsourcing

As stated previously, a crowdsourcing application requires an approach that assists in

quality assessment. The ultimate goal of such assessment is to choose data of high

quality and discard the low quality data.

We claim that the quality assessment can be done by considering the verification ac-

tivities of workers and history of their interactions with the crowdsourcing application.

This quality assessment requires a medium that not only can capture what data was

generated, but also who was responsible in the data creation and verification activities.

The first case of utilising provenance in crowdsourcing is that provenance of data cap-

tures all the necessary information for quality assessment (information such as what

data was generated, who generated it, and who verified it). Furthermore, provenance of

data captures the information in regards to the interaction history of a worker with the

crowdsourcing application which is also deemed necessary for quality assessment.

The second justification of utilising provenance in crowdsourcing is that the quality

assessment approach is required to be generic and applicable to any FFV-based crowd-

sourcing application and does not rely on a specific data model, nor a specific application

domain. Although every crowdsourcing application can generate provenance of its data

according to a specific data model, in Chapter 3, we propose a set of patterns that

shape the provenance of data generated by a crowdsourcing application. The shaped

provenance can be exploited so that the quality of data is assessed.

The third justification is to utilise provenance to have a quality assessment approach

that is auditable. The quality assessment approach assists the crowdsourcing application

to make quality-based decisions. For example, the application can deactivate a worker

if they performed poorly. By utilising provenance, it is possible to justify why a decision

was made. By providing a standardised account of actions, the provenance traces make

the process auditable (Curcin et al., 2014).

In the next section, we discuss the quality assessment approach known as “Provenance

Enriched Data Rating Assessment” or PEDRA for short.
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1.5 Provenance Enriched Data Rating Assessment

Having recorded the provenance of data generated in a FFV-based crowdsourcing ap-

plication and shaped it according to the patterns (to be introduced in Chapter 3), now

it is possible to exploit the provenance to assess the quality of data and reliability of

workers.

More specifically, we present a quality assessment approach called “Provenance Enriched

Data Rating Assessment” (PEDRA) that exploits provenance of data to compute a set

of quality measures. For example, PEDRA rates generated data with a quality measure

that describes the validity of data (whether data is valid or not); it also rates workers

with another quality measure that describes the reliability of a worker.

These quality measures are utilised by the crowdsourcing application to make quality-

based decisions such as:

• Decisions on the validity of data: The crowdsourcing application can utilise the

computed quality measures by PEDRA to either accept or discard data.

• Decisions on the reliability of workers: The crowdsourcing application is able to

assess the reliability of workers by utilising the quality measures computed by

PEDRA. Through this assessment, the crowdsourcing application is able to dis-

tinguish reliable workers from adversarial or unreliable workers. The application

can deactivate those adversarial workers or ask unreliable workers to contribute

better.

• Decisions on the termination of tasks: A crowdsourcing application is required

to decide how many workers it requires to terminate a task. PEDRA computes

another measure that can be utilised by the crowdsourcing application for task

termination decision. This measure instructs the application on whether more

workers are required so that the task can be terminated.

Table 1.1 lists three sample quality measures computed by PEDRA and their uses in a

crowdsourcing application.

Figure 1.1 demonstrates the interaction between PEDRA and a crowdsourcing appli-

cation. The crowdsourcing application recruited workers and persisted the data in an

storage. The task requester is required to assess the quality of data and accept only

those of high quality. As such, the application generates provenance of its data and sub-

mits it to PEDRA where PEDRA computes a set of quality measures. The application

utilises the computed measures to choose data of high quality (good data) and discard

those with low quality (bad data).
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Measure Computed by PEDRA Sample Use in a Crowdsourcing Application

Validity estimate To decide whether to accept or discard data
Worker reliability To assess the reliability of a worker who created the

data, unreliable ones can be banned from partici-
pating any more and reliable ones can be awarded

Termination To decide on the termination of the task and how
many workers it requires to dedicate to the task

Table 1.1: Examples of quality measures computed by PEDRA and their sample
uses in a crowdsourcing application.

Crowdsourcing 
Application

1 - Persist 
data in a 
storage

2 - Application 
generates 

provenance of 
data

3 - PEDRA 
computes quality 

measures

4 - Application 
filters data by 
utilising the 
computed 
measures

Good 
data

Bad data

Figure 1.1: Interaction between PEDRA and a crowdsourcing application after
the execution of the crowdsourcing application is finished (O✏ine Environment).

Figure 1.1 demonstrates the application of PEDRA after the crowdsourcing application

finishes its execution and the data collection phase is finished. From now on, we call this

setting “o✏ine environment” where the application of PEDRA takes place in an o✏ine

environment.

Furthermore, the quality measures computed by PEDRA can be fed back to the crowd-

sourcing application as it is executing so that the application improves its behaviour.

For example, if the crowdsourcing application knows a worker is performing poorly,

the application can deactivate the worker and does not allocate any more task to the

worker. This is a better behaviour as opposed to the case where the application does

not do anything and allows the worker to continue collaborating (o✏ine environment).

Figure 1.2 is the modified version of Figure 1.1. According to this figure, a crowdsourcing

application allocates a task to a worker. After the task is undertaken, the application

generates provenance of data for that task and submits it to PEDRA where PEDRA

computes quality measures by exploiting the provenance shaped by the patterns. The

quality measures are then passed back to the application where the crowdsourcing ap-

plication can make quality-based decisions.
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Contract

1 - Crowdsourcing 
application allocates a 

task to a worker

2 - Application 
generates the 

provenance of data 
associated to the task

3 - Application submits 
the provenance of data 

to PEDRA
4 - PEDRA computes 

quality measures

5 - Application makes 
an application-specific 
quality-based decision

Figure 1.2: Interaction between PEDRA and a crowdsourcing application while
the crowdsourcing application is executing live (Online Environment).

From now on, we call this setting “online environment” where the application of PEDRA

takes place while the crowdsourcing application is executing live. We envision PEDRA

as a quality assessment service to multiple, di↵erent FFV-based crowdsourcing appli-

cations. In order to regulate the interactions between PEDRA and the crowdsourcing

applications, we envision an online architecture by proposing an online contract, known

as PEDRA-O15, specifying how and when the crowdsourcing application is expected to

submit the provenance of data. In return, the contract states how the quality measures

computed by the service are returned to the crowdsourcing application.

The contract mandates that the provenance of data should be shaped based on the

patterns and when it should be submitted to the service. As such, considering a soft-

ware engineering perspective, the contract specifies the input/output interface; i.e. how

provenance of data is submitted by the crowdsourcing application and how results are

passed back by the service.

In the next section, the research objectives of this dissertation are outlined.

15The O in the name refers to the online application of PEDRA.
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1.6 Research Objectives

So far, we have presented a few successful examples of crowdsourcing where data was

collected quickly and cheaply. We have also introduced some examples where the man-

agement of the crowdsourcing environment went wrong. One of the factors that could

fail a crowdsourcing application is data verification. The data is generated by workers

recruited from a typically unknown workforce with varying level of background (e.g.

country, language) and expertise (e.g. drawing or mathematical skills). As such, it is

important for the crowdsourcing application to assess the quality of data. In order to

assist the application in quality assessment, in Section 1.5, we introduced PEDRA, as

a data quality assessment approach, that assesses the quality of data generated in any

FFV-based crowdsourcing application.

We form the following PhD dissertation statement:

The provenance of data generated in a FFV-based crowdsourcing

application can be exploited so that the quality of data and reliability of

workers are assessed with the following two goals: (1) to choose data of high

quality and discard data with low quality, and (2) to improve the

performance of the crowdsourcing application by providing online feedback

as the application is executing live.

Bellow, we outline the research aims that we intend to fulfil in this dissertation.

1. Decision Facilitation: We aim to develop a quality assessment approach that fa-

cilitates quality-based decision making in FFV-based crowdsourcing applications

(we enumerate some examples of quality-based decision making in Section 1.5).

2. O✏ine and Online Applicability: We aim to put forth a quality assessment ap-

proach that can be utilised when the execution of the crowdsourcing application

is finished with the ultimate goal of filtering data based on quality (in an o✏ine

environment) and when the crowdsourcing application is executing live with the

goal of improving the behaviour of the application (in an online environment).

3. Assessment Based on Reliability: We aim to base the quality assessment on the

verification activities and full interaction history of workers.

4. E�cient Response Time: We aim to present a quality assessment approach whose

performance in terms of response time does not deteriorate. We define response

time as the time it takes for the quality assessment approach to assess the quality

of data in a crowdsourcing task.
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5. Auditable Quality Assessment Approach: We aim to develop an auditable quality

assessment approach. This allows a thorough and accurate assessment of the

approach (for example to check the computation of past measures against rules).

Having outlined this set of aims, next section outlines the contributions of our work.

1.7 Research Contributions

Given the research objectives outlined in the Section 1.6, we provide the following four

contributions.

1. Provenance patterns for crowdsourcing applications (Chapter 3): We specify a

set of generic patterns that shape the provenance of data for di↵erent activities

that are undertaken in a FFV-based crowdsourcing application. More specifically,

create pattern shapes the provenance of data when data is created; score pattern

shapes the provenance of data when data is verified or scored; revision pattern

and agent pattern shape the provenance of data as a given data product or worker

evolves through the execution of a crowdsourcing application.

2. Annotation Computation Framework (ACF ) (Chapter 4): We put forth a frame-

work, called “Annotation Computation Framework”, that provides a generic mech-

anism to traverse a provenance graph, extract information from the provenance

graph, and finally enable the computation of extra information over the provenance

graph.

3. Provenance Enriched Data Rating Assessment (PEDRA) (Chapter 5): We present

a quality assessment approach called PEDRA, an instantiation of ACF , that ex-

ploits the provenance of data shaped by the provenance patterns to compute a

set of quality measures that assist the crowdsourcing application to choose data

of high quality and discard those with low quality. Furthermore, using ACF and

PEDRA, we are the first to show how a provenance enriched quality assessment

approach can be employed as part of a crowdsourcing application, to assess the

quality of generated data.

4. Online decision making with PEDRA (Chapter 6): We present an architecture

for any FFV-based crowdsourcing application with the purpose of assisting the

application to improve its behaviour and assess the quality of data while it is ex-

ecuting live. Furthermore, we perform a detailed evaluation to assess the benefits

and costs of such architecture on the crowdsourcing application. The evaluation is

the first of its kind to integrate a crowdsourcing application and a quality assess-

ment approach in a real world setting where not only the accuracy of the quality

assessment approach but also the performance of the approach is measured.
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The work described in this dissertation has led to the following peer-reviewed publica-

tions:

• Sezavar Keshavarz, Amir, Huynh, Trung Dong and Moreau, Luc (2014) “Prove-

nance for online decision making”. International Provenance and Annotation

Workshop, Cologne, DE, 09 - 13 June 2014. Springer International Publishing

12pp, 44-55 (doi:10.1007/978-3-319-16462-5 4).

In this peer-reviewed paper, we presented three of our contributions with an initial

evaluation of them. More specifically, we introduced the Annotation Computa-

tion Framework (ACF ) and instantiated it to compute some quality measures for

crowdsourcing applications (an earlier version of PEDRA). We also presented an

online contract as a preliminary to PEDRA-O .

• Sezavar Keshavarz, Amir, Huynh, Trung Dong and Moreau, Luc (2014) “Prove-

nance for Online Decision Making”. In, Provenance Analytics 2014, Cologne, DE,

09 June 2014. 4pp.

In this paper, that was accepted in Provenance Analytics, we o↵ered a tutorial

on the methodologies employed in this work, mostly the Annotation Computation

Framework (ACF ) and the quality assessment approach (PEDRA). With the aid

of a scenario, we showed how they can be employed and how a crowdsourcing

application can change its behaviour.

• Sezavar Keshavarz, Amir, Huynh, Trung Dong and Moreau, Luc “Provenance En-

riched Data Rating Assessment for Crowdsourcing”. Under review ACM Transac-

tions on Internet Technology (TOIT).

This under-review submitted journal paper presents the main research contribu-

tions discussed in this dissertation. More specifically, this paper discusses prove-

nance patterns, PEDRA, and PEDRA-O ; with a detailed empirical evaluation of

them.

1.8 Thesis Structure

In the rest of the dissertation, we survey the existing literature on crowdsourcing and

di↵erent approaches to assess the quality of data. We also discuss provenance, how it

is used in literature and how trust (quality) can be inferred from provenance data; and

describe in detail the work through which we have made the contributions outlined in

the Section 1.7. This is achieved through the course of the remaining chapters, which

are structured as follows:

• Chapter 2 provides a review of existing mechanisms for assessing quality of data

in crowdsourcing applications, concentrating in particular on work that goes some
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way towards fulfilling the objectives described in Section 1.6. Furthermore, this

chapter presents a discussion on provenance, how it has been used in the lit-

erature, and how trust (quality) can be derived from provenance data. From

the crowdsourcing literature, we identify the most relevant models with regard

to our objectives, and their prominent characteristics are described. In light of

these characteristics, we identify several limitations of existing quality models for

crowdsourcing applications, and use these to motivate the work described in the

proceeding chapters.

• Chapter 3 introduces the provenance patterns that shape the provenance of data

generated by a FFV-based crowdsourcing applications. We then bring an exam-

ple of their instantiations in CollabMap, an exemplar FFV-based crowdsourcing

applications.

• Chapter 4 defines a generic framework that allows a system to exploit provenance

of data with a purpose di↵erent than the one at the generation time. More specif-

ically, the framework allows the system to exploit provenance of data, extract

information, and compute new information over the provenance graph.

• Chapter 5 presents PEDRA and describes how it instantiates the framework from

Chapter 4 to compute quality measures for FFV-based crowdsourcing applications

that generated provenance of data based on provenance patterns introduced in

Chapter 3. Furthermore, we show how PEDRA can be used in practice, by describ-

ing how it operates within the CollabMap, and by giving an empirical evaluation

of its performance. In particular, this evaluation demonstrates how the quality

assessment in PEDRA outperforms the current quality assessment employed in

CollabMap and how provenance reduces uncertainty over computed quality mea-

sures by PEDRA.

• Chapter 6 introduces PEDRA-O and describes an online architecture that re-

alises the framework from Chapter 4 by building on the characteristics of PEDRA

from Chapter 5. In particular, we introduce Online Contract which is a contract

regulating the communication between a crowdsourcing application and PEDRA.

We describe how it can be used while a crowdsourcing application is executing

live. Finally, we give an empirical evaluation of PEDRA-O , demonstrating how it

performs under our assumption.

• Finally, Chapter 7 summarises the conclusions drawn throughout the dissertation,

and in particular the contributions and reflective on the techniques we have devel-

oped. In addition, we outline directions for future work.
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Background

One of the increasingly popular approaches to collect data is the idea of outsourcing

data collection tasks to users of the Internet. This practice is called crowdsourcing.

The immediate advantage of crowdsourcing is that the task is undertaken quickly and

cheaply. However, due to varying knowledge, heterogeneity, and expertise of users,

it is fundamental to assess the quality of data. In our work, we are concerned with

crowdsourcing and the quality of data, and so in this section, we focus our attention on

related work that is relevant to crowdsourcing and quality assessment in crowdsourcing.

Specifically, Section 2.1.1 o↵ers a definition on crowdsourcing, Section 2.1.2 presents

a short history of crowdsourcing, Section 2.1.3 provides applications of crowdsourcing,

Section 2.1.4 specifies how crowdsourcing applications can find workers, and section 2.1.5

outlines some concerns for crowdsourcing.

One of the concerns for the crowdsourcing is the data quality assessment. More specifi-

cally, it is required to assess the quality of data so that data of high quality is accepted

and data of low quality is discarded. The quality assessment in a crowdsourcing ap-

plication can be done based on the users’ verifications and how good a user has been

performing in the application (i.e. the reliability of a user). We assume that a user’s

past performance is an indicator of their reliability and how they may perform in the

future. In order to record users’ past interactions and the verification activities in a

crowdsourcing application, we propose to record the provenance of data and exploit it

to assess the quality of data and reliability of users. To this end, we also pay attention

to the related work that is relevant to provenance. Specifically, Section 2.2.1 o↵ers the

standard definition of provenance, Section 2.2.2 presents a short history of provenance,

Section 2.2.3 provides some examples that records the provenance of data, and Sec-

tion 2.2.4 brings an overview of the PROV Data Model (PROV-DM), a specification by

the World Wide Web Consortium, that we use to record the provenance of data in a

crowdsourcing application.

15
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After introducing crowdsourcing and provenance, we focus on quality assessment. Sec-

tion 2.3.1 o↵ers general trust models that compute a notion of trust. Section 2.3.2

presents some trust models for crowdsourcing application. We look at the pros and cons

of each approach and see how they can help us to develop a better quality assessment

approach. Section 2.3.3 provides a review of some approaches that exploit provenance

to compute a notion of quality.

Finally, we conclude the chapter in Section 2.4.

2.1 Crowdsourcing

2.1.1 Definition of Crowdsourcing

Je↵ Howe is the first to coin the term “crowdsourcing” (Howe, 2006b) and o↵ered the

following definition (Howe, 2006a):

Simply defined, crowdsourcing represents the act of a company or insti-

tution taking a function once performed by employees and outsourcing it to

an undefined (and generally large) network of people in the form of an open

call. This can take the form of peer-production (when the job is performed

collaboratively), but is also often undertaken by sole individuals. The cru-

cial prerequisite is the use of the open call format and the large network of

potential laborers.

Crowdsourcing can apply to a wide range of activities. Estellés-Arolas and González-

Ladrón-De-Guevara (2012) studied more than 40 definitions of the term and developed

a new integrating definition:

Crowdsourcing is a type of participative online activity in which an in-

dividual, an institution, a non-profit organization, or company proposes to

a group of individuals of varying knowledge, heterogeneity, and number, via

a flexible open call, the voluntary undertaking of a task. The undertaking

of the task, of variable complexity and modularity, and in which the crowd

should participate bringing their work, money, knowledge and/or experience,

always entails mutual benefit. The user will receive the satisfaction of a given

type of need, be it economic, social recognition, self-esteem, or the develop-

ment of individual skills, while the crowdsourcer will obtain and utilize to

their advantage that which the user has brought to the venture, whose form

will depend on the type of activity undertaken.



Chapter 2 Background 17

For the rest of this dissertation, we shall adopt the above definitions for crowdsourcing

applications. Furthermore, we complement them with two definitions.

Crowdsourcing is based on an interaction between two types of bodies. The first type is

task requester as defined in the following definition:

Definition 2.1. A task requester is an individual, an institution, a non-profit organi-

zation, or a company who wishes to recruit people to undertake a set of tasks.

The second type is worker as defined in the following definition:

Definition 2.2. A worker is an individual who undertakes the task and provides the

requested output.

The task requester may be willing to pay the worker for their contributions. The payment

could be either monetary (usually a few cents) or non-monetary (such as reputation or

personal reasons), as agreed.

2.1.2 History of Crowdsourcing

While the term crowdsourcing is mostly applied to Internet-based activities (Brabham,

2008), the concept is not new.

Dawson and Bynghall (2012) name The Longitude Prize1 as one of the earliest applica-

tion of crowdsourcing (1714). It was a reward o↵ered by the British government to find

a way to measure a ship’s longitude.

Dawson and Bynghall (2012) bring another example from 1783, when King Louis XVI

o↵ered an award to the person who could “make the alkali”2 by decomposing sea salt.

We encourage the reader to follow the history as outlined by Dawson and Bynghall

(2012): from 1714 and The Longitude Prize to 2006 when Howe coined the term crowd-

sourcing.

2.1.3 Application of Crowdsourcing

Ushahidi is a collaborative reporting environment that allows large group of people to

report an incident (Okolloh, 2009). It was originally developed during violent political

unrest in Kenya in 2008 and was used during the Haiti crisis. Ushahidi allows people

to anonymously report on a story online or via mobile phone text messages; it then

maps the reported stories so it would be visually accessible to people. In the Kenyan

1The Longitude Prize: http://en.wikipedia.org/wiki/Longitude_rewards
2Alkali: http://en.wikipedia.org/wiki/Alkali

http://en.wikipedia.org/wiki/Longitude_rewards
http://en.wikipedia.org/wiki/Alkali
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experience of Ushahidi, the main intention was to get information out as quickly as

possible; however, all stories had to be manually approved by Ushahidi sta↵. Stories

were counter-checked by comparing with other sources and those seemed to be false,

inflammatory, or inaccurate was removed (Okolloh, 2009).

The Defence Advanced Research Projects Agency (DARPA) launched the DARPA Net-

work Challenge in 2009 in which participants were asked to find the location of 10 red

weather balloons deployed at undisclosed locations across the continental United States.

The first team to correctly identify the locations of all balloons would win a 40,000

dollar prize (Tang et al., 2011). A team from the Massachusetts Institute of Technology

(MIT) won the competition in less than nine hours by employing an incentive mecha-

nism (Pickard et al., 2011). They recruited almost 4400 individuals and used the prize

money as a financial incentive for people who correctly located balloons and those who

connect the finder to the MIT team (Pickard et al., 2011).

Crowdsourcing has been also applied in human optical character recognition (OCR)

tasks. Narula et al. (2011) presented a mobile phone-based crowdsourcing platform that

divides documents into many small pieces and sends each piece to a di↵erent worker.

Another example of using crowd is labelling or classification of large datasets. These

hand labelled datasets are required in di↵erent applications such as modern machine

learning-based approaches to computer vision; for example, Omron face detector requires

millions of images for training (Whitehill et al., 2009). People are presented with a set

of images and they are required to label that image.

One of these classification applications is a citizen science project called Galaxy Zoo.

This project asks the general public to look at images of galaxies from the Sloan Digital

Sky Survey (SDSS) and sort galaxies according to their morphology and then divide

galaxies they identified as spiral into three subcategories according to the direction of

their spiral arms by clicking one of six on screen buttons. The project claims they

have obtained morphological classifications of nearly 900,000 galaxies, contributed by

hundreds of thousands of volunteers (Goecks et al., 2010). Galaxy Zoo website first

provides a brief tutorial on di↵erent classes of galaxy to visitors. Then they are tested

to ensure that they have enough skills to produce reliable classifications.

In the computer vision domain, Russell et al. (2008) compiled a large collection of images

with ground truth labels to be used for object detection research. In order to compile

such a dataset, they developed a crowdsourcing application, LabelMe, that recruits users

to annotate images. In the LabelMe application, users are presented with an image.

Users can label a new object in the image by drawing along the boundary of the desired

object and providing a name for it. Users are also presented with all the existing labels

in an image and they can edit those labels. Comparison between LabelMe dataset and

other existing datasets for object detection shows more object categories in the LabelMe
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dataset; furthermore, the LabelMe dataset contains a large number of examples in each

object category (Russell et al., 2008).

Labelling datasets can also be entertaining. von Ahn and Dabbish (2004) suggested the

collection of data in the form of computer games called The ESP Game. ESP randomly

matches two users and presents the same photo to both of them. Users can gain points if

they type the same textual label (von Ahn et al., 2006). In this way, users are helping to

determine the contents of images by providing meaningful labels for them. They claim

that most images on the Web can be labelled in a few months (von Ahn and Dabbish,

2004).

James Surowiecki investigated several cases of crowd wisdom and found that “under the

right circumstances, groups are remarkably intelligent, and are often smarter than the

smartest people in them” (Surowiecki, 2005). He mentioned that this wisdom of crowds

is derived from aggregating all the results obtained from the crowds.

2.1.4 Marketplaces

In order to help finding the crowd, some crowdsourcing marketplace have been intro-

duced. Amazon Mechanical Turk (AMT) is one of the most popular crowdsourcing

marketplaces which was introduced by Amazon in 2005 and allows one to recruit work-

ers to do small tasks for small payments (Ipeirotis, 2010). In this online labour market,

employees are recruited by employers for the execution of tasks (Human Intelligence

Tasks or HITs) in exchange for a wage (Paolacci et al., 2010).

AMT has been used extensively in research. Mason and Suri (2012) used AMT for

conducting behavioural research. In another paper, Mason investigated the e↵ect of

compensation on performance (Mason and Watts, 2010). They found that increased

financial incentives increase the quantity, but not the quality, of work performed by

participants.

Marge et al. (2010) investigated the use of AMT as a reliable method for transcription

of spoken language data.

Sprouse (2011) recruited users in AMT for psychological experiments such as the ac-

ceptability judgement task and compared the results with experimenter-controlled envi-

ronment (as opposed to user-controlled environment of AMT). The results suggest that

AMT data are almost indistinguishable from laboratory data.

Paolacci et al. (2010) recommend the use of AMT for data collection because of various

advantages it o↵ers such as reduction in cost and time.

It is not required to find workers through these marketplaces and the crowdsourc-

ing application may find and recruit workers through its own system, for example,
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Ushahidi (Okolloh, 2009), CollabMap (Ramchurn et al., 2013), and Galaxy Zoo (Goecks

et al., 2010).

2.1.5 Concerns for Crowdsourcing

Data or services can be collected through crowdsourcing in a cheap and quick manner.

However, there are a couple of concerns that require further attention. One is about

the quality of the work undertaken by unknown workers recruited from online labour

marketplaces such as AMT. Another is in regards to ethical concerns.

Quality concerns

It is required to assess the quality of data generated by workers so that data of high

quality is accepted. The data is generated by workers recruited from a typically unknown

workforce with varying level of background (e.g. country, language) and expertise (e.g.

drawing or mathematical skills). Furthermore, due to financial incentives, a worker may

complete tasks quickly rather than well.

As such, quality is an issue that needs to be considered. We shall discuss more about

this concern in Section 2.3 where we review general trust models and di↵erent quality

assessment approaches for crowdsourcing applications.

Ethical concerns

There are some ethical concerns about the minimum wage as workers are considered

independent contractors rather than employees. As such, workers using AMT may earn

less than the minimum wage (Ross et al., 2010). For this reason, Mason and Suri (2012)

argues that the wage conditions might be unethical. On the other hand, Busarovs

(2013) notes that workers on AMT do not feel that they are exploited and are ready to

participate in crowdsourcing activities in the future.

2.1.6 Crowdsourcing Workflow

In order to support data quality assessment, Bernstein et al. (2010) introduce a workflow

for crowdsourcing applications, called Find-Fix-Verify (FFV). An FFV-based crowd-

sourcing application breaks tasks into smaller tasks or micro-tasks, each of which is

undertaken by a user and verified by other users. Not only are micro-tasks easier and

of shorter durations, but they can also be distributed among di↵erent users, facilitating

cross-verification by peer users and minimizing individual biases.
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The general procedure in a FFV-based crowdsourcing application is as follows: there is

a problem that the task requester wants to be solved (which is called a task in crowd-

sourcing). The problem is presented to the workers by the task requester. A worker

solves the problem; for example, a worker may provide an answer, or fix an issue, or

similar. The crowdsourcing application, and according to the FFV workflow, recruits

other workers to verify the solutions. Hence, at this stage, there is one problem, one or

more solutions, and the verifications.

There are alternatives in the literature that rely on organising and visualising crowd

workflows. For example, both Turkomatic (Kulkarni et al., 2012) and CrowdWeaver (Kit-

tur et al., 2012) employ graph visualizations to show the organization of crowd tasks,

allowing users to better understand their workflow and design for higher quality (Rzes-

zotarski and Kittur, 2012). CrowdForge (Kittur et al., 2011) and Jabberwocky (Ahmad

et al., 2011) use programmatic paradigms to similarly allow for more optimal task de-

signs. These tools are targeted toward organising and managing complex workflows.

They are not suitable for most crowdsourcing applications and not fit for all tasks. As

such, they are not popular in crowdsourcing.

FFV workflow has been adopted by a growing number of applications like Budget-

Fix (Tran-Thanh et al., 2015, 2014), linked data quality assessment (Acosta et al.,

2013), CollabMap (Ramchurn et al., 2013), CrowdMap (Sarasua et al., 2012), PlateM-

ate (Noronha et al., 2011), and many more. As such, this thesis targets those crowd-

sourcing applications that are built on top of FFV workflow.

2.1.7 CollabMap: An Exemplar FFV-based Crowdsourcing Applica-

tion

CollabMap (Ramchurn et al., 2013) is an example of an FFV-based crowdsourcing appli-

cation. It recruits people to augment existing maps (GoogleMaps or Ordnance Survey)

by identifying buildings and drawing their evacuation routes to nearby roads. Partici-

pants are required to verify work undertaken by others by providing positive or negative

votes on buildings and evacuation routes, helping CollabMap to determine their validity.

CollabMap o↵ers two di↵erent views of an area to users: satellite imagery provided by

Google Maps and panoramic views provided by Google Streetview. Figure 2.1 shows

the shape of a building in yellow and two evacuation routes in green colour.

CollabMap was built upon the FFV workflow; in which first a user draws outlines of

a building and then other set of users verify the outline; and similarly for evacuation

routes. CollabMap achieves its basic functionalities in two discrete phases (as depicted

in Figure 2.2):
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Figure 2.1: Satellite imagery and panoramic views in CollabMap.

• In the building phase, a building is identified by a user. Then other users verify

the building by providing either positive or negative votes. If the total score of the

building (total sum of positive and negative votes) is above +3, then the building

is marked as a valid building. If the score reaches -2, the building is marked as

invalid. After marking the building, building phase is finished and route phase is

started.

• In the route phase, a user is asked to draw an evacuation route. This evacuation

route connects an exit point of the building to a nearby road. This evacuation

route is then added to the current “RouteSet”. RouteSet is collections of routes

belonging to a building. As in the building phase, other users verify all the evac-

uation routes of the building. Then, they are asked whether all necessary routes

have been identified. If not, they can draw a new route. All the evacuation routes

that were marked as valid by the user and the newly drawn evacuation routes are

added to a new RouteSet.

CollabMap organises these phases around a task. A CollabMap task contains one build-

ing and all its evacuation routes. CollabMap follows the FFV workflow by breaking

tasks into smaller and more manageable mini-tasks. Each mini-task is associated with

a CollabMap activity. For example, a building identification is a mini-task.

Two roll-outs of CollabMap, separate from our work, have taken place and provenance

of data is kept for each task. The first roll-out recruited local users from around the

University of Southampton campus or the Fawley Area. The second roll-out was de-

ployed on Amazon Mechanical Turk and relied on financially incentivized users from all

over the world.

Figure 2.3 displays the provenance graph of one task in CollabMap3. According to this

3Note that the choice of colour in the provenance graph was made by the CollabMap application
and it is not the Provenance Working Group’s conventions
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Figure 2.2: The CollabMap application workflow for identifying buildings and
their evacuation routes (Ramchurn et al., 2013).

figure, Building832.0 was identified by user7 and two verifiers provided positive votes for

the building (user6 and user1). Hence the building phase is finished and the building is

marked as valid.

In the route phase, one evacuation route, Route1693.0 was identified by user5, and

verified by two verifiers: user4 and user2.

The provenance graph shows how data were generated (building, routes, votes), how

there were used by other activities (building verification used building), how they were

derived from each other (votes were derived from a building), and how they were asso-

ciated with the contributors (building identification was associated with a user).

2.2 Provenance

Moreau and Groth (2013b) highlight the change in the users’ role in the World Wide
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Web from passive consumers to active publishers and as such “from science to food

manufacturing, from data journalism to personal well-being, from social media to art,

there is a strong interest in provenance”. Provenance of data is very useful, for example

it can assist users to make a judgement as to whether something can be trusted. In this

section, we shall discuss more about provenance, what it is, how it can be used, why it is

useful, and an overview of provenance that is related to our work. We start by bringing

the standard definition of provenance.

2.2.1 Definition of Provenance

Provenance is the origin or source of something (Moreau, 2010). However, due to the

broad use of provenance, it is hard to have a universal definition. In this dissertation, we

adopt the W3C (World Wide Web Consortium) Provenance Working Group’s definition

of provenance4:

Provenance is defined as a record that describes the people, institutions,

entities, and activities involved in producing, influencing, or delivering a

piece of data or a thing.

In order to represent provenance of a system, we use the W3C PROV specifications:

PROV Data Model (PROV-DM) and PROV Notation (PROV-N). We shall also provide

an overview of PROV-DM in subsequent sections.

2.2.2 History of Provenance

Perhaps one of the earliest applications of provenance (from the French provenir, “to

come from”) is in the area of art. The primary purpose of recording and maintaining

the provenance of an artifact is to provide contextual and circumstantial evidence for

the production, discovery, and maintenance of that artifact (e.g. any form of art such as

a portrait). The record showed information such as the sequences of artifact’s former

ownership, custody, and storage. For example, the aim to tracking the provenance of

portraits is to authenticate them. A good provenance increases the value of a painting.

If the provenance is lost or missing, the portrait is likely to be auctioned for a lower

price (Moreau and Groth, 2013b). To the extend that, some galleries are trying to

determine the provenance of the portraits for which the provenance is missing5,6. The

4Definition of Provenance: http://www.w3.org/TR/2013/REC-prov-dm-20130430/#dfn-provenance
5National Museum Directors’ Conference (1998): http://www.nationalmuseums.org.uk/

what-we-do/contributing-sector/spoliation/
6Museums across the UK have undertaken detailed research of their collections to identify objects

with uncertain provenance between 1933-1945. Details of these objects are published in: http://www.
culturalpropertyadvice.gov.uk/search_spoliations

http://www.w3.org/TR/2013/REC-prov-dm-20130430/#dfn-provenance
http://www.nationalmuseums.org.uk/what-we-do/contributing-sector/spoliation/
http://www.nationalmuseums.org.uk/what-we-do/contributing-sector/spoliation/
http://www.culturalpropertyadvice.gov.uk/search_spoliations
http://www.culturalpropertyadvice.gov.uk/search_spoliations
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provenance of a portrait establishes that the portrait has not been altered or it is not a

forgery, and as such, provenance of the artifact allows the viewer or buyer to ascertain

the authenticity of the artifact.

Provenance of a bottle of wine shows detailed information on the contents of the bottle,

shedding light in both quality and the risk of wine fraud. With the hope that wine

improves with age, provenance of the wine cellar is valuable in estimating the quality of

an old vintage wine. This is an important issue to extend that third party companies

have accepted to verify the authenticity and quality of an old wine by assessing the

temperature and humidity history of the wine7. Given the provenance of a wine, the

buyer of an old vintage wine can trust the seller by either looking at the verification

certificate or going through the provenance of the wine.

2.2.3 Application of Provenance

The term provenance has been used in a wide range of fields, including archaeology,

archives, science, and computing. In the following sections, we introduce some of these

areas, mostly related to computing. These examples would make the case for the prove-

nance, why it is important, and how it is being utilised.

Provenance and The Web

Nowadays, people take an active role in creating, editing, and rating information. For

example, once, the responsibility of reporting news and analysing them was delivered

by journalists. However, now it is easier to carry out this activity. There are many

tools such as Social Networking Sites (Flipboard8 and Facebook9) and blog-publishing

services (such as Blogger10) that allow their users to easily write an article and make

it available to millions of people. In particular, users of these services read other news

and content on the Web, in various formats such as video, photos, audio, and text, and

then write their own interpretation and analysis.

People participation in curating data has resulted in many successful services such as

Wikipedia. Wikipedia is a free-access encyclopedia that allows people to curate the

content available on the website. Wikipedia is the sixth-most popular website and

constitutes the Internet’s largest and most popular general reference work11.

Perhaps, before the advent of the Web and Social Web, one of the main questions was

“how can I find an information on something?”. But now, one of the main questions

7Provenance of wines on Wikipedia: https://en.wikipedia.org/?title=Provenance#Wines
8Flipboard: https://flipboard.com/
9Facebook: https://www.facebook.com/

10Blogger: https://www.blogger.com/
11Wikipedia in Wikipedia: http://en.wikipedia.org/wiki/Wikipedia

https://en.wikipedia.org/?title=Provenance#Wines
https://flipboard.com/
https://www.facebook.com/
https://www.blogger.com/
http://en.wikipedia.org/wiki/Wikipedia
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arising from this gigantic amount of information is “how can I trust this information I

found?”.

The main issue is we do not know how information was produced and curated. We do

not have enough information (meta-data) on the information we found, revealing how

they were produced, who was involved, and if there is any evidence of other documents

that can back up the information.

This is exactly where provenance is becoming very important. Je↵ Jarvis12 discusses

the importance of provenance in data curation and states that:

“Provenance is becoming more important in many fields. News, like art,

requires provenance. Provenance is no longer merely the nicety of artists,

academics, and wine makers. It is an ethic we expect.”

Hence, in order to be able to answer “how can I trust this information I found?”, one

should not take the word of its creator, but should be able to see the source of that

information, to track it, or be able to have access to the provenance of that information.

Provenance indicates who contributed to information, helps consumers to check where

information came from, why it was selected, and how it was edited (Moreau and Groth,

2013b).

Provenance and Databases

Provenance is a well-known topic in the database community and several surveys exist

on provenance in databases (James Cheney and Tan, 2007; Tan et al., 2007; Glavic and

Dittrich, 2007).

Vast amounts of data are stored in databases. These databases are then queried to

retrieve a subset of data and make it available to people. The query could be for

various purposes such as query for e-science, query for company needs, or query based

on people’s requirements. However one question remains the same: Which parts of

the database contribute to the input according to the query? Cui et al. (2000) o↵er an

approach for computing data provenance in the relational frameworks that is applied to

answer this question.

James Cheney and Tan (2007) review why, how, and where provenance. Why-provenance

is based on the idea of providing information about the witness to a query and is for-

malized by Buneman et al. (2001). Why-provenance refers to the source data that had

some influence on the existence of the data (Buneman et al., 2001).

12The importance of provenance: http://buzzmachine.com/2010/06/27/

the-importance-of-provenance/

http://buzzmachine.com/2010/06/27/the-importance-of-provenance/
http://buzzmachine.com/2010/06/27/the-importance-of-provenance/
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How-provenance, more detailed explanation as compared to the why-provenance, de-

scribes how the input tuples lead to the existence of the output tuple (Tan et al., 2007).

Where-provenance refers to the location(s) in the source databases from which the data

was extracted (Buneman et al., 2001).

There are databases that integrate provenance in their data model such as DBNotes (Chiti-

cariu et al., 2005), SPIDER (Alexe et al., 2006), or Trio System (Benjelloun et al., 2006).

In the Trio System, provenance was utilised to manage the uncertainty over tuples. Ben-

jelloun et al. (2006) states that the confidence of a value in a table can be computed

from the confidence of the data in its provenance. More specifically, the ULDB model

(Uncertainty Lineage Database) underlying Trio combines not only data, but also the

accuracy and provenance of the data, in a database. The provenance is utilised to resolve

uncertainty.

This is an important assertion on provenance that we also utilise in this dissertation.

Later, we exploit the provenance of data in a crowdsourcing application to assess the

quality of data.

In summary, provenance of data in databases can assure accuracy and currency of data.

Also it can bring analysis of erroneous data by identifying the exact set of base data

items that produced the data.

Given all these works, and more, on the integration of provenance in databases, we can

envision a database management system that stores the data and the provenance of the

data. Once the database is queried and the result is available, the provenance of the

data can be attached to the result. In this way, the user understands where the result

is coming from and how it was stored and curated in the database.

Provenance and Reproducibility

Researchers in the scientific community usually collect data from various resources,

such as sensors, questionnaires, and etc, and then run their experiment to attain an

end result. In science, the results of an experiment should be reproducible, under the

model’s assumption, by anyone. In this sense, provenance is regarded as the equivalent of

a logbook by Moreau and Groth (2013b) that captures “all the steps that were involved

in the actual derivation of a result, and which could be used to replay the execution that

led to that result, so as to validate it”. Miles et al. (2007) suggest that provenance can

be utilised in as diverse domains as biology, physics, chemistry, and computer science.
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Provenance and Accountability

People give their information to organizations in order to receive some services. This

exchange of information takes place under a contract or policy that explains how this

information is to be processed, stored, and maintained. Furthermore, users’ information

could be processed by many services in between, and as such, sometimes it is not clear

where information is being passed. Hence, if irregularities happen, it would be di�cult

to understand who was accountable. The notion of accountability becomes important.

Weitzner et al. (2008) state that “the use of information should be transparent so it

is possible to determine whether a particular use is appropriate under a given set of

rules, and that the system enables individuals and institutions to be held accountable

for misuse”. In this sense, Moreau (2011) claims a system is accountable if “it can

provide explanations for its actions, if its past actions are accountable, and if it can

be demonstrated that its processes and decisions are compatible with rules, policies, or

broadly regulations”.

With this in mind, provenance can be utilised as an evidence to show a system is

accountable. For example, Aldeco-Pérez and Moreau (2008) propose a provenance-

based architecture for an accountable system. The system utilised provenance to audit

the processing of private data.

Various domains utilise provenance to see where the data is coming from, how it was

altered, and who was responsible. In the next section, we o↵er an overview on a generic

data model to represent provenance.

2.2.4 PROV-DM: PROV Data Model

In the previous sections, we provide an overview of provenance that is related to our

work. In this section, we o↵er an overview of PROV Data Model (PROV-DM) which is a

generic data model to represent provenance on the web. The W3C Provenance Working

Group has published 13 documents related to provenance (Moreau and Groth, 2013a).

This dissertation makes extensive use of two specifications: PROV-DM: PROV Data

Model (Moreau et al., 2013a) and PROV-N: PROV Notation (Moreau et al., 2013b).

Instead of explaining PROV-DM and its types and relations, we introduce a scenario re-

lated to crowdsourcing and use it to show those PROV-DM types and relations that this

dissertation uses. For a full explanation on PROV-DM, we refer the reader to Moreau

et al. (2013a) and Moreau and Groth (2013b).
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A News Generation Scenario

This scenario is involved with the creation of news by users and further the verification

of each news item by other users. We selected this scenario for a number of reasons: (1)

with this scenario, we are able to explain those parts of PROV-DM that this dissertation

relies on, (2) the scenario is an example of crowdsourcing, and (3) provenance of data

shows how news items are created and verified by users.

CrowdNews13 is a service that allows people to report news. In order to make sure a

news item is correct and genuine, the service asks other users to read the news item

and vote on it. A user can provide a positive vote meaning the user thinks the news is

correct or provide a negative vote meaning the user thinks the news is incorrect.

There are two types of characters in this scenario: (1) CrowdNews organisation and (2)

people. Within CrowdNews, we have following sample people who created or verified

a news item: Bob who created a news item and Alice and John who verified the news

item.

The first part of this scenario is about Bob creating a news item. Bob found out that

there was a flood incident from Twitter and Facebook messages. Later he got a call from

a friend, giving him more information about the flood. Bob went to the CrowdNews

website and submitted a report about this news.

In this news creation, there is a “Flood News” artifact that we try to record the prove-

nance of it. This artifact is called an entity in PROV terminology. An entity is defined as

“a physical, digital, conceptual, or other kind of thing with some fixed aspects; entities

may be real or imaginary” (Moreau et al., 2013a). Other entities that can be identified

are “Tweet”, “Facebook Message”, and “Phone Call”.

“Flood News” artifact was created based on a creation activity. There is a PROV

terminology: activity which is defined as “something that occurs over a period of time

and acts upon or with entities” (Moreau et al., 2013a).

The creation activity was associated with “Bob”; “Bob” was the person who created

“Flood News”. In PROV terminology, “Bob” is an agent, defined as “something that

bears some form of responsibility for an activity taking place” (Moreau et al., 2013a).

The “Flood News” entity was created based on “Tweet”, “Facebook Message”, and

“Phone Call”. In PROV terminology, the relationship between these entities are called

derivation; for example, “Flood News” was derived from “Tweet”.

13The name “CrowdNews” is not real.
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Key PROV-DM relation type

assoc wasAssociatedWith
att wasAttributedTo
gen wasGeneratedBy
der wasDerivedFrom
use used
spe specializationOf

Table 2.1: Mapping of edge key in PROV figures to PROV relation types.

News_Creation

Flood_News

gen

Tweet

der

Facebook_Message

der

Phone_Call

der

Bob

att

News_Creation_Workflow

assoc

Figure 2.4: Provenance graph representing the provenance of news creation by
Bob.

Figure 2.4 represents the provenance of data for the creation of “Flood News” by “Bob”.

In order to show a graphical representation of provenance, we adopt here the Prove-

nance Working Group’s conventions14 for presenting PROV graphically: an entity is

represented by an ellipsis (yellow), an activity by a rectangle (blue), and an agent by a

pentagon (orange).

Note that each edge in Figure 2.4 is associated with a key according to Table 2.1.

Furthermore, it is noteworthy to mention that PROV-DM views provenance as a directed

graph. In this view, provenance is expressed by a directed graph to show how data came

to be produced. A directed graph is a set of nodes connected by directed edges. In

this view, nodes are used to represent data items and edges are used to represent data

derivations and relationships between data nodes.

Section A.1 presents the description of the news creation case written in PROV-N.

After this news item was created and submitted by “Bob”, CrowdNews asked other

people to read the news and verify it. “Alice” and “John” read the news and verified it.

In the verification process, “vote1” entity was created by “News verification 1” activity

which was associated to “Alice”. “vote1” entity was attributed to “Alice” as she provided

“vote1”. Furthermore, according to CrowdNews data model, “vote1” entity was voted on

14See http://www.w3.org/2011/prov/wiki/Diagrams for more information.

http://www.w3.org/TR/prov-dm/#dfn-wasassociatedwith
http://www.w3.org/TR/prov-dm/#dfn-wasattributedto
http://www.w3.org/TR/prov-dm/#dfn-wasgeneratedby
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-used
http://www.w3.org/TR/prov-dm/#dfn-specializationof
http://www.w3.org/2011/prov/wiki/Diagrams
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News_Creation

News_Verification_1

Flood_News

use News_Verification_2

use

gen

Bob

att

News_Creation_Workflow

Vote1

gen

der

Alice

att

vote: +1

Vote2

gender

John

att
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Figure 2.5: Provenance graph representing the provenance of news verification
by Alice and John.

“Flood News”, and as such there is a derivation relation between these two entities. The

process is the same for “John” and anyone else who might verify the news. Figure 2.5

represents the provenance of data for the verification of “Flood News” by “Alice” and

“John”.

Section A.2 presents the description of the news verification case written in PROV-N.

Note that in Figure 2.5, both “vote1” and “vote2” entities are annotated with extra

information. In PROV terminology, this extra information is called attribute.

2.3 Discussion on Trust and Quality

Trust is a topic of major interest in various fields such as Artificial Intelligence, Multi-

Agent Systems, Information and Communication Technologies, and the World Wide

Web. However, in computer science, trust is a term whose definition di↵ers among

researchers. Artz and Gil (2007) collect three general definitions:

• “The firm belief in the competence of an entity to act dependably, securely, and

reliably within a specified context” (Grandison and Sloman, 2000).

• “A subjective expectation an agent has about another’s future behaviour based on

the history of their encounters” (Mui et al., 2002).

• “Trust of a party A to a party B for a service X is the measurable belief of A in

that B behaves dependably for a specified period within a specified context (in

relation to service X)” (Olmedilla et al., 2006).
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In the subsequent sections, first, we shall look at the general trust models in the liter-

ature. These models allow us to have a better understanding of what has been done

so far. However, our main objectives in this dissertation, is to develop a mechanism to

assess the quality of data in crowdsourcing applications. Thus, after discussing some

general trust models, we focus on some trust models or quality assessment approaches

for crowdsourcing applications.

2.3.1 General Trust Models

One of the first works that o↵ered a formal treatment of trust was the trust model

proposed by Marsh (1994). The model is based on social properties of trust and in-

tegrates aspects of trust taken from sociology and psychology; one continuous value of

trust in the range [-1, 1] can be computed. The model is complex and cannot be easily

implemented, and, moreover, the model emphasises agents’ own experiences such that

an agent cannot build a network of trust (Aberer and Despotovic, 2001).

Trust is usually based on an agent’s own experience with respect to past interac-

tions with other agents, whereas reputation utilises information collected from third-

parties (Moreau, 2010).

Reputation-based trust uses personal experience to make a trust decision about an

entity. In lack of personal experience, when there was no interaction between truster

and trustee, experience of others are sought, sometimes these two are combined, to make

a trust judgement. Empowering users to make trust decisions, rather than relying on

consultation with a central trusted third party, was discussed in Abdul-Rahman and

Hailes (1997). They appreciate that selfish or malicious entities coexist with innocent

ones and as such they developed a distributed trust model and a recommendation system.

Some reputation-based trust models follow their ideas (such as Teacy et al. (2006); Yu

and Singh (2003); Sabater and Sierra (2002)).

One of the main applications of trust and reputation-based evaluation is in Multi-Agent

systems. Sabater and Sierra (2002) propose a system to combine reputation information

from the individual and from others enabling users to define who can be trusted and for

what they can be trusted.

An often used methodology for trust computation is Bayesian theory (for example the

works done in Momani et al. (2008); Teacy et al. (2008); Nielsen et al. (2007); Quercia

et al. (2006); Sun et al. (2006); Qi et al. (2005); Lahno (2004); Jøsang (2001)).

Some Bayesian systems take binary ratings as input. They are based on computing rep-

utation scores by statistical updating of beta probability density functions (PDF) (Jsang

et al., 2007). Beta distributions are used in Bayesian inference as they provide a family
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of conjugate prior distributions for binomial distributions. Jsang and Ismail (2002) ap-

ply beta distribution to compute trust value by presenting an approach to take binary

ratings as input and compute reputation scores by using beta PDF.

Based on this work, Teacy et al. (2006) look at the Grid, as a Multi-Agent system, to

develop a model of trust and reputation to ensure good interactions among software

agents given agents may be self-interested, provide false accounts of experiences, and

need to interact with each other even though they have little or no past experience. In

their presented system, TRAVOS (Trust and Reputation model for Agent-based Virtual

OrganisationS), probability theory is applied to compute a trust value for an agent.

Based on subjective experiences, a contract between two agents, truster and trustee,

is either fulfilled, denoted by 1, or not, denoted by 0. Then the number of successful

and unsuccessful interactions are used to compute the tendency of trustee to fulfil its

obligations. An agent is considered to be trustworthy if it has a high probability of

performing a particular action. They claim that given complete information is not

accessible, and according to the Bayesian view, the best we can do is to use the expected

value of success probability of a contract to be satisfied. In order to determine this

expected value, and in Bayesian analysis, the beta family of probability density function

is commonly used as a prior distribution for random variables that take on continuous

values in the interval [0, 1]. The final trust value is computed by applying the standard

equation for the expected value of a beta distribution (Teacy et al., 2006).

Guha et al. (2004) evaluate and rank several methods for propagating trust and distrust.

They address the problem of distrust transitivity in which if A distrusts B and B

distrusts C, we cannot say whether A trusts C. They assume a universe of n users

each of which may assign positive (trust) and negative (distrust) ratings to each other.

From these ratings, two real-valued matrices are constructed, one for trust and the other

for distrust. The main goal is to predict an unknown trust/distrust value in these two

matrices between any two users using the entries which are available.

Gray et al. (2003) consider trust formation and trust propagation in the context of

security applications. They study how trust and recommendations can be propagated

through relatively short paths connecting entities. In this trust-based security frame-

work, the trust value among two nodes connected by a path is the average of the weighted

sum of trust values of all nodes in the path.

Quercia et al. (2007) design a mechanism for trust propagation in order to form opinions

about content producers with whom there might be no past interactions. They define

trust propagation as the process of forming opinions. Their model works on a graph-

based semi-supervised learning scheme. In this graph, nodes are either rated or unrated

and are connected to each other if they are related. Two nodes are related if their ratings

are similar. The model is able to get the knowledge which is already available in this

graph to construct a function that is capable of predicting unrated nodes.
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2.3.2 Crowdsourcing and Quality

The advantages of crowdsourcing are mainly in saving cost and increasing speed in data

collection, however, the main challenge is to obtain data of high quality. To improve

reliability with noisy data (due to individual biases or adversarial workers), one solution

is to assign the same task to multiple workers (Bernstein et al., 2010); their responses

are then fused together to estimate the correct response.

The Majority Voting method is the simplest consensus method for combining workers’

responses (Sheng et al., 2008). This approach assumes that all workers are equal and

no distinction is made between experts and novices. Furthermore, the Majority Voting

approach looks at each task in isolation.

In order to solve these limitations, some are looking at the application of expectation

maximisation (EM), näıve Bayes (Russell et al., 1995), or an adaptation of them to

simultaneously estimate the final output and reliability of workers.

Dawid and Skene (1979) looked at the consistency between labellers for multivalued

annotations. They modelled user’s accuracy by a confusion matrix. Their solution is

based on an EM algorithm which includes two steps: (1) In the E-step, they estimate the

correct answer for each task based on all the labels that have been provided by multiple

users. In this step, they also consider the expertise of each user. (2) In the M-step, they

estimate the expertise (quality) of each user by comparing the submitted answers to the

inferred correct answers. The final output of this system is all the estimated correct

answers for each task and a confusion matrix for each user, showing expertise and error

probabilities for each user.

Demartini et al. (2012) utilised EM in their system known as ZenCrowd. In this case, the

reliability of workers enables the detection of adversarial workers. ZenCrowd combines

the results of answers generated automatically with the answers by workers in order to

link entities recognised in a text with entities in the Linked Open Data (LOD) cloud.

Their approach is application-specific to LOD domain. Furthermore, they evaluate the

system in an o✏ine environment. Their approach is di↵erent from ours in yet another

perspective in that they envision a learning phase to label workers and decide how to

weight the worker’s answers. This might not be always feasible as it requires a list of

ground truths.

To this end, Snow et al. (2008) report on their system where an EM-based algorithm

and a näıve Bayes classifier are employed to compute confusion matrices for each worker,

which capture workers’ error behaviour. Given the matrices, it is possible to detect

and model workers who produce perfect response as one class and adversarial workers

(opposite ones) as other class. More specifically, their technique can be employed for

bias correction. They note that the reliability of users varies in which some users are

accurate but some make mistakes. They put forth three ways to improve quality: (1)



Chapter 2 Background 36

more users can be recruited, (2) monetary rewards can be paid to highly reliable users

and deny payments to unreliable ones, and (3) reliability and biases of users can be

modelled and can be corrected. This work and many more in the literature support the

assumptions being made in this dissertation:

Redundancy.

A task in the crowdsourcing application should be allocated to more than one

worker.

Fusion.

The responses to a task coming from multiple workers should be fused together so

that a final response (or result) is estimated.

Reliability.

Reliability of workers should be computed and should be considered as an impor-

tant factor in quality assessment.

Snow et al. (2008) used AMT to collect labels on a variety of natural language pro-

cessing tasks and then investigate the accuracy of collected labels. They compared the

results obtained from AMT against labels that had been previously created by expert

annotators. They reported a high agreement between AMT non-expert annotations and

existing expert annotators.

This result is confirmed by the studies done by Sorokin and Forsyth (2008). They showed

crowdsourcing data annotation task to AMT is not only cheap and quick but also the

quality is good and can be controlled. They recommend three strategies to assess quality

of data: The first strategy is to collect multiple annotations for each image. Although

this strategy helps to reduce the possible errors and to find malicious users, cost of

annotation is increased. Furthermore all these annotations should be combined so a

true annotation can be estimated. The second strategy involves performing a grading

task. In this strategy, a user is presented with several annotated images and is required

to score every annotation. The third strategy is to build a gold standard; that is to build

a collection of images with trusted annotations. The gold standard helps to evaluate

users and catch adversarial users. Users are presented with images from gold standard

from time to time, without knowing whether the image is coming from gold standard.

If the annotations provided by the user vary significantly with the gold standard, the

user is not performing what has been asked from him. Sorokin and Forsyth (2008)

showed that users tried to accomplish the task they have been asked for and most of the

disagreements come from di�cult cases (when the question was di�cult to answer).

Whitehill et al. (2009) identified three main challenges in using crowdsourcing infras-

tructures like AMT: (1) Users have wide ranging levels of expertise; some users may

perform well and some may be adversarial; (2) tasks may vary in their level of di�culty;
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and (3) multiple labels for the same task must be combined to provide an estimate of

the actual label. To remedy these challenges, they employ EM to estimate the final

output, expertise of workers, and di�culty of the task, in their system called GLAD.

However, this algorithm requires an initial starting point which is typically randomly

guessed. The algorithm is highly sensitive to this initialization, making it di�cult to

predict the quality of the resulting estimate (Karger et al., 2011). Furthermore this

approach does not take di↵erent activities in crowdsourcing applications into account

(for example creating and scoring of data products).

Similarly, Welinder and Perona (2010) propose a model based on the EM algorithm

that infers the final output and computes a multi-dimensional measure of the workers’

ability. From this model, they derive an online algorithm that finds and prioritizes

experts when requesting labels. This model is applicable in labelling applications where

a set of images are required to be labelled. Furthermore, they assume that a pool of

workers are available. This assumption does not hold true in crowdsourcing platforms

such as Amazon Mechanical Turk where workers are not always online; they look for tasks

to undertake and then leave the platform. Moreover, the online algorithm was evaluated

in a simulated environment without evaluating the performance of the algorithm itself.

Unlike the quality model proposed in that paper, our system does not assume a specific

application domain and by using provenance of data, our approach does not rely on the

data model deployed in the crowdsourcing application. Furthermore, the quality model

does not rely on the availability of a pool of workers. The online algorithm (PEDRA-O)

was evaluated in a real online environment and its performance, in terms of response

time, communication, and storage, was evaluated.

Sheshadri and Lease (2013) classify the above methods into: (1) those that model work-

ers’ noise and expertise (GLAD, ZenCrowd), (2) those that model worker biases (EM

algorithm, näıve Bayes, and ZenCrowd), and (3) those that additionally consider task

di�culty (GLAD). Welinder et al. (2010) incorporated all of these features into a same

model. Hence, it is not only able to estimate the underlying true output, but also it

considers each task to have di↵erent characteristics, and each worker to have di↵erent

variables such as competence, expertise, and bias.

None of the quality models introduced above fits to our objectives introduced in Sec-

tion 1.6, mainly because, either tasks are being considered in isolation and not thorough

the application, reliability of workers are not being considered, di↵erent activities (cre-

ation and scoring) are not considered, the model is not generic and rely on application

data model or is appropriate for certain application domain, or the quality model has

not been evaluated in an online environment. More specifically:

• The Majority Voting method assumes that all workers are equal and no distinction

is made between experts and novices.
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• The approach o↵ered by Demartini et al. (2012) is domain-specific to Linked Open

Data domain. Furthermore, this approach requires a learning phase to label work-

ers and decide how to weight the worker’s answers.

• Snow et al. (2008) o↵ers a quality assessment approach for crowdsourcing applica-

tions, but their approach is domain-specific to natural language processing tasks.

• Whitehill et al. (2009) does not take di↵erent activities in crowdsourcing applica-

tions into account (for example creating and scoring of data products). Further-

more, their approach is specific to image labelling.

• Both Welinder and Perona (2010) and Welinder et al. (2010) o↵er quality assess-

ment techniques for crowdsourcing applications but both techniques are domain-

specific to labelling applications and they assume a pool of workers are available.

Furthermore, they have not considered di↵erent kind of activities in a crowdsourc-

ing application (creation and scoring of data products).

Finally, Simpson et al. (2011) present a Bayesian-based classifier that can be utilised to

group workers according to their expertise. It is beneficial to classify workers (e.g. ex-

perts, novices, or adversarial) so that tasks can be allocated according to their expertise.

Simpson et al. (2011) estimate the end result of a task using IBBC (Ghahramani and

Kim, 2003) and then identify clusters of users. Therefore, the estimation of the ground

truth is done without considering the clustering structure of the workers (Moreno et al.,

2014). Furthermore, Simpson et al. (2011) do not di↵erentiate between cases when a

data product is created and when a data product is scored, assuming that reliability of a

worker in data product creation is di↵erent than scoring (i.e. verifying). Simpson et al.

(2011) assume individual tasks are independent from each other; as such, their solution

cannot be applied to problems involving inter-dependent micro-tasks (Tran-Thanh et al.,

2015). For example, Bernstein et al. (2010) utilise Find-Fix-Verify workflow to design a

crowdsourcing application where a sentence is presented to workers to find the mistakes

in a sentence. Then, these mistakes are presented to other workers so that they can fix

the mistakes. At the end, another set of workers verify the fixes (similar workflow is

employed in Lin et al. (2012), Ramchurn et al. (2013), and other).

In Section 2.4, we will identify important factors when quality of data is required to be

assessed in a crowdsourcing application. Then, we will identify a set of shortcomings in

the literature that motivate the work presented in this dissertation.

2.3.3 Provenance and Quality

In this paper, we put forth a quality assessment approach that exploits provenance of

data to assess the quality of data. Provenance has been previously used in a number
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of contexts for assessing the credibility of data and helping users to make trust judge-

ments (Ainy et al., 2014; Moreau et al., 2013a; Moreau, 2010; Golbeck, 2006a).

Huang (2008) considers the issue of determining the validity and origin of knowledge on

the Web. They introduce knowledge provenance consisting standards and processes of

how to model and maintain the evolution and validity of knowledge. This model works

on truth value of propositions in the Web. They provide an ontology and semantics to

give a formal and explicit specification of their model.

Golbeck (2006a) considers trust inference in the Semantic Web by utilising provenance.

They suggest a two level approach to integrate trust, provenance, and annotations in

Semantic Web systems. First, provenance of existing trust annotations in social networks

are used to compute trust recommendations. Then these values are combined with the

provenance of other annotations to personalise content.

Dai et al. (2008) propose a data provenance trust model that takes into account various

factors and, based on them, assigns trust scores to both data and data providers.

Prat and Madnick (2008) argue that believability is an important aspect of data quality

and then provide a precise approach to compute it using provenance.

Willett et al. (2013) propose an approach to make the provenance of data available to

the task executor in order to help them understand if the generated data by the worker

is reliable or not.

More recently, provenance has been incorporated into crowdsourcing applications. For

example, Huynh et al. (2013a) present an application-independent methodology to anal-

yse provenance graphs to extract some network metrics that correlate to trust. They

evaluated their approach using CollabMap (Ramchurn et al., 2013) after CollabMap

execution was finished and the dataset was ready. Their approach seems to be applica-

ble after the execution of a crowdsourcing application is finished, and as such, cannot

be employed while the crowdsourcing application is executing live and provide online

feedback to the application so that it can improve its behaviour.

Stamatogiannakis et al. (2014) highlight that in order to produce trusted results, we

require both a trustworthy execution environment and trustworthy data. Therefore,

they mention provenance plays an important role in ascertaining trustworthiness of data.

They o↵er an approach to capture and reconstruct provenance, thus building trust on

both newly generated and existing data.

Baillie et al. (2015) present a model for quality assessment over linked data known

as QUAL. This provenance-aware quality model allows an agent to reason about data

provenance when performing quality assessment.
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Miles and Gri�ths (2015) state that the context of previous interactions contains infor-

mation that could be valuable for reputation assessment. This statement is the foun-

dation of our approach as well where we assume that a worker’s past performance is

an indicator of their reliability and how they may perform in the future (as backed by

Teacy et al. (2006)). However, Miles and Gri�ths (2015) claim that existing methods

do not fully consider the circumstances in which agents have previously acted. As such,

they propose a provenance-based approach to reputation assessment, using a set of pat-

terns that describe the circumstances to determine the relevance of past interactions.

Basically, they look into patterns in the provenance that indicate situations relevant to

the current client’s needs and mitigating circumstances a↵ecting the providers.

2.4 Summary

In this chapter, we divided the discussion into three main areas, each of which are key

points related to this dissertation.

First, in Section 2.1, we introduce crowdsourcing as a process of obtaining needed services

by recruiting contributions from a large group of people. After a brief overview on the

history of crowdsourcing, we focused on application of crowdsourcing. Although we

cannot bring an example from each domain, this section shows the wide range of domains

in which crowdsourcing has been utilised. At the end, we introduced some concerns over

the use of crowdsourcing and we mentioned that this dissertation, in part, would o↵er a

generic mechanism to resolve the concern on quality of data.

Second, in Section 2.2, we introduced provenance as the origin or source of something

that can be used to form assessments about its quality, reliability or trustworthiness.

After a brief overview on the history of provenance, we focused on the application and

definition of provenance. At the end, we introduced PROV-DM as a generic and domain-

agnostic data model to model and capture provenance of a system.

Third, in Section 2.3, we presented a discussion on trust and quality. After introducing

some general trust models in the literature, we focused on quality issues in crowdsourcing

applications and what has been done so far. We further surveyed the literature on works

that exploit provenance of data to compute a notion of quality.

Based on the literature review, we identify the following as important factors when

quality of data is required to be assessed in a crowdsourcing application:

1. A task should be allocated to more than one worker for verification purposes (Bern-

stein et al., 2010; Sheng et al., 2008; Sorokin and Forsyth, 2008).

2. The reliability of each worker is required to be assessed and considered in the data

quality assessment (Demartini et al., 2012; Snow et al., 2008)
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3. A quality assessment approach is required to consider that there might be di↵erent

kind of activities in a crowdsourcing application and as such is required to consider

them when computing a reliability measure for workers (Welinder and Perona,

2010).

4. The verification data supplied by each worker on a task is required to be merged (or

fused), so that a final output can be computed, and for this purpose, a probabilistic

model can be applied (Teacy et al., 2006; Whitehill et al., 2009; Welinder and

Perona, 2010)

Following our discussion on the literature in crowdsourcing, provenance, and quality

assessment and based on the above four factors, we identify the following shortcomings

that motivate the work presented in the proceeding chapters:

1. Workers’ reliability: Some of the quality assessment approaches for crowdsourcing

applications evaluate the quality of the data without taking workers’ reliability

into account (e.g. popular Majority Voting approach, refer to Section 2.3.2). As

such, it is required to develop a quality assessment approach that considers the

reliability of workers as well. In this way, the approach makes a distinction between

verification of reliable and unreliable workers. Furthermore, the approach is able

to identify adversarial workers.

2. Interoperability: In the literature, there is a lack of interoperability with tools due

to application-specific data structures. For example, the trust models suggested in

the literature (refer to Section 2.3.2) are not generic and are designed for a specific

crowdsourcing domain. As such, it is required to develop a quality assessment

approach that is generic (i.e. it does not rely on the design of the crowdsourcing

application, neither on its data model). In this way, there is no need to change

the quality assessment approach for every crowdsourcing application.

3. Online feedback: There are some quality assessment approaches in the literature

that evaluate the quality of data generated in a crowdsourcing application af-

ter the execution of the application is finished, i.e. o✏ine environment, (refer to

Section 2.3.2). However, the performance of a quality assessment approach in

providing online feedback to the crowdsourcing application while it is executing

live has not been evaluated in a real-world setting (i.e. online environment). The

online deployment of a quality assessment approach is in the pursuit of improving

the application’s performance.
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We should note that we employ probability theory and a heuristic technique in our

quality assessment approach. We assume the outcome of an interaction (e.g. in the

verification activity of a crowdsourcing application) is represented as a binary variable15.

In the next chapter, we focus on how provenance can be utilised to capture what hap-

pened in the system, what was generated, and who was responsible. Provenance is also

employed to capture the full history of workers’ interactions that later is exploited so

that the quality of data is assessed.

15Representing the outcome of an interaction as a binary variable is a simplification made for the
purpose of our work that covers variety of crowdsourcing applications. In certain circumstances, a more
expressive representation may be appropriate which is part of our future work.
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Provenance Patterns for

Crowdsourcing Applications

According to the objectives in Chapter 1, we aim to develop a provenance-enriched

quality assessment approach for crowdsourcing applications that are built on the Find-

Fix-Verify (FFV) workflow.

Earlier, we mentioned that the quality assessment in FFV-based crowdsourcing appli-

cations can be done based on the users’ verifications and how good a user has been

performing in the application (i.e. the reliability of a user). We assume that a user’s

past performance is an indicator of their reliability and how they may perform in the

future. In order to record users’ past interactions and the verification activities in a

crowdsourcing application, we propose to record the provenance of data and exploit it

to assess the quality of data and reliability of users.

In order to exploit the provenance of data for any FFV-based crowdsourcing application,

in this chapter, we propose a set of provenance patterns that shape the provenance of

data. More specifically, and recalling from Chapter 1, the contribution of this chapter

is as follows:

Contribution We specify a set of generic patterns that shape the provenance of data

for di↵erent activities that are undertaken in a FFV-based crowdsourcing application.

More specifically, create pattern shapes the provenance of data when data is created;

score pattern shapes the provenance of data when data is verified or scored; revision

pattern and agent pattern shape the provenance of data given a data product or a

worker evolve through the execution of a crowdsourcing application.

This chapter consists of six parts:

43
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• Section 3.1 introduces the generic provenance patterns that shape the provenance

of data in any FFV-based crowdsourcing application.

• Section 3.2 discusses the requirements of provenance patterns.

• Section 3.3 presents the provenance patterns.

• Section 3.4 realises the provenance patterns in CollabMap (refer to Section 2.1.7)

to shape the provenance of data generated by this crowdsourcing application.

• Section 3.5 o↵ers a discussion on the provenance patterns.

• Section 3.6 summarises this chapter.

3.1 An Overview on Provenance Patterns

Bernstein et al. (2010) introduced the FFV workflow as one method of utilising crowds

to complete open-ended tasks. It consists of three phases in which workers can make

di↵erent types of contributions. In the find phase, participants are requested to identify

patches of work that require more attention. In the fix phase, workers focus on an

identified area, and perform manipulations to “fix” it. Finally, the verify phase is

concerned with quality control, and relies on workers’ voting on the fixes produced

in the previous phase.

While the distinction between the find and fix phases is significant in crowdsourcing

applications to classify workers’ contributions and to determine the kind of worker en-

rolment and voting that is required, from a provenance perspective, such phases simply

result in new data products. On the other hand, quality control relies on votes or ratings,

both of which are subsumed under the category of scores. Data products can undergo

revisions, whereas votes relate to specific versions of data products. Workers them-

selves get successively allocated tasks, and their expertise and performance may vary

over time: hence, from a provenance perspective workers can also be seen as versioned;

having multiple versions at di↵erent points in time.

Based on this background, we design four templates, which we call provenance patterns,

inspired from PROV-TEMPLATE (Michaelides et al., 2014). We recognised that the

provenance generated in a crowdsourcing application follows patterns that are repeated

during the lifetime of an application. Thus, we propose the provenance patterns in

Section 3.3. Similar to Michaelides et al. (2014), each provenance pattern specifies some

variables acting as placeholder for values to be specified.

The provenance patterns are required to cover any FFV-based crowdsourcing application

where a data product is created by a worker and scored by multiple workers. Further-

more, they are required to be generic. In each pattern, there should be some identifiers

as variables (or placeholders) to be instantiated by values.
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3.2 Provenance Patterns Requirements

This section lists all the requirements of the provenance patterns.

Requirement 1 The provenance patterns are required to cover any FFV-based crowd-

sourcing application.

Given the research objectives introduced in Section 1.6, the provenance patterns

introduced in this section should cover any FFV-based crowdsourcing application

where a data product is created by a worker and verified (or scored) by other

workers.

Requirement 2 The provenance patterns are required to be generic.

The provenance patterns should not rely on the data model a crowdsourcing

application chooses, neither on the domain the crowdsourcing application is op-

erating.

Requirement 3 The provenance patterns are required to shape the provenance of data

when data was created by a worker for any FFV-based crowdsourcing application.

According to the FFV workflow, a crowdsourcing application assigns a task to

a worker, requiring the worker to create a data product. As such, a provenance

template should provide placeholders for the crowdsourcing application to fill,

which are in regards to the data product creation. In this way, the provenance

of data is captured and it is possible to exploit the provenance to retrieve what

was created and who created it.

Requirement 4 The provenance patterns are required to shape the provenance of data

when data was verified (i.e. scored) by a worker for any FFV-based crowdsourcing ap-

plication.

According to the FFV workflow, a crowdsourcing application assigns a task to

a worker, requiring the worker to verify (i.e. score) a data product. As such, a

provenance template should provide placeholders for the crowdsourcing applica-

tion to fill, which are in regards to the data product scoring. In this way, the

provenance of data is captured and it is possible to exploit the provenance to

retrieve what was scored, who scored it, and what score was provided.

Requirement 5 The provenance patterns are required to shape the provenance of data

when a data product or a worker is undergoing revision (and more information regarding

them is becoming available) for any FFV-based crowdsourcing application.
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As workers verify a data product, more information regarding that data product is

becoming available; i.e. the data product is undergoing revision. Same holds true

for workers: as a worker collaborates with the crowdsourcing application, more

information about worker’s performance is becoming available; i.e. the worker is

undergoing revision. Hence, from a provenance perspective, data products and

workers can be seen as versioned; having multiple versions at di↵erent points in

time. As such, a provenance template should provide placeholders for the crowd-

sourcing application to fill, which are in regards to tracking di↵erent versions of

a data product or a worker.

3.3 Provenance Patterns

3.3.1 Create Pattern

In this section, we introduce create pattern.

Intent

Shape the provenance of data when something is created by a worker.

Motivation

Consider a crowdsourcing application that allocates a task to a worker. The worker is

required to create something (based on the FFV workflow). For example, the worker

creates a news entry (refer to the “A News Generation Scenario” introduced in Sec-

tion 2.2.4), or identifies a mistake in a sentence. The question is how to generate the

provenance of this data generation for any FFV-based crowdsourcing application.

We solve this problem by o↵ering a template (a provenance pattern) and specifying some

variables acting as placeholder for values to be specified. The pattern is called create

pattern which is concerned with a data product (dp.v) being created and attributed to

an agent (agent.v), on the basis of some input (input.v), in the course of an activity

executed according to some workflow or plan (plan.v).

This provenance pattern requires the crowdsourcing application to fill the values for the

following placeholders:

1. dp.v: what was created. The provenance element associated to this item is of type

DataProduct which specifies this provenance element is a data product.

http://www.w3.org/TR/prov-dm/#concept-plan
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2. input.v: whether there was additional input. The provenance element associated

to this item is of type CreationInput which specifies this provenance element is an

input of the data product creation.

3. plan.v: under what plan the creation happened. The provenance element associ-

ated to this item is of type CreationPlan which specifies this provenance element

is a plan for the creation of the data product.

4. agent.v: who was involved in the creation process. The provenance element asso-

ciated to this item is of type Creator which specifies this agent created the data

product.

5. activity: the activity that happened which resulted into the creation of the data

product. The provenance element associated to this item is of type CreationAc-

tivity which specifies this provenance element is a creation activity.

Note that there is a “v” in the name of some artifacts, such as a data product (dp.v)

or a worker (agent.v). This means that specific artifact is versioned. Refer to revision

pattern (Section 3.3.3) and agent pattern (Section 3.3.4) for further information.

Provenance Graph

Figure 3.1 shows the provenance graph for create pattern. It can be seen in this figure

that each provenance element (entities, activities, and agents) is of type as described

earlier.

PROV Notation

Listing 3.1 is the PROV-N representation of create pattern.
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activity

input.v

use

type: CreationActivity

plan.v

type: CreationPlan

type: CreationInput
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type: DataProduct

type: Creator
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Figure 3.1: Provenance graph shaped by create pattern.

1 document

2 prefix var <https://provenance.ecs.soton.ac.uk/var#>

3 prefix rating <https://provenance.ecs.soton.ac.uk/ns/rating#>

4

5 activity(var:activity,-,-,[prov:type = ‘rating:CreationActivity’])

6 entity(var:plan.v,[prov:type = ‘rating:CreationPlan’])

7 entity(var:input.v,[prov:type = ‘rating:CreationInput’])

8 entity(var:dp.v,[prov:type = ‘rating:DataProduct’])

9 agent(var:agent.v,[prov:type = ‘rating:Creator’])

10

11 wasAssociatedWith(var:waw1;var:activity,var:agent.v,var:plan.v)

12 used(var:use1;var:activity,var:input.v,-)

13 wasGeneratedBy(var:wgb1;var:dp.v,var:activity,-)

14 wasAttributedTo(var:wat1;var:dp.v, var:agent.v)

15 wasDerivedFrom(var:wdf1;var:dp.v, var:input.v)

16 endDocument

Listing 3.1: Provenance of data shaped by create pattern in PROV-N

representation

3.3.2 Score Pattern

In this section, we introduce score pattern.
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Intent

Shape the provenance of data when something is scored or verified by a worker.

Motivation

Consider when a crowdsourcing application allocates a task to a worker in which some-

thing is required to be verified or scored. For example, after a news item is created by

a worker, another worker is required to read it and verify the correctness of the item

(refer to the “A News Generation Scenario” introduced in Section 2.2.4). The question

is how to generate provenance of this data verification for any FFV-based crowdsourcing

application.

We solve this problem by o↵ering a template (a provenance pattern) and specifying

some variables acting as placeholder for values to be specified. The pattern is called

score pattern which is about the scoring of a data product (dp.v) by an agent (agent.v);

the scoring is performed according to a plan (plan.v). With the term score (score), we

include notions such as “votes” or “ratings”. A new score would result in a new version

of the data product.

This provenance pattern requires the crowdsourcing application to fill the values for the

following placeholders:

1. agent.v: who was involved in the scoring process. The provenance element as-

sociated to this item is of type Scorer which specifies this agent scored the data

product.

2. plan.v: under what plan the scoring happened. The provenance element associated

to this item is of type ScoringPlan which specifies this provenance element is a plan

for the scoring of the data product.

3. dp.v: what was scored. The provenance element associated to this item is of type

DataProduct which specifies this provenance element is the data product which

was scored.

4. score: what was the score provided by the scorer. The provenance element associ-

ated to this item is of type Score which specifies this provenance element is a score.

Note that the prov:value of this provenance element must be set to the value of

the score which is either +1 or �1.

5. activity: the activity that happened which resulted into the creation of score.

The provenance element associated to this item is of type ScoringActivity which

specifies this provenance element is a scoring activity.
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Note that there is a “v” in the name of some artifacts, such as a data product (dp.v)

or a worker (agent.v). This means that specific artifact is versioned. Refer to revision

pattern (Section 3.3.3) and agent pattern (Section 3.3.4) for further information.

It is important to mention that each time there is a score (i.e. each time a worker

verifies a data product), there is a new version of the data product. Therefore, both

the score provided by the worker and that version of the data product are attributed to

the version of the worker (note that each data product or worker has di↵erent versions;

refer to Section 3.3.3 and Section 3.3.4 for a discussion on versions).

Provenance Graph

Figure 3.2 shows the provenance graph for score pattern. It can be seen in this figure

that each provenance element (entities, activities, and agents) is of type as described

earlier. Note that the prov:value of score is set to X which is a placeholder for the value

of the score, either +1 or �1.

PROV Notation

Listing 3.2 is the PROV-N representation of score pattern.

1 document

2 prefix var <https://provenance.ecs.soton.ac.uk/var#>

3 prefix rating <https://provenance.ecs.soton.ac.uk/ns/rating#>

4

5 activity(var:activity,-,-,[prov:type = ‘rating:ScoringActivity’])

6 entity(var:plan.v,[prov:type = ‘rating:ScoringPlan’])

7 entity(var:score,[prov:type = ‘rating:Score’, prov:value = ‘X’])

8 entity(var:dp.v,[prov:type = ‘rating:DataProduct’])

9 agent(var:agent.v,[prov:type = ‘rating:Scorer’])

10

11 wasAssociatedWith(var:waw1;var:activity,var:agent.v,var:plan.v)

12 used(var:use1;var:activity,var:dp.v,-)

13 wasGeneratedBy(var:wgb1;var:score,var:activity,-)

14 wasAttributedTo(var:wat1;var:score, var:agent.v)

15 wasAttributedTo(var:wat2;var:dp.v, var:agent.v)

16 wasDerivedFrom(var:wdf1;var:score, var:dp.v,[prov:type = ‘rating:Scoring’])

17 endDocument

Listing 3.2: Provenance of data shaped by score pattern in PROV-N

representation

Note that the derivation relation from score to dataProduct.v is of type “Scoring”.

3.3.3 Revision Pattern

In this section, we introduce revision pattern.
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Figure 3.2: Provenance graph shaped by score pattern.

Intent

Shape the provenance of data when something evolves over time.

Motivation

Consider a data product that was created by a worker. This data product is required to

be verified by other workers. At each verification, there are more information in regards

to the data product that can be used for variety of purposes, such as quality assessment.

The question is how to shape the provenance of data when data evolve over time.

We solve this problem by o↵ering a template (a provenance pattern) and specifying some

variables acting as placeholder for value to be specified. The pattern is called revision
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pattern, which shows that all artifacts, such as a data product, evolve over time, and

therefore, are versioned. Thus, the create pattern results in a new specific version of a

data product, based on an input, (which can also be its previous version). Likewise, the

score pattern allows for the scoring of a given version of a data product.

This provenance pattern requires the crowdsourcing application to fill the values for the

following placeholders:

1. dp: which is the main version-less data product. The provenance element associ-

ated to this item is of type DataProduct which specifies this provenance element

is a data product.

2. dp.v1: which is a version of a data product. The provenance element associated to

this item is of type DataProductVersioned which specifies this provenance element

is a version of a data product.

3. dp.v2: which is a version of a data product. The provenance element associated to

this item is of type DataProductVersioned which specifies this provenance element

is a version of a data product.

Being able to distinguish the di↵erent versions of artifacts, such as a data product,

allows provenance-enabled crowdsourcing applications to define quality measures over

these, which in turn can be used for data quality assessment. The provenance of data

also contains a data product which may be referred to irrespectively of its actual versions.

A specific version is said to be a specialization of the general/non-versioned artifact.

The revision pattern is known as “PLAN FOR REVISIONS” (Moreau and Groth, 2013b)

where they o↵ered a recipe to answer “How does one express revisions to a resource or

document using PROV?”. This recipe allows the provenance to be described at multiple

levels of abstraction.

We define a data product as some data plus some ratings (i.e. measures), which alto-

gether, we consider as an entity, for the purpose of provenance. Each version of a data

product contains a set of fixed attributes that describe more information about that

data product at a certain period of time (such as the validity of the data product).

It is noteworthy to mention that the data is not changing (i.e. the worker does not provide

new information on the data product), but because scores are added and therefore,

ratings (i.e. measures) are changing, we look at them as di↵erent entities.

Provenance Graph

Figure 3.3 shows the provenance graph for revision pattern. It can be seen in this figure

that each provenance entity is of type as described earlier.



Chapter 3 Provenance Patterns for Crowdsourcing Applications 53

dp

type: DataProduct dp.v1
spe

type: DataProductVersioned dp.v2

speder

type: DataProductVersioned

Figure 3.3: Provenance graph shaped by revision pattern.

PROV Notation

Listing 3.3 is the PROV-N representation of revision pattern.

1 document

2 prefix var <https://provenance.ecs.soton.ac.uk/var#>

3 prefix rating <https://provenance.ecs.soton.ac.uk/ns/rating#>

4

5 entity(var:dp,[prov:type = ‘rating:DataProduct’])

6 entity(var:dp.v1,[prov:type = ‘rating:DataProductVersioned’])

7 entity(var:dp.v2,[prov:type = ‘rating:DataProductVersioned’])

8

9 specializationOf(var:dp.v1,var:dp)

10 specializationOf(var:dp.v2,var:dp)

11 wasDerivedFrom(var:rev1;var:dp.v2, var:dp.v1,[prov:type = ‘prov:Revision’])

12 endDocument

Listing 3.3: Provenance of data shaped by revision pattern in PROV-N

representation
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3.3.4 Agent Pattern

In this section, we introduce agent pattern.

Intent

Shape the provenance of data when an agent (a worker) evolves over time.

Motivation

Consider a worker in the crowdsourcing application who creates and scores data prod-

ucts. As time progresses, there are more information on the performance and reliability

of this worker and it can be said that the worker evolves over time. The question is how

to shape the provenance of data when a worker evolves over time.

We solve this problem by o↵ering a template (a provenance pattern) and specifying

some variables acting as placeholder for value to be specified. The pattern is called

agent pattern, which shows that all agents (workers), evolve over time, and therefore,

are versioned. Thus, both create pattern and score pattern result in a new specific version

of a worker.

This provenance pattern requires the crowdsourcing application to fill the values for the

following placeholders:

1. agent: which is the main version-less worker (creator or scorer). The provenance

element associated to this item is of type either Creator or Scorer according to the

role of the worker which specifies this agent is either a creator or a scorer.

2. agent.v1: which is a version of a worker. The provenance element associated to

this item is of type either CreatorVersion or ScorerVersion according to the role of

the worker which specifies this agent is either a creator or a scorer.

3. agent.v2: which is a version of a worker. The provenance element associated to

this item is of type either CreatorVersion or ScorerVersion according to the role of

the worker which specifies this agent is either a creator or a scorer.

Being able to distinguish the di↵erent versions of agents allows provenance-enabled

crowdsourcing applications to define quality measures over these, which in turn can

be used to schedule the work. The provenance of data also contains a worker which

may be referred to irrespectively of its actual versions. A specific version is said to be a

specialization of the general/non-versioned artifact.
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The agent pattern is inspired from “PLAN FOR REVISIONS” (Moreau and Groth,

2013b).

Same as revision pattern, we define a worker as some agent plus some ratings (i.e.

measures), which altogether, we consider as an agent, for the purpose of provenance.

Each version of a worker contains a set of fixed attributes that describe more information

about that worker at a certain period of time (such as the reliability of the worker).

It is noteworthy that the worker is not changing, but because ratings of a worker (i.e.

measures) are changing, we look at them as di↵erent agents.

Provenance Graph

Figure 3.4 shows the provenance graph for agent pattern. It can be seen in this figure

that each provenance agent is of type as described earlier. Note that the type of the

general agent is set to X (which is a placeholder for the role of the worker, either creator

or scorer) and the type of each version is set to Y (which is a placeholder according to

the role of the worker, either CreatorVersioned or ScorerVersioned).

PROV Notation

Listing 3.4 is the PROV-N representation of agent pattern.

1 document

2 prefix var <https://provenance.ecs.soton.ac.uk/var#>

3 prefix rating <https://provenance.ecs.soton.ac.uk/ns/rating#>

4

5 agent(var:agent,[prov:type = ‘rating:X’])

6 agent(var:agent.v1,[prov:type = ‘rating:Y’])

7 agent(var:agent.v2,[prov:type = ‘rating:Y’])

8

9 specializationOf(var:agent.v1,var:agent)

10 specializationOf(var:agent.v2,var:agent)

11 wasDerivedFrom(var:rev1;var:agent.v2, var:agent.v1,[prov:type = ‘prov:Revision’])

12 endDocument

Listing 3.4: Provenance of data shaped by agent pattern in PROV-N

representation

3.3.5 Summary of Types

In this dissertation, we rely on various namespaces identified by the following URIs and

denoted by corresponding prefixes (Table 3.1).

Table 3.2 summarises all the types that were used in the provenance patterns in Sec-

tion 3.3. All of these types are in rating prefix shown in Table 3.1.
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type: Y agent.v2

speder

type: Y

Figure 3.4: Provenance graph shaped by agent pattern.

Prefix Namespace URI Description

rating https://provenance.ecs.soton.ac.uk/ns/rating# The namespace for ratings
var https://provenance.ecs.soton.ac.uk/var# The namespace for exam-

ples
prov http://www.w3.org/ns/prov# The prov namespace

Table 3.1: Summary of all namespaces in provenance patterns.

3.4 Provenance Patterns in CollabMap

We use the provenance patterns introduced in Section 3.3 to shape the provenance of

data generated by the CollabMap application (introduced in Section 2.1.7) by filling the

placeholders introduced in each template.

Figure 3.5 shows a sample provenance graph where building10 was created by user7 and



Chapter 3 Provenance Patterns for Crowdsourcing Applications 57

Type PROV Concept Description

CreationPlan Entity A plan to create a data product
ScoringPlan Entity A plan to score a data product
CreationInput Entity An input to the creation of a data prod-

uct
Score Entity A score (i.e. a rating or a vote) provided

by a worker
DataProduct Entity An entity that is a data product
DataProductVersioned Entity An entity that is a version of a data

product

CreationActivity Activity An activity that is concerned with the
creation of a data product

ScoringActivity Activity An activity that is concerned with the
scoring of a data product

Creator Agent An agent who created a data product
CreatorVersioned Agent An agent that is a version of a creator
Scorer Agent An agent who scored a data product
ScorerVersioned Agent An agent that is a version of a scorer

Scoring WasDerivedFrom A wasDerivedFrom relation that is con-
cerned with scoring of a data product

Table 3.2: Summary of all types in provenance patterns.

verified by user31. As observed in the figure, the provenance of data in this example is

shaped according to the provenance patterns.

Note that, for clarity, we have not made the types explicit in this figure.

3.5 Discussion on the Provenance Patterns

In Section 2.1.7, we introduced CollabMap and presented a sample provenance graph of

a task generated by CollabMap. In Section 3.4, we showed how provenance of data in

CollabMap can be shaped according to the provenance patterns.

Figure 3.6 presents a provenance graph of creation and verification of a building2. This

figure gives us the chance to compare a provenance graph generated by CollabMap with

(Figure 3.5) and without (Figure 3.6) applying the provenance patterns.

Table 3.3 compares the number of PROV concepts, such as entity, activity, generation,

and etc, in a provenance graph generated by CollabMap with and without the consider-

ation of provenance patterns. Those rows that have di↵erent number of PROV concepts

are highlighted with a light-red colour.

1Listing A.3 o↵ers the PROV-N representation of this example.
2Listing A.4 o↵ers the PROV-N representation of this example.

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom


Chapter 3 Provenance Patterns for Crowdsourcing Applications 58

BuildingIdentification

BuildingVerification

building10.v4

use

building10

gen

user7.v8

att

building10.v3

spe

spe
alt

user3.v17

att

score

gender

att

scoreValue: 1

buildingVerificationPlan

buildingIdentificationPlan

user3

user3.v16

spe

spe

alt

user7

user7.v7

spe

spe

alt

assoc

assoc

Create Pattern

Agent Pattern

Revision Pattern

Score Pattern

Figure 3.5: A sample provenance graph generated by CollabMap and shaped
by the provenance patterns.

According to the Table 3.3, the total number of activities are the same, whereas both

number of entities and agents are di↵erent. This is due to applying revision pattern

and agent pattern. Furthermore, number of relations are the same except Attribution,

Specialization, and Derivation (Revision). CollabMap does not create wasAttributedTo

relation between an entity and an agent when the agent created that entity. But given

that our quality assessment approach requires to know what data was created by whom,

we added this relation when CollabMap creates a provenance graph. Furthermore, due

to revision pattern and agent pattern, we have specializationOf and wasDerivedFrom

(with the PROV type Revision) relations.

http://www.w3.org/TR/prov-dm/#dfn-wasattributedto
http://www.w3.org/TR/prov-dm/#dfn-specializationof
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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Figure 3.6: A sample provenance graph generated by CollabMap which is not
shaped by the provenance patterns.

PROV concepts
With provenance Without provenance

patterns patterns

Entity 6 4
Activity 2 2
Agent 6 2
Derivation 1 1
Usage 1 1
Generation 2 2
Attribution 2 0
Association 2 2
Specialization 6 0
Derivation (Revision) 3 0

Table 3.3: The di↵erence in the number of PROV concepts in a provenance
graph shaped with and without provenance patterns.
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The changes incurred on a FFV-based crowdsourcing application to be able to shape its

provenance according to the provenance patterns are rather small (refer to Table 3.3).

The crowdsourcing application is not required to change its internal data model to be

compliant with the provenance patterns. Furthermore, all the changes that are required

by the application is the way the provenance of data is generated and that should be

shaped according to the provenance patterns, so that the quality of data can be assessed.

We should also note that the provenance patterns are applicable beyond FFV workflow.

Most crowdsourcing applications are about creation and verification of data. As such,

the provenance of data generated by such applications can be shaped by the provenance

patterns.

3.6 Summary

This chapter presents a set of generic patterns that shape the provenance of data for

di↵erent activities that are undertaken in a FFV-based crowdsourcing application. More

specifically, create pattern shapes the provenance of data when a data product is created

by a worker, score pattern shapes the provenance of data when a data product is scored

by a worker, revision pattern and agent pattern shape the provenance of data when data

products and workers are undergone revisions and evolve over time.

After that, we introduce CollabMap, an exemplar FFV-based crowdsourcing application.

Then, we present a sample provenance graph of a task in CollabMap shaped according

to the provenance patterns.

The provenance of data shaped by the provenance patterns are exploited by a quality

assessment approach so that the quality of data and reliability of workers are assessed.

However, before doing that, we require a generic method to be able to traverse a prove-

nance graph which encompasses the provenance shaped by the provenance patterns. The

provenance graph traversal allows us to access the information in the provenance graph

and compute extra information, such as quality measures. In the next chapter, we focus

more on this generic approach.



Chapter 4

Annotation Computation

Framework

Provenance of data tells us how data is constructed and is commonly regarded as a

medium through which quality of data can be assessed (Moreau, 2010). In order to

assess the quality of data in a crowdsourcing application, we propose to record the

provenance of data and exploit it to compute a set of quality measures; in turn, these

measures are utilised by the crowdsourcing application to make quality-based decisions,

such as accepting or discarding data.

In Chapter 3, we o↵ered a set of generic patterns that shape the provenance of data

generated by a crowdsourcing application. Before exploiting the shaped provenance in

order to compute quality measures, we require an approach that allows us to traverse

the provenance graph, extract information from the graph, and finally compute new

information.

This is part of a bigger problem that arises when provenance of data is required to

be exploited with a purpose di↵erent than the one that motivated its design. In order

to solve this problem, in this chapter, we o↵er a framework that allows us to exploit

provenance of data systematically and independently of the application that generated

the provenance. This framework allows us to extract information and compute new

information over the provenance graph. More specifically, and recalling from Chapter 1,

the contribution of this chapter is as follows:

Contribution We put forth a framework, called “Annotation Computation Frame-

work”, that provides a generic mechanism to traverse a provenance graph, extract

information from the provenance graph, and finally enable the computation of extra

information over the provenance graph.

This chapter consists of nine parts:

61
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• Section 4.1 gives the intuition behind Annotation Computation Framework, known

as ACF , and why it is required. We then mention that ACF consists of two levels:

Annotation Level and Computation Level.

• Section 4.2 presents requirements and non-requirements of ACF .

• Section 4.3 introduces the first level of ACF , the Annotation Level.

• Section 4.4 focuses on the second level, the Computational Level, by presenting a

graph traversal algorithm for provenance graphs, explaining how information are

propagated through the provenance graph, and how new information is computed.

• Section 4.5 introduces the interface to the framework and how instantiations of

the framework should implement the interface.

• Section 4.6 describes how ACF is configured and can be employed.

• Section 4.7 discusses the termination of ACF .

• Section 4.8 presents a sample instantiation of ACF .

• Section 4.9 summarises this chapter.

4.1 Annotation Lifecycle

Provenance of data allows users to understand and verify how data was derived and who

were responsible, and thus, gives an insight on the quality of data and whether data is

trustworthy. Provenance has been also used in the literature to show data is reproducible

or a system is auditable. Given that provenance of data is recorded by a system, it can

be exploited by other systems for other purposes. For instance, provenance of data can

be imported by a system to reason over the provenance so that the quality of data is

assessed; provenance of data can be imported by a system to check if the original system

that generated the provenance was compliant to a set of rules, and similar examples.

What these examples and others have in common is that the provenance of data gen-

erated by an application is to be used for a purpose that was not known when this

application was designed. Furthermore, systems that import provenance of data may

want to process the provenance with other information they have in their own system

and generate new information.

Therefore, in order to allow a system to exploit provenance of data, extract information

from provenance, use existing information, and compute new information, we present a

generic framework (Annotation Computation Framework, or ACF for short) which has

two levels. In the first level, annotation is utilised as a generic mechanism to enable users

to attach any information to elements of a provenance graph. Annotations are meta-data
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Figure 4.1: The Annotation Lifecycle.

that can provide extra information about the data. In the second level, computation

level, annotations are propagated through the provenance graph and new annotations

are computed from them.

We revised the Provenance Lifecycle (Moreau et al., 2008) to include the proposed two

levels and call it the Annotation Lifecycle (Figure 4.1). Similar to the Provenance

Lifecycle, a system creates and records provenance of data (in the create provenance of

data and record provenance of data phases). This provenance of data is required to be

exploited with a purpose di↵erent than the one at the creation time. The system which

wishes to exploit the provenance, imports the data to its own system and annotates

the provenance of data if necessary (annotate provenance of data phase). Finally, ACF

propagates the annotations over the provenance graph so that new annotations are

computed (compute new annotations phase).

In the next section, we discuss the requirements of ACF .

4.2 Annotation Computation Framework Requirements

The requirements of ACF are as follows:

Requirement 1 The framework should accept any kind of provenance graph encoded

with PROV-DM.

Given that PROV-DM (Moreau et al., 2013a) is a W3C Recommendation to

record provenance on the Web, ACF should accept any kind of provenance graph

encoded with PROV-DM. Furthermore, ACF is required to accept a provenance

graph with a cycle.

Requirement 2 The framework should be able to propagate and compute annotation

in the form of key-value pair.

The attached information to a provenance record (i.e. annotation) should be in

the form of key-value pair, so that, information can be propagated through the

provenance graph by its type and its value to be updated.

Requirement 3 The framework should support two kinds of annotation propagation:

forward propagation (from source to target) and backward propagation (from target to

source).
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Provenance describes what happened in the past. As such, it has a notion of

time, for example from t1 to t2, given t1 < t2 or t1 happened earlier than t2. Two

kind of propagations can be envisioned given the time: (1) forward propagation

which is propagation from t1 to t2 in the direction of the time, and (2) backward

propagation which is propagation from t2 to t1 in the opposite direction of the

time. Hence, annotations are propagated over a provenance graph in both possible

directions.

Requirement 4 If a node obtains more than one annotations as a result of annotation

propagation and computation, the framework should provide a way to aggregate all the

annotations.

More than one annotation could be computed after annotation propagation and

computation for a provenance element. As a result of this, ACF should support

a way to enable its instantiation to aggregate all annotations and compute a new

annotation.

The non-requirement requirements of ACF are as follows:

Non-Requirement 1 The framework is not required to guarantee termination.

ACF is not required to guarantee termination because otherwise it should impose

rigid structure and ordering on rules and annotation computation, which would

not make the framework lightweight. As such, the responsibility of termination

is left to the instantiation of ACF .

Non-Requirement 2 The framework should not change the structure of the prove-

nance graph by inferring new nodes or relations.

ACF is about propagating annotations so that new annotations are computed.

As such, the provenance graph should not be changed and stay intact. The

framework should not add, change, nor remove a provenance record. Annotation

propagation can be applied before or after inference.

Non-Requirement 3 The framework does not assume or support an order by which

annotations are propagated and computed over a provenance graph.

The goal of the provenance graph traversal in ACF is to find all nodes which

have annotations and propagate the annotations over the graph. In this sense,

traversal is an operation on provenance graphs. The order is not a property of

the graph. It is a property of the business logic (i.e. an instantiation of ACF ). As

such, not only the order has an impact on the e�ciency with which we traverse a
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provenance graph, but also implementing such feature would not make ACF as

lightweight as we expected.

It is noteworthy to mention that the scalability of the framework depends on its instantia-

tion. More specifically, if the rules implemented by the instantiation are computationally

complex and dependent on each other, the framework might not be scalable.

4.3 Annotation Level

It is required to have a mechanism through which it is possible to attach extra infor-

mation to any elements of a provenance graph. This extra information could be either

existing data that the system which wants to exploit the provenance owns, or the newly

computed information, or any other form of extra information.

In order to be able to include this extra information in a provenance graph, we propose

to use PROV Attribute. We use attributes to encode annotations. An attribute is a

key-value pair and is declared in a specific namespace. PROV attributes are meant to be

fixed characteristics for entities (Moreau et al., 2013a). However, we use the mechanism

of PROV Attribute to express annotations. As such, the framework accepts any kind

of data that can be encoded via Attribute; given the key is a qualified name 1 and the

value is Value 2.

For example, the provenance in Listing 4.1 is annotated with two attributes; as illus-

trated in Figure 4.2: both pp:goodInteraction and pp:badInteraction are defined in pp

namespace, providing more information regarding the performance of user1.

1 document

2 prefix PP <http://users.ecs.soton.ac.uk/pp/>

3 prefix PROV <http://www.w3.org/ns/prov#>

4

5 agent(PP:user1,[

6 PP:goodInteraction = "10" %% xsd:int,

7 PP:badInteraction = "1" %% xsd:int

8 ])

9 endDocument

Listing 4.1: A sample provenance element annotated with two attributes in

PROV-N representation

Furthermore, from now on, we assume that there is only one attribute with the same

key; for example, in above example, it is illegal to have two attributes with the key

goodInteraction.

1concept qualified name: http://www.w3.org/TR/prov-dm/#concept-qualifiedName
2concept value: http://www.w3.org/TR/prov-dm/#concept-value

http://www.w3.org/TR/prov-dm/#dfn-attribute
http://www.w3.org/TR/prov-dm/#concept-qualifiedName
http://www.w3.org/TR/prov-dm/#concept-value
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user1

goodInteraction: 10
badInteraction: 1

Figure 4.2: Provenance graph containing an agent annotated with two at-
tributes.

4.4 Computational Level

The second part of ACF focuses on the creation of new annotations from existing anno-

tations by introducing three fixed computational rules and a provenance graph traversal

algorithm. This algorithm propagates the existing annotations from one provenance

element to another over the provenance graph, so that new annotations are computed.

In this sense, two kinds of propagation can be envisioned: forward and backward prop-

agation. Forward propagation is the propagation of annotations by following nodes and

relations between them along the direction of time. In terms of time, annotations of

earlier nodes are propagated to more recent nodes. Backward propagation is the prop-

agation of annotations in the opposite direction of forward propagation: against the

direction of time. It involves propagating annotations by following nodes and relations

between them from more recent nodes to earlier nodes.

The next section focuses on the computational rules.

4.4.1 Computational Rules

ACF supports three fixed computational rules for the creation of new annotations from

the existing ones in a provenance graph.

Forward Computational Rule

The first computational rule covers forward propagation and is known as “Forward

Computational Rule” (Rule 4.1). In this rule, given a provenance graph (G) which

contains a directed relation from a target (n2) to an source (n1), and source (n1) has

a set of annotations (annotations), a new set of annotations for the target is computed

based on annotations and defined by F
forward

. In order to allow the computation of new

annotations based on the existing ones, a function, F
forward

, is included in the forward
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Source Target

influence relations influencer influencee
hadMember collection member
Specialization general specific
Alternate alternate1 alternate2

Table 4.1: Mapping between source/target to PROV relations.

computational rule. Note that, both annotations and newAnnotations contain one or

more annotations.

The mainUpdate function (to be introduced later, Algorithm 4.2) simply checks if an

annotation is new. If it is, n2 is updated with the new annotations. If not, n2 is not

updated.

n1

n2

id

annotations

IF G `
node(n1, annotations)

node(n2)

edge(id;n2, n1)

THEN 9 newAnnotations such that

newAnnotations = F
forward

(G, id, n1, n2, annotations)

mainUpdate(G,n2, newAnnotations)
(4.1)

Table 4.1 is a mapping from source/target to PROV relations.

Backward Computational Rule

The second computational rule covers backward propagation and is known as “Backward

Computational Rule” (Rule 4.2). In this rule, given a provenance graph (G) which

contains a directed relation from a target (n2) to an source (n1), and target (n2) has a

set of annotations (annotations), a new set of annotations for the source is computed

based on annotations and defined by F
backward

. To allow the computation of new

annotations based on the existing ones, a function, F
backward

, is included in the backward

computation rule.
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n1

n2

id

annotations

IF G `
node(n1)

node(n2, annotations)

edge(id;n2, n1)

THEN 9 newAnnotations such that

newAnnotations = F
backward

(G, id, n1, n2, annotations)

mainUpdate(G,n1, newAnnotations)
(4.2)

Aggregation Computational Rule

The third computational rule is known as “Aggregation Computational Rule” and con-

centrates on a situation where a provenance element (entity, agent, activity) has more

than one annotation and a new set of annotations is computed based on those anno-

tations. In this case, there is only one provenance element and no relation. As such,

there is no propagation involved, but just computation (Rule 4.3). In this rule, given a

provenance graph (G) which contains a node (n1), and the node has a set of annotations

(annotation1, annotation2, annotation3), a new set of annotations, (newAnnotations),

is computed based on all its existing annotations and defined by F
aggregate

. To allow

the computation of new annotations based on the existing ones, a function, F
aggregate

,

is included in the aggregation computation rule.

n1

annotation1

annotation2

annotation3

IF G `
node(n1, annotation1)

node(n1, annotation2)

node(n1, annotation3)

. . .

THEN 9 newAnnotations such that

annotations [ {annotation1, annotation2, annotation3}
newAnnotations = F

aggregate

(G,n1, annotations)

mainUpdate(G,n1, newAnnotations)
(4.3)

4.4.2 Provenance Graph Traversal Algorithm

In Section 4.4.1, we explained how annotations are propagated from one provenance

element to another. This section presents the provenance graph traversal algorithm that

first retrieves provenance elements with annotations, and then propagates annotations

over the provenance graph, from one provenance element to another given the direction

of propagation.
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Algorithm 4.1 demonstrates that given a provenance graph, denoted as G, a set of all

elements with a set of annotations, denoted as S, are retrieved. As stated previously,

we use PROV Attribute to encode an annotation. As such, Algorithm 4.1 checks if an

element has an attribute (Line 4). If it has, the element is added to the set (Line 5

issues the add command where e is added to S); note that if the set already contains

the element, the element would not be added to the set.

Algorithm 4.1 findAllElementsWithAnnotation(G)

Input: G: a provenance graph
Output: set of provenance elements that have annotations
1: S  emptyset
2: E  all the provenance elements in G
3: for e 2 E do
4: if e has an attribute then
5: S.add(e)
6: end if
7: end for
8: return S

Listing 4.2 shown an entity which has an annotation:

1 document

2 prefix PP <http://users.ecs.soton.ac.uk/pp/>

3 prefix PROV <http://www.w3.org/ns/prov#>

4

5 entity(PP:user1,[

6 PROV:value = "abcd" %% xsd:string

7 ])

8 endDocument

Listing 4.2: A PROV entity with an annotation

Listing 4.3 shown an agent which has two user-attached annotations:

1 document

2 prefix PP <http://users.ecs.soton.ac.uk/pp/>

3 prefix PROV <http://www.w3.org/ns/prov#>

4

5 agent(PP:user1,[

6 PP:goodInteraction = "10" %% xsd:int,

7 PP:badInteraction = "1" %% xsd:int

8 ])

9 endDocument

Listing 4.3: A PROV agent with two annotations

The di↵erence between the annotations in Listing 4.2 and Listing 4.3 is the namespace

of annotations. PROV:value is a standard attribute (Moreau et al., 2013a) that provides

a value for an entity. However, in Listing 4.3, the annotations are in PP namespace and

as such interpreted as user-attached annotations. Nevertheless, ACF propagates both

kind of annotations.
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Each element of provenance graph can be assigned with a set of annotations. We use

PROV Attribute to encode an annotation. Attribute is a key-value pair. We also assume

that a provenance element should not have two attributes with the same key. When an

annotation is computed for an element, ACF adds the annotation to the set if and only

if the annotation is new. An annotation is new if the type of annotation is not available

in the set or it has a new value in which the older annotation is replaced with the newer

annotation.

Let us consider that two annotations are computed for the provenance element in List-

ing 4.3: goodInteraction with value 11 and badInteraction with the value 1. The anno-

tation set is updated to hold the new annotations as illustrated in Listing 4.4:

1 document

2 prefix PP <http://users.ecs.soton.ac.uk/pp/>

3 prefix PROV <http://www.w3.org/ns/prov#>

4

5 agent(PP:user1,[

6 PP:goodInteraction = "11" %% xsd:int,

7 PP:badInteraction = "1" %% xsd:int

8 ])

9 endDocument

Listing 4.4: An updated PROV agent with two newly computed annotations

Algorithm 4.2 is called by Rule 4.1, Rule 4.2, and Rule 4.3. For each newly computed

annotation, this algorithm calls Algorithm 4.3. The individualUpdate in Line 4 (Algo-

rithm 4.3) returns 1 if and only if the annotation is new. Given that there might be

more than one annotation computed, Line 4 is a “logical or” to a temporary variable

defined in Line 2. At the end, Line 7 updates S by adding the provenance element n to

the set if T = 1 (i.e. a new annotation was computed).

Algorithm 4.2 mainUpdate(G,n, setAnn).

Input: G: a provenance graph
Input: n: provenance element
Input: setAnn: a set of key-value annotations
Output: S: updated set
1: S  findAllElementsWithAnnotation(G)
2: T = 0
3: for ann 2 setAnn do
4: T  T _ individualUpdate(G,n, ann)
5: end for
6: if T=1 then
7: S.add(n)
8: end if
9: return Q

Algorithm 4.3 presents the individualUpdate algorithm being called from Algorithm 4.2.

Line 1 states that an annotation is represented as a key-value pair. Line 2 extracts all
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the annotations of the provenance element and assign them to a set. Line 3 checks if the

newly computed annotation is in the set and assigns the result (0 or 1) to a temporary

variable. Line 4 to Line 9 update the set of annotations of the provenance element with

the newly computed annotations. Simply put, if the key of the annotation is new, the set

of annotation is updated with the newly computed annotations. If the key of the newly

computed annotation exists in the set of annotation, the set of annotation is updated

with the value of the newly computed annotation if and only if the value is di↵erent. At

the end, Line 10 returns T specifying if the annotation is new.

Algorithm 4.3 individualUpdate(G,n, ann).

Input: G: a provenance graph
Input: e: a provenance element
Input: ann: key-value annotation pair
Output: T : 0/1 value whether the annotation is new
1: hk, vi  ann
2: A the set of all annotations of e
3: T  (ann 62 A)
4: if hk, v0i 2 A for some v0 then
5: A A \ hk, v0i [ hk, vi . has a side e↵ect on G
6: end if
7: if hk, v0i 62 A for any v0 then
8: A A [ hk, vi . has a side e↵ect on G
9: end if

10: return T

In summary, Algorithm 4.2 accepts a provenance graph, the node that annotations

are computed for, and a set of computed annotations (which might be more than one

annotations). In order to check if an annotation is new, this algorithm has a loop over

all computed annotations and for each annotation, it calls Algorithm 4.3. Algorithm 4.3

checks if that annotation is new, given all the annotation the element has. Note that,

Algorithm 4.3 accepts only one key-value annotation pair as opposed to Algorithm 4.2.

If that annotations is new, then: (1) the element is attached with the new annotation

and (2) Algorithm 4.3 returns back 1 to Algorithm 4.2 which states there was a new

annotation. As such, that element is added to the set.

Algorithm 4.4 retrieves all the relations in the provenance graph based on the direction

of propagation which could be forward, backward, or both and add them to a list.

More specifically, for a given provenance element, denoted as e, and the propagation

direction, denoted as D, all relations from or to that element are retrieved, denoted

as R. If the propagation direction is set to forward, then all the relations from the

provenance element are retrieved (Line 2). In this case, the provenance element is said

to be the cause element in the provenance graph. If the propagation direction is set to

backward, then all the relations to the provenance element are retrieved; the provenance

element is the e↵ect (Line 4). The propagation direction can be set to both, in this case

all the relations from and to the provenance element are retrieved (Line 6).
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Algorithm 4.4 findAllRelationsForElement(e,D).

Input: e: a provenance element
Input: D: propagation direction
Output: a set of relations
1: if D = forward then
2: return all relations where e is cause
3: else if D = backward then
4: return all relations where e is e↵ect
5: else if D = both then
6: return all relations where e is cause or e↵ect
7: end if

Algorithm 4.5 is the main provenance graph traversal algorithm. Given the propagation

direction, denoted as D, and the provenance graph, denoted as G, S is a set of all

provenance elements with a set of annotations (Line 1, See Algorithm 4.1). Line 2

introduces a loop over all the provenance elements available in S. Then, Line 3 retrieves

the first element in the set by issuing first command on S which results the first element

to be retrieved and stored in e and removed from S.

For each provenance element in S, R holds a list of all relations from or to that element

based on the direction (Line 4, See Algorithm 4.4). For each relation, lines 5 to 17 reflect

one of the computational rules based on propagation direction (denoted as D), in which,

n1, in Line 6, refers to the source element of r (refer to Table 4.1 for source/target

definition) and n2, in Line 7, refers to the target element of r. Based on the propagation

direction, one of the f
forward

, or f
backward

, or f
both

function is called (according to Lines 9

to Line 16).

Algorithm 4.6 presents the forward annotation propagation algorithm that is utilised in

the provenance graph traversal algorithm in Line 10 and Line 14.

Line 1 calls F
forward

implementation on the instantiation side, providing the provenance

graph, the relation, source, target, and a set of annotations to be propagated. The output

of F
forward

function is a set of computed annotations by the instantiation. Line 2 calls

the mainUpdate function (refer to Algorithm 4.2).

Note that there is a directed relation, r, from n2 to n1. Given that this is the forward

propagation, annotations of n1 are propagated forward to n2. As such, the mainUpdate

function in Line 2 is called with n2 as an input parameter (i.e. the newly computed

annotations in Line 1 are for n2 and n2 should be updated with them).

Afterwards, F
aggregate

function is called to aggregate all the annotations of n2 (Line 4).

Having aggregated all the annotations, Line 5 calls themainUpdate once again to update

all the annotations of n2. Note that, mainUpdate has n2 as the input parameter.

Algorithm 4.7 presents the backward annotation propagation algorithm that is utilised

in the provenance graph traversal algorithm in Line 12 and Line 15.
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Algorithm 4.5 provenanceGraphTraversalAlgorithm(G,D).

Input: G: a provenance graph
Input: D: propagation direction
1: S  findAllElementsWithAnnotations(G)
2: while S 6= ? do . terminates with G updated with propagated annotations
3: e S.first()
4: R findAllRelationsForElement(e,D)
5: for r 2 R do
6: n1  r.source
7: n2  r.target
8: setAnn set of all annotations of e
9: if D = forward then

10: forwardPropagation(G, r, n1, n2, setAnn) . has a side e↵ect on G
11: else if D = backward then
12: backwardPropagation(G, r, n1, n2, setAnn) . has a side e↵ect on G
13: else if D = both then
14: forwardPropagation(G, r, n1, n2, setAnn) . has a side e↵ect on G
15: backwardPropagation(G, r, n1, n2, setAnn) . has a side e↵ect on G
16: end if
17: end for
18: end while

Algorithm 4.6 forwardPropagation(G, r, n1, n2, setAnn).

Input: G: a provenance graph
Input: r: a relation
Input: n1: a provenance element (source)
Input: n2: a provenance element (e↵ect)
Input: setAnn: a set of annotations to be propagated
1: newAnn F

forward

(G, r, n1, n2, setAnn)
2: S  mainUpdate(G,n2, newAnn)
3: allAnn set of all annotations of n2

4: aggAnn F
aggregate

(G,n2, allAnn)
5: S  mainUpdate(G,n2, aggAnn)

Line 1 calls F
backward

implementation on the instantiation side, providing the provenance

graph, the relation, source, target, and a set of annotations to be propagated. The output

of F
backward

function is a set of computed annotations by the instantiation. Line 2 calls

the mainUpdate function (refer to Algorithm 4.2).

Note that there is a directed relation, r, from n2 to n1. Given that this is the back-

ward propagation, annotations of n2 are propagated backward to n1. As such, the

mainUpdate function in Line 2 is called with n1 as an input parameter (i.e. the newly

computed annotations in Line 1 are for n1 and n1 should be updated with them).

Afterwards, F
aggregate

function is called to aggregate all the annotations of n1 (Line 4).

Having aggregated all the annotations, Line 5 calls themainUpdate once again to update

all the annotations of n1. Note that, mainUpdate has n1 as the input parameter.
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Algorithm 4.7 backwardPropagation(G, r, n1, n2, setAnn).

Input: G: a provenance graph
Input: r: a relation
Input: n1: a provenance element (source)
Input: n2: a provenance element (e↵ect)
Input: setAnn: a set of annotations to be propagated
1: newAnn F

backward

(G, r, n1, n2, setAnn)
2: S  mainUpdate(G,n1, newAnn)
3: allAnn set of all annotations of n1

4: aggAnn F
aggregate

(G,n1, allAnn)
5: S  mainUpdate(G,n1, aggAnn)

4.5 Framework Interface

In this section, we detail how an instantiation of ACF can implement the three compu-

tational rules: F
forward

, F
backward

, and F
aggregate

.

We did not define a language to express these functions. Instead, we decided to use Java

programming language. As such, an instantiation of the framework must implement a

Java interface, as illustrated in Listing 4.5.

1 public interface IPropagation {

2 public void backward(

3 Document graph,

4 Relation0 relation,

5 Element cause,

6 Element effect,

7 Hashtable<QName, Object> inputAnnotation,

8 Hashtable<QName, Object> outputAnnotation);

9

10 public void forward(

11 Document graph,

12 Relation0 relation,

13 Element cause,

14 Element effect,

15 Hashtable<QName, Object> inputAnnotation,

16 Hashtable<QName, Object> outputAnnotation);

17

18 public void aggregate(

19 Document graph,

20 Element annotatedElement,

21 Hashtable<QName, Object> inputAnnotation,

22 Hashtable<QName, Object> outputAnnotation);

23 }

Listing 4.5: Java interface to ACF.

In this thesis, we utilise ProvToolbox3, a Java library to create Java representations of

PROV-DM. The Document class in Listing 4.5 represents a provenance graph, Element

3ProvToolbox: http://lucmoreau.github.io/ProvToolbox/

http://lucmoreau.github.io/ProvToolbox/
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represents either PROV entity, activity, or agent, and Relation0 represents any of PROV

relations such as wasDerivedFrom, used, or etc.

An instantiation of ACF is the implementation of the interface presented in Listing 4.5:

backward method should be implemented for F
backward

function, forward method should

be implemented for F
forward

function, and aggregate method should be implemented for

F
aggregate

function. For each method, user needs to provide the following:

• graph: provenance graph

• relation: relation between two nodes (cause and e↵ect)

• cause: the node which is the cause of the relation

• e↵ect: the node which is the e↵ect of the relation

• inputAnnotation: inputAnnotation which is the annotation of the node

• outputAnnotation: outputAnnotation which is used to hold the computed anno-

tation

4.6 Framework Configuration

ACF is a generic framework and as such it needs to be instantiated and configured. In

order to configure the framework, it is required to provide the following:

• Provenance graph: The provenance graph is required to be provided in any stan-

dard format as specified in the PROV specification such as XML, JSON, RDF, or

etc.

• Propagation direction: The direction of propagation should be also provided. The

framework supports all possible directions: forward, backward, and both direc-

tions.

• Instantiation: An instantiation of the framework is the user implementation of

the interface presented in Listing 4.5 which instructs how annotations are com-

puted. More specifically, the instantiation is required to implement at least one of

F
forward

, F
backward

, or F
aggregate

.

4.7 Termination

As mentioned in Section 4.2, ACF o↵ers no support to manage non-termination and rule

ordering (Non-Requirement 1 and Non- Requirement 3), mainly because instantiations

of ACF can provide a better control and be free to optimise as they see fit.

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-used
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e1

annX: 1 e2

der

Figure 4.3: A sample provenance graph associated with the 1 of termination.

In this section, we look at three cases in regards to termination. More specifically, Case

1 and Case 2 are about non-termination (i.e. propagation does not terminate) and Case

3 looks at a su�cient condition under which termination occurs. The purpose is to

provide illustrations to help the reader to understand termination.

Case 1

This section presents a case where the rules implemented by an instantiation introduce

circularity.

Let us consider the provenance graph of Figure 4.3 where e1 is annotated with annX

with the value 1.

Given this provenance graph, let us consider that an instantiation of ACF computed a

new annotation, “annY” for e2 by propagating annX annotation of e1 and adding one

to its value as specified in Equation 4.4.

After this step (i.e. computation of “annY” in terms of annX), if the instantiation

updates the value of annX in terms of the value of “annY” (by propagating “annY”

backward to e1) as per Equation 4.5, the propagation and computation never terminates

because the computational rules implemented by the instantiation introduce circularity.

annY := annX + 1 (4.4)

annX := annY + 1 (4.5)

Appendix B.1 provides the full source code of this example.

Case 2

This section presents a case where circularity is introduced in the provenance graph. It

is noteworthy to mention that this example is invalid (as per PROV- Constraints (Nies,
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e1

e4

der

val: 1

e2
der

e3
der

der

Figure 4.4: A sample provenance graph associated with Case 2 of termination.

2013)), but it it also possible to create valid examples that are circular. We want the

annotation propagation to be applicable to both valid and invalid provenance.

Let us consider the provenance graph of Figure 4.4 where e1 is annotated with val with

the value 1.

Given this provenance graph, let us consider that an instantiation of ACF implements

the computational rule as per Equation 4.6; stating if there is a wasDerivedFrom relation

between two provenance element (e.g. between e2 and e1 in Figure 4.4), then compute

a new annotation for e2 in terms of the annotation of e1.

F
forward

:

If wasDerivedFrom(el2, el1)

el2.val el1.val + 1

(4.6)

Given Equation 4.6, the propagation and computation never terminates because circu-

larity is introduced in the provenance graph (there is a wasDerivedFrom relation from

e1 to e4).

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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articleCreation

ag1

assoc

article

gen

validity: 1

(a)

articleCreation

ag1

assoc

articleValidity: 1 article

gen

validity: 1

validCreation: 1

(b)

Figure 4.5: A sample provenance graph recording the creation of an article: (a)
original provenance graph and (b) annotated provenance graph.

Case 3

This section looks at a su�cient condition under which termination occurs. This condi-

tion is su�cient but not necessary. There may be other cases of termination where this

condition does not hold.

The condition requires that the annotation computation over a provenance graph form

a strict order.

Let us consider the provenance graph of Figure 4.5(a) that records the provenance of

data when an article was created. More specifically, article was generated by an activity,

articleCreation, which was associated with an agent identified as ag1. The article element

is annotated with validity with the value 1 which means the article is valid.

Given this provenance graph, let us consider that an instantiation of ACF wants to

compute if an agent created a valid or invalid article. As such, first, validity annotation of

article is propagated backward through the wasGeneratedBy relation to articleCreation

and a new annotation, articleValidity, is computed as per Equation 4.7.

F
backward

:

If wasGeneratedBy(e, ac)

ac.articleCreation e.validity

(4.7)

http://www.w3.org/TR/prov-dm/#dfn-wasgeneratedby
http://www.w3.org/TR/prov-dm/#dfn-wasgeneratedby
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Then, articleValidity annotation of articleCreation activity is propagated backward

through the wasAssociatedWith relation to ag1 and a new annotation, validCreation, is

computed as per Equation 4.8.

F
backward

:

If wasAssociatedWith(ac, ag)

ag.validCreation ac.articleV alidity

(4.8)

In this sample example, the computational of new annotations form a strict order as

follows: first Equation 4.7 is executed, then Equation 4.8.

Precisely and given Figure 4.5, the order is as follows:

(article, validity) < (articleCreation, articleV alidity) < (ag1, validCreation)

In general, the instantiation should be able to order pairs, for example (n1, a) < (n2, b) <

(n3, c), where n1, n2, and n3 are provenance elements and a, b, and c are annotations.

If the order is strict, we cannot end up with (n1, a) < (n2, b) < (n3, c) < (n1, a) in which

the pair (n1, a) precedes it self.

Further, as a practical solution to avoid non terminating executions, awe have also

introduced a counter that can be utilised to be the maximum number of annotations to

be propagated. This counter is a function of total number of PROV elements (entities,

activities, and agents) and PROV relations. This counter is decremented every time an

annotation is propagated over the provenance graph.

4.8 Simulated Experiments

This section presents a sample use case to show how ACF is configured and utilised.

The sample use case is about a news agency that records the provenance of an article

it publishes. Although part of this dissertation is about crowdsourcing, the scenario

introduced in this section is not in crowdsourcing domain. The reason being ACF is a

standalone contribution to the literature, and given it is a generic framework, it can be

instantiated in any domain. Later in Chapter 5, ACF is instantiated in crowdsourcing

domain.

An article is generated from a set of media: textual content (e.g. tweets or other news)

and non-textual content (e.g. photos and videos). It is required to compute the number

of dependencies of each article and for that, we decided to use the provenance of each

http://www.w3.org/TR/prov-dm/#dfn-wasassociatedwith
http://www.w3.org/TR/prov-dm/#dfn-wasassociatedwith
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Figure 4.6: Original provenance graph generated by the news agency.

article. We define the number of dependencies of an article as the total number of media

and textual sources an article depends on (or was derived from).

Figure 4.6 demonstrates the original provenance graph generated by the news agency.

It shows that various resources such as photo1, tweet1, and others were collected by

di↵erent agents. Then an activity (aggregator) aggregated all sources and generated the

article.

We mentioned that each article is generated from a set of media. As such, each prove-

nance element which is a media (such as photo1, video1, and . . . ) is annotated with a

media annotation.

In order to compute the number of dependencies for the article, we should count how

many provenance elements are annotated with media annotation. As such, we describe

the behaviour of F
forward

, as a function that propagates the contents associated with

key “media” of each provenance element with this annotation (e.g. photo1) to the key

“increment” of aggregator activity. The annotation key “increment” states that the

article was derived from a new media. Equation 4.9 states the forward computational

rule where X in the equation refers to a provenance element which has media annotation.

F
forward

:

If wasDerivedFrom(X, aggregator)

aggregator.increment X.media

(4.9)

Figure 4.7(a) demonstrates a sample portion of the original provenance graph where

Equation 4.9 would be applied. Figure 4.7(b) demonstrates the same provenance graph

after applying Equation 4.9. It can be seen that aggregator is annotated with a new

annotation, increment.

After the forward computational rule and according to Algorithm 4.5, ACF calls the

F
aggregate

function. As such, we describe the behaviour of F
aggregate

, as a function that

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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Figure 4.7: A portion of the original provenance graph describing how the news
aggregator used a resource and how a new annotation is computed by imple-
menting F

forward

: (a): original provenance graph, and (b) annotated prove-
nance graph

aggregates all the annotations of aggregator activity in the provenance graph so that a

new annotation key, dependency is computed. Annotation dependency states the num-

ber of dependencies of an article (how many media the article depends). Equation 4.10

states the aggregate computational rule.

F
aggregate

:

d aggregator.dependency

i aggregator.increment

d d+ i

aggregator.dependency  d

(4.10)

Figure 4.8(a) demonstrates a sample portion of the original provenance graph after

Equation 4.9 was applied. Figure 4.8(b) demonstrates the same provenance graph after

applying Equation 4.10 (the f
aggregate

function). It can be seen that aggregator is

annotated with a new annotation, dependency.

After all forward propagation and aggregate rules are applied to the provenance graph

(associated with photo1, video1, and . . . ), the annotation key dependency of aggregator

is required to propagate forward to the article provenance element. As such, we describe

the behaviour of F
forward

, as a function that propagates the contents associated with

key “dependency” of aggregator to the key “dependency” of article provenance element.

Equation 4.11 states the forward computational rule.
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Figure 4.8: A portion of the original provenance graph describing how the
news aggregator used a resource and how a new annotation is computed by
implementing F

aggregate

: (a): original provenance graph, and (b) annotated
provenance graph
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Figure 4.9: Annotated provenance graph returned by the Dependency-Graph
instantiation.

F
forward

:

If wasGeneratedBy(aggregator, article)

article.dependency  aggregator.dependency

(4.11)

Figure 4.9 illustrates the resulting annotated provenance graph.

Appendix B.2 provides a Java source code for Dependency-Graph instantiation.

http://www.w3.org/TR/prov-dm/#dfn-wasgeneratedby
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4.9 Summary

Provenance of data generated by a system can be imported by another system and

reasoned over for a variety of purposes such as quality assessment or audit. In this case,

the provenance of data is required to be exploited with a purpose di↵erent than the one

at the generation time.

In order to facilitate exploiting provenance with a di↵erent purpose, in this chapter,

we put forth a framework (known as ACF ) that allows a system to exploit provenance

of data systematically and independently of the application that generated the prove-

nance. The framework allows the system to extract information from the provenance

and compute new information based on existing ones.

At the outset, in Section 4.2, we specified 4 requirements for ACF . Based on the re-

quirements: (1) ACF accepts any kind of provenance graph as long as it is encoded with

PROV-DM (satisfying Requirement 1), (2) ACF propagates annotations over the prove-

nance graph where each annotation is encoded as a PROV attribute; an attribute is a

key-value pair (satisfying Requirement 2), (3) ACF supports both forward and backward

annotation propagation by o↵ering forward computational rule and backward compu-

tational rule (satisfying Requirement 3), and finally, (4) ACF supports aggregation of

multiple annotations by o↵ering aggregation computational rule.

The provenance graph traversal implemented in the framework propagates existing in-

formation over the provenance graph, so that new information can be computed. We

assume that the annotation computation is ordered and it is not circular, hence, the

propagation and computation of annotations terminate at some point.

This framework facilitates our goal of developing a data quality assessment approach

for crowdsourcing applications. In the next chapter, we put forth a quality assessment

approach that implements F
forward

, F
backward

, and F
aggregate

in the computational rules

to assess the quality of data generated in a crowdsourcing application. More specifically,

provenance of data that was generated by a crowdsourcing application is exploited by

the data quality assessment with a di↵erent purpose (quality assessment).



Chapter 5

PEDRA: Provenance Enriched

Data Rating Assessment

An increasing number of crowdsourcing applications follow the Find-Fix-Verify (FFV)

workflow (Bernstein et al., 2010) which divides complex tasks into simpler micro-tasks

and thus makes quality assessment more manageable. However, due to the open nature of

crowdsourcing, varying background (e.g. country, language) and expertise (e.g. drawing

or mathematical skills), it is required for the task requesters to assess the quality of

data obtained from workers. There are three kind of issues prevalent in a crowdsourcing

application:

• Issue 1: to assess the quality of the data products generated by unknown workers

• Issue 2: to assess the reliability of workers

• Issue 3: to determine when to stop recruiting more workers to score a data product

In order to solve these issues, we propose to record workers’ verifications and their past

performance which is an indicator of their reliability and how they may perform in the

future. In order to record this information, we record the provenance of data. Therefore,

for a crowdsourcing application to assess the quality of its data, first, the application

recruits workers to create and verify data. The application also records and maintains

the provenance of data which is shaped by the provenance patterns (See Chapter 3). The

shaped provenance is exploited by a data quality assessment approach in order to assess

the quality of data. In order to do so, in this chapter, we put forth a quality assessment

approach, known as “Provenance Enriched Data Rating Assessment” or PEDRA for

short, that computes a set of quality measures for data and workers. These quality

measures are utilised by the crowdsourcing application to make quality-based decisions,

such as accepting or discarding a data product.

84
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In summary, the following two research statements are made in this chapter and then a

set of evidences as part of the evaluation are presented to support them:

• Statement 1: The provenance of a data product and a worker, which is shaped by

the provenance patterns, can be exploited by PEDRA so that the quality of data

and reliability of the worker is assessed.

• Statement 2: As more provenance is exploited by PEDRA, the uncertainty over

the quality of a data product and reliability of a worker is reduced.

More specifically, and recalling from Chapter 1, the contribution of this chapter is as

follows:

Contribution We present a quality assessment approach called PEDRA, an instantia-

tion of ACF , that exploits the provenance of data shaped by the provenance patterns to

compute a set of quality measures that assist the crowdsourcing application to choose

data of high quality and discard those with low quality. Furthermore, using ACF and

PEDRA, we are the first to show how a provenance enriched quality assessment ap-

proach can be employed as part of a crowdsourcing application, to asses the quality of

generated data.

The rest of this chapter is structured as follows:

• Section 5.1.1 explains how provenance of data is exploited by PEDRA so that

quality of generated data by unknown workers is assessed (Issue 1, Statement 1).

• Section 5.1.2 shows how provenance of data regarding workers’ verifications and

their past interactions with the crowdsourcing application is exploited by PEDRA

so that reliability of workers is assessed (Issue 2, Statement 1).

• Section 5.1.3 expands the discussion on how provenance of data is exploited by

PEDRA to determine how many workers are required to score a data product and

when a task is deemed to be terminated (Issue 3).

• Section 5.2 discusses the mapping between PEDRA and ACF and how PEDRA

implements the interface to ACF .

• Section 5.3 discusses how annotations (quality measures) propagation and compu-

tation terminate at some point in PEDRA instantiation.

• Section 5.4 details how PEDRA can be applied in practice and gives an empirical

evaluation of the model.

• Section 5.5 summarises this chapter.



Chapter 5 PEDRA: Provenance Enriched Data Rating Assessment 86

5.1 Quality Measures

PEDRA is an instantiation of ACF that implements all three computational rules

(F
forward

, F
backward

, F
aggregate

,) to traverse the provenance graph submitted by a crowd-

sourcing application, extract information, and compute new information (i.e. quality

measures). This section presents how these quality measures are computed.

5.1.1 Validity Estimate

As mentioned above, the quality of each data product needs to be assessed; valid data

products are to be kept, and invalid ones ignored or discarded.

We define validity estimate as per Definition 5.1.

Definition 5.1. validity estimate is an estimate of being acceptable.

The validity estimate represents how valid a specific version v of a data product d

is (denoted as dv, with v 2 N), as a function of its current score (denoted as score(dv),

representing a vote or rating) and those of its previous versions (i.e. score(dk) for k =

0 . . . v � 1).

Let us assume that a score is a binary value, either positive (+1) or negative (�1) (e.g.
Soylent, CollabMap, BudgetFix). Equation 5.1 and 5.2 below define the total number

of positive scores and negative scores, denoted as S+ and S�, for a version of a

data product.

S+(dv) =
�

�

�

n

dk : score(dk) = 1, k 2 N, k  v
o

�

�

�

(5.1)

S�(dv) =
�

�

�

n

dk : score(dk) = �1, k 2 N, k  v
o

�

�

�

(5.2)

where dk with k 2 N, k  v is a version of the data product d up until its version

v. Those versions can be identified from the provenance graph of dv by following the

revision pattern (Refer to Section 3.3.3).

We utilise a heuristic technique inspired by TRAVOS (Teacy et al., 2006), a trust model

built on the beta family of probability distribution functions, to compute validity

estimate of a version of a data product, denoted as Q
V

(dv), in terms of S+(dv) and

S�(dv) as follows:

Q
V

(dv) =
S+(dv) + 1

S+(dv) + S�(dv) + 2
(5.3)
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Measure Description Symbol

score Score provided for dv score(dv)
positive scores Total number of positive scores for dv S+(dv)
negative scores Total number of negative scores for dv S�(dv)
validity estimate Validity estimate for dv Q

V

(dv)
validity label Validity label for dv L

QV (d
v)

Table 5.1: Quality measures associated with the validity estimate for a version
of a data product denoted as dv.

Equation 5.3 is applicable for cases where users’ responses is modelled as a binary event.

This is indeed the case in many FFV-based crowdsourcing applications such as Soylent,

CollabMap, BudgetFix, and more.

Given that Q
V

(dv) 2 [0, 1], the crowdsourcing application is required to set two thresh-

olds, TV
high

and TV
low

; if Q
V

(dv) is equal to or greater than TV
high

, the data product

is accepted as a valid data product and if Q
V

(dv) is equal to or smaller than TV
low

, the

data product is accepted as an invalid data product as per Equation 5.4.

L
QV (d

v) =

8

>

>

>

<

>

>

>

:

1 if Q
V

(dv) � TV
high

�1 if Q
V

(dv)  TV
low

0 otherwise

(5.4)

Table 5.1 summarises the quality measures introduced in this section.

5.1.2 Worker Reliability

There are two types of workers in FFV-based crowdsourcing applications: (1) creators

who create data products (as represented by the create pattern: Section 3.3.1) and (2)

scorers who score data products (as represented by the score pattern: Section 3.3.2).

The reliability measure for creators, creator reliability (Q
C

), rates how reliable a

creator is in creating data products and is defined as per Definition 5.2.

Definition 5.2. creator reliability is an estimate of the regularity of a creator in

creating valid data products.

Similarly, the reliability measure for scorers, scorer reliability (Q
S

), rates how reli-

able a scorer is in verifying data products and is defined as per Definition 5.3.

Definition 5.3. scorer reliability is an estimate of the regularity of a scorer to

agree with the consensus1 of the other workers.

1Cambridge English Dictionary defines consensus as a “generally accepted opinion or decision among
a group of people”
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Measure Description Symbol

valid creation Total number of valid data product creation for
uv

S+
C

(uv)

invalid creation Total number of invalid data product creation for
uv

S�
C

(uv)

creator reliability Creator reliability of uv Q
C

(uv)

Table 5.2: Quality measures associated with the creator reliability for a version
of a creator denoted as uv.

The first step to compute creator reliability, Q
C

, is to determine the numbers

of valid creation (i.e. total number of valid data product creation) and invalid

creation (i.e. total number of invalid data product creation) by the worker concerned,

denoted as S+
C

and S�
C

, respectively (Equations 5.6 and 5.7).

D(uv) =
n

dk : wasAttributedTo(dk, ui), i 2 N, i  v
o

(5.5)

S+
C

(uv) =
�

�

�

n

dk : L
QV (d

k) = 1, dk 2 D(uv)
o

�

�

�

(5.6)

S�
C

(uv) =
�

�

�

n

dk : L
QV (d

k) = �1, dk 2 D(uv)
o

�

�

�

(5.7)

D(uv) (in Equation 5.5) is the set of all data products created by all versions of worker

u up until version v (following the create pattern in Figure 3.1).

Having computed the valid creation (S+
C

) and invalid creation (S�
C

) by uv from

the set D(uv) as per the above equations, it is now possible to calculate creator

reliability (Q
C

(uv)) in the similar fashion as in Equation 5.3:

Q
C

(uv) =
S+
C

(uv) + 1

S+
C

(uv) + S�
C

(uv) + 2
(5.8)

Table 5.2 summarises the quality measures introduced in this section.

Similarly, the same worker can be assessed with respect to the quality of their verification

tasks, known as scorer reliability and denoted as Q
S

(uv). In this case, however,

we need to check if a score given by the worker to a data product is “aligned” with its

validity label. This can only be determined and taken into account if the validity of

d is already determined; i.e. L
QV (d

m) 6= 0, where dm is the latest version of d (m � k).

If so, a score(dk) is said to be aligned if score(dk) = L
QV (d

m).

Let V(uv) =
�

score(dk) : wasAttributedTo(score(dk), ui), i 2 N, i  v
 

be the set of all

verification scores contributed by worker u up to its version v; Let L
QV (d) be the va-

lidity label of the latest version of d for any dk (specializationOf(dk, d)). The total

http://www.w3.org/TR/prov-dm/#dfn-wasattributedto
http://www.w3.org/TR/prov-dm/#dfn-wasattributedto
http://www.w3.org/TR/prov-dm/#dfn-specializationof
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Measure Description Symbol

aligned score Total number of aligned scores for uv S+
S

(uv)
not-aligned score Total number of not aligned scores for uv S�

S

(uv)
scorer reliability Scorer reliability measure of uv Q

S

(uv)

Table 5.3: Quality measures associated with the scorer reliability for a version
of a scorer denoted as uv.

numbers of aligned and non-aligned scores given by a worker uv, aligned score de-

noted as S+
S

(uv) and not-aligned score denoted as S�
S

(uv), are defined, as follows:

V(uv) =
n

score(dk) : wasAttributedTo(score(dk), ui), i 2 N, i  v
o

(5.9)

S+
S

(uv) =
�

�

�

n

score(dk) 2 V(uv) : L
QV (d) 6= 0 ^ score(dk) = L

QV (d)
o

�

�

�

(5.10)

S�
S

(uv) =
�

�

�

n

score(dk) 2 V(uv) : L
QV (d) 6= 0 ^ score(dk) 6= L

QV (d)
o

�

�

�

(5.11)

The scorer reliability for a version v of worker u, denoted as Q
S

(uv), is defined

based on S+
S

(uv) and S�
S

(uv) as follows:

Q
S

(uv) =
S+
S

(uv) + 1

S+
S

(uv) + S�
S

(uv) + 2
(5.12)

Table 5.3 summarises the quality measures introduced in this section.

5.1.3 Validity Rating

As introduced in Section 1.2, a task in FFV-based crowdsourcing applications typically

requires contributions from multiple workers, mainly to minimise individual biases and to

allow for cross verifications. For each data product, such an application routinely needs

to decide whether to accept or to discard the data product; or in case it is uncertain, to

continue allocate the data product to more workers for additional verification.

In order to assist the application with deciding task termination, PEDRA employs a

heuristic technique to estimate how many scorers a data product requires. PEDRA

computes the cumulative weighted score for a version of a data product, denoted as

CWS(dv), that takes into account the scores of the data product and the reliability of

the scorers. This measure is called validity rating.

http://www.w3.org/TR/prov-dm/#dfn-wasattributedto
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CWS(dv) =
v

X

k,m=0

score(dk)⇥Q
S

(um) (5.13)

wasAttributedTo(score(dk), um) (5.14)

where um is the worker who submitted score(dk), or its author.

The validity rating of a version of a data product, CWS(dv), assists the crowdsourc-

ing application to make a decision on when it is deemed to be su�ciently certain to

accept or reject dv. For this purpose, the crowdsourcing application is required to set

two thresholds, TT
high

and TT
low

; if CWS(dv) is equal to or greater than TT
high

or it

is equal to or smaller than TT
low

, no more verification vote is required and a termina-

tion measure, denoted as T , for a version of a data product can be computed as per

Equation 5.15.

T (dv) =

8

>

>

>

<

>

>

>

:

Accept if CWS(dv) � TT
high

Discard if CWS(dv)  �TT
high

Continue otherwise

(5.15)

For instance, if two scorers with high scorer reliability (Q
S

) both give positive scores

for dv, the termination above will accept the data product and the task is terminated

(because the positive scores are given by scorers that are deemed reliable). However, if

dv only has scorers with low Q
S

, we might require more than two scorers before dv is

either accepted or rejected.

Justification of the heuristic function Equation 5.17 defines how SR
sum

is com-

puted which is the sum over the probability of a score to be aligned with the consensus

and the probability of the score not to be aligned with the consensus.

SR
sum

=
v

X

k,m=0



score(dk)⇥Q
S

(um)

�

+



(�score(dk))⇥ (1�Q
S

(um))

�

(5.16)

SR
sum

=
v

X

k,m=0

score(dk)⇥


[2⇥Q
S

(um)]� 1

�

(5.17)

Equation 5.18 states how MV
sum

is computed which simply is the majority voting over

the value of all verification votes.

http://www.w3.org/TR/prov-dm/#dfn-wasattributedto
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Measure Description Symbol

validity rating The cumulative weighted score for dv CWS(dv)
termination Termination measure for dv T (dv)

Table 5.4: Quality measures associated with the validity rating for a version of
a data product denoted as dv.

MV
sum

=
v

X

k=0

score(dk) (5.18)

At the end, CWS(d) of a data product is computed as per Equation 5.19 which is the

average over SR
sum

and MV
sum

.

CWS(d) =
SR

sum

+MV
sum

2
(5.19)

Equation 5.13 is equivalent to Equation 5.19.

Table 5.4 summarises the quality measures introduced in this section.

So far, in this chapter, we have introduced two measures for a version of a data product

(dv) that may seem similar but have a very very di↵erent purpose: (1) validity label

and (2) termination. These two are di↵erent in essence. Although validity label

states if a data product is valid or not, it does not consider the reliability of workers.

There might be enough score on a data product to compute validity label, but not

be able to compute termination because either the reliability of scorers are not yet

known (the scorers have not been participating in the system enough) or scorers are

unreliable and as such we require more scorers. Therefore, in order to terminate a task,

we look at the termination measure.

5.2 Mapping Between PEDRA and ACF

This section provides the mapping between PEDRA and ACF . It shows how the com-

putational rules provided by ACF (F
forward

, F
backward

, and F
aggregate

) are described by

the functions in PEDRA, so that the quality measures introduced in Section 5.1 are

computed.

Let us first start with the annotations computed in Section 5.1.1 for validity estimate.
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5.2.1 Mapping to Compute Validity Estimate

The following sections demonstrate how PEDRA instantiates ACF by implementing the

three computational rules (F
forward

, F
backward

, F
aggregate

) in order to compute quality

measures listed in Table 5.1.

Rules 1 - 3

With Rule 5.20, we describe the behaviour of F
backward

, as a function that propagates

the contents associated with key “scoreValue” of score to the key “verificationValue” of

dv. Note that score.scoreV alue means score entity has a key-value pair (annotation)

with the key scoreValue, its value could be either +1 or �1. In this case, one annotation

is computed for dv: “verificationValue” that specifies verification vote of dv.

F
backward

:

If wasDerivedFrom(score, dv)

dv.verificationV alue score.scoreV alue

(5.20)

Rule 5.21 describes a function that propagates forward the contents associated with

key “positiveScores” and “negativeScores” of dv to the key “oldPositiveScores” and

“oldNegativeScores” of dv+1, respectively. In this case, two annotations are computed

for dv+1: (1) “oldPositiveScores” that specifies total number of old positive scores of

dv+1 and (2) “oldNegativeScores” that specifies total number of old negative scores

of dv+1.

F
forward

:

If wasDerivedFrom(dv+1, dv, [prov:type=prov:Revision])

dv+1.oldPositiveScores dv.positiveScores

dv+1.oldNegativeScores dv.negativeScores

(5.21)

Rule 5.22 describes a function that aggregates all the annotations of dv to compute new

annotation for dv. In this case, four annotations are computed: (1) “positiveScores” that

specifies the total number of positive scores of dv, (2) “negativeScores” that specifies

the total number of negative scores of dv, (3) “validityEstimate” that specifies the

validity estimate of dv, and (4) “validityLabel” that specifies the validity label of

dv.

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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Figure 5.1: Sample provenance graph generated by a crowdsourcing application
shaped by score pattern (provenance of scoring of a data product).

F
aggregate

:

dv.positiveScores dv.oldPositiveScores+ dv.verificationV alue

if dv.verificationV alue > 0

dv.negativeScores dv.oldNegativeScores+ dv.verificationV alue

if dv.verificationV alue < 0

dv.validityEstimate Apply Equation 5.3 with

S+(dv) = dv.positiveScores

S�(dv) = dv.negativeScores

dv.validityLabel Apply Equation 5.4 with

Q
V

(dv) = dv.validityEstimate

(5.22)

Figure 5.1 represents a sample provenance graph generated by a crowdsourcing appli-

cation2. The provenance of scoring of a data product (Building10) is shaped by the

provenance patterns.

2Appendix A.5 provides the PROV-N representation of this provenance graph
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Figure 5.2: Annotated provenance graph with validity estimate measures.

Figure 5.2 shows the annotated provenance graph of Figure 5.1 with the quality measures

introduced in Section 5.1.1 and according to the rules introduced in Section 5.2.1.

5.2.2 Mapping to Compute Creator Reliability

The following sections demonstrate how PEDRA instantiates ACF by implementing the

three computational rules (F
forward

, F
backward

, F
aggregate

) in order to compute quality

measures listed in Table 5.2.

Rules 4 - 10

In order to compute creator reliability for a version of a worker, we first need to

propagate backward the L
QV (d

k) where k is the last version of the data product. Hence,

first, we need to find the last version of the data product. Figure 5.3 presents a sample
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Figure 5.3: Sample provenance graph where a data product has 4 versions.

provenance graph where a data product has 4 versions. In this example, the L
QV (e4) is

required to propagate backward to d.

Rule 5.23 describes a f
backward

for each wasDerivedFrom relation with the type prov:Revision

that computes an annotation with the key “hasRevision” for any node which has a re-

vision. A version of a data product has a type “DataProductVersioned” according to

the revision pattern (Section 3.3.3). In this case, one annotation is computed for dv:

“hasRevision” which specifies that dv has a revision (i.e. that specific version of the data

product is not the last version).

F
backward

:

If wasDerivedFrom(dv+1, dv, [prov:type=prov:Revision])

and dv.type = DataProductVersioned and

and dv+1.type = DataProductVersioned

dv.hasRevision 1

(5.23)

According to Rule 5.23, the last version of a data product is not annotated with the

annotation with the key hasRevision.

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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Rule 5.24 describes a function that propagates backward the contents associated with key

“validityLabel” of dv+1 (i.e. validity label of dv+1) to the key “mainValidityLabel” of

dv. In this case, one annotation is computed for dv: “mainValidityLabel” which specifies

the validity label of dv. This rule propagates the annotation if a condition holds:

the condition is if dv+1 is not annotated with “hasRevision” but dv is annotated with

“hasRevision”; i.e. dv+1 is the last version.

F
backward

:

If wasDerivedFrom(dv+1, dv, [prov:type=prov:Revision])

and dv+1.hasRevision 6= 1 and dv.hasRevision = 1

dv.mainV alidityLabel dv+1.validityLabel

(5.24)

Rule 5.25 describes a function that propagates backward the contents associated with

key “mainValidityLabel” of dv to the key “mainValidityLabelFromVersion” of d. In

this case, one annotation is computed for d: “mainValidityLabelFromVersion” which

specifies the validity label of d if a condition holds: the condition is if dv+1 is not

annotated with “hasRevision” but dv is annotated with “hasRevision”; i.e. dv+1 is the

last version. The “mainValidityLabel” of dv is given the “validityLabel” of dv+1, if dv+1

is established to be the last version, i.e. it does not have a revision, but itself is a revision

of dv.

F
backward

:

If specializationOf(dv, d)

d.mainV alidityLabelFromV ersion dv.mainV alidityLabel

(5.25)

Rule 5.26 describes a function that propagates backward the contents associated with

key “mainValidityLabelFromVersion” of d to the key “mainValidityLabelFromOriginal”

of the creation activity, denoted as dc, (refer to Section 3.3.1 for create pattern). In

this case, one annotation is computed for dc: “mainValidityLabelFromOriginal” which

specifies the validity label of dc.

F
backward

:

If wasGeneratedBy(d, dc)

dc.mainV alidityLabelFromOriginal d.mainV alidityLabelFromV ersion
(5.26)

Rule 5.27 describes a function that propagates backward the contents associated with key

“mainValidityLabelFromOriginal” of dc to the key “validCreation” or “invalidCreation”

of uv, depending on the value of “mainValidityLabelFromOriginal”. In this case, two

annotations are computed for uv: (1) “validCreation” which specifies valid creations

of uv and (2) “invalidCreation” which specifies invalid creations of uv.

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-specializationof
http://www.w3.org/TR/prov-dm/#dfn-wasgeneratedby
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F
backward

:

If wasAssociatedWith(dc, uv)

uv.validCreation dc.mainV alidityLabelFromOriginal

if dc.mainV alidityLabelFromOriginal = 1

uv.invalidCreation dc.mainV alidityLabelFromOriginal

if dc.mainV alidityLabelFromOriginal = �1

(5.27)

Rule 5.28 describes a function that propagates forward the contents associated with

key “validCreations” and “invalidCreations” of uv to the key “oldValidCreations” and

“oldInvalidCreations” of uv+1, respectively. In this case, two annotations are computed

for uv+1: (1) “oldValidCreations” which specifies old valid creations of uv+1 and

(2) “oldInvalidCreations” which specifies old invalid creations of uv+1.

F
forward

:

If wasDerivedFrom(uv+1, uv, [prov:type=prov:Revision])

uv+1.oldV alidCreations uv.validCreations

uv+1.oldInvalidCreations uv.invalidCreations

(5.28)

Rule 5.29 describes a function that aggregates all the annotations of uv to compute

a new annotation for uv. In this case, three annotations are computed for uv: (1)

“validCreations” which specifies valid creations of uv, (2) “invalidCreations” which

specifies invalid creations of uv, (1) “creatorReliability” which specifies creator

reliability of uv,

F
aggregate

:

uv.validCreations uv.oldV alidCreations+ uv.validCreation

uv.invalidCreations uv.oldInvalidCreations+ uv.invalidCreation

uv.creatorReliability  Apply Equation 5.8 with

S+
C

(uv) = uv.validCreations

S�
C

(uv) = uv.invalidCreations

(5.29)

Figure 5.4 represents a sample provenance graph generated by a crowdsourcing appli-

cation3. The provenance of creation of a data product (Building10) is shaped by the

provenance patterns.

Figure 5.5 shows the annotated provenance graph of Figure 5.4 with the quality measures

introduced in Section 5.1.2 and according to the rules introduced in Section 5.2.2.

3Appendix A.6 provides the PROV-N representation of this provenance graph

http://www.w3.org/TR/prov-dm/#dfn-wasassociatedwith
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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Figure 5.4: Sample provenance graph generated by a crowdsourcing application
shaped by create pattern (provenance of creation of a data product).

5.2.3 Mapping to Compute Scorer Reliability

The following sections demonstrate how PEDRA instantiates ACF by implementing the

three computational rules (F
forward

, F
backward

, F
aggregate

) in order to compute quality

measures listed in Table 5.3.

Rules 11 - 14

Rule 5.30 describes a function that propagates backward the contents associated with

key “scoreValue” of score to the key “verificationValue” of dv, respectively. In this case,
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Figure 5.5: Annotated provenance graph with creator reliability measures.

one annotations is computed for dv: “verificationValue” which specifies verification

vote of dv.

F
backward

:

If wasDerivedFrom(score, dv)

dv..verificationV alue score.scoreV alue

(5.30)

Rule 5.31 describes a function that checks if the contents associated with key “verifica-

tionValue” and “validityLabel” of dv are the same or not. If they are the same, a new

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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annotation with the key “alignedScore” is computed for uv. Otherwise, a new annota-

tion with the key notAlignedScore is computed for uv. In this case, two annotations

are computed for uv: (1) “alignedScore” which specifies aligned scores of uv and (2)

“notAlignedScore” which specifies not-aligned scores of uv.

F
backward

:

If wasAttributedTo(dv, uv)

uv.alignedScore 1

if dv.verificationV alue = dv.validityLabel

uv.notAlignedScore 1

if dv.verificationV alue 6= dv.validityLabel

(5.31)

Rule 5.32 describes a function that propagates forward the contents associated with

key “alignedScores” and “notAlignedScores” of uv to the key “oldAlignedScores” and

“oldNotAlignedScores” of uv+1, respectively. In this case, two annotations are computed

for uv+1: (1) “oldAlignedScores” which specifies old aligned scores of uv+1 and (2)

“oldNotAlignedScores” which specifies old not-aligned scores of uv+1.

F
forward

:

If wasDerivedFrom(uv+1, uv, [prov:type=prov:Revision])

uv+1.oldAlignedScores uv.alignedScores

uv+1.oldNotAlignedScores uv.notAlignedScores

(5.32)

Rule 5.33 describes a function that aggregates all the annotations of uv to compute new

annotation for uv. In this case, three annotations are computed for uv: (1) “aligned-

Scores” which specifies aligned scores for uv, (2) “notAlignedScores” which specifies

not-aligned scores for uv, and (3) “scorerReliability” which specifies scorer reli-

ability for uv.

F
aggregate

:

uv.alignedScores uv.oldAlignedScores+ uv.alignedScore

uv.notAlignedScores uv.oldNotAlignedScores+ uv.notAlignedScore

uv.scorerReliability  Apply Equation 5.12 with

S+
S

(uv) = uv.alignedScores

S�
S

(uv) = uv.notAlignedScores
(5.33)

Figure 5.6 represents a sample provenance graph generated by a crowdsourcing appli-

cation4. The provenance of scoring of a data product (Building10) is shaped by the

provenance patterns.

4Appendix A.7 provides the PROV-N representation of this provenance graph

http://www.w3.org/TR/prov-dm/#dfn-wasattributedto
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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Figure 5.6: Sample provenance graph generated by a crowdsourcing application
shaped by score pattern (provenance of scoring of a data product) to compute
scorer reliability.

Figure 5.7 shows the annotated provenance graph of Figure 5.6 with the quality measures

introduced in Section 5.1.2 and according to the rules introduced in Section 5.2.3.

5.2.4 Mapping to Compute Validity Rating

The following sections demonstrate how PEDRA instantiates ACF by implementing the

three computational rules (F
forward

, F
backward

, F
aggregate

) in order to compute quality

measures listed in Table 5.4.

Rules 15 - 19

Rule 5.34 describes a function that propagates forward the contents associated with key

“scorerReliability” of uv to the key “scorerReliabilityFromVersion” of the verification

activity, denoted as bv (refer to Section 3.3.2 for score pattern). In this case, one an-

notations is computed for bv: “scorerReliabilityFromVersion” which specifies scorer

reliability from version of bv, given the scorer reliability of uv.
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Figure 5.7: Annotated provenance graph with scorer reliability annotations.

F
forward

:

If wasAssociatedWith(bv, uv)

bv.scorerReliabilityFromV ersion uv.scorerReliability

(5.34)

Rule 5.35 describes a function that propagates forward the contents associated with

key “scorerReliabilityFromVersion” of bv to the key “scorerReliabilityFromActivity” of

score. In this case, one annotation is computed for score: “scorerReliabilityFromActiv-

ity” that specifies scorer reliability from activity of score given scorer relia-

bility from version of bv.

F
forward

:

If wasGeneratedBy(score, bv)

score.scorerReliabilityFromActivity  bv.scorerReliabilityFromV ersion
(5.35)

Rule 5.36 describes a function that propagates backward the contents associated with

key “scorerReliabilityFromActivity” of score to the key “scorerReliabilityFromScore” of

dv. In this case, one annotation is computed for dv: “scorerReliabilityFromScore” that

http://www.w3.org/TR/prov-dm/#dfn-wasassociatedwith
http://www.w3.org/TR/prov-dm/#dfn-wasgeneratedby
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specifies scorer reliability from score of dv given scorer reliability from

activity of score.

F
backward

:

If wasDerivedFrom(score, dv)

dv.scorerReliabilityFromScore +score.scorerReliabilityFromActivity

if score.value > 0

dv.scorerReliabilityFromScore �score.scorerReliabilityFromActivity

if score.value < 0
(5.36)

Rule 5.37 describes a function that propagates forward the contents associated with key

“cws” of dv to the key “oldCws” of dv+1. In this case, one annotation is computed for

dv+1: “oldCws” that specifies old validity rating of dv+1.

F
forward

:

If wasDerivedFrom(dv+1, dv, [prov:type=prov:Revision])

dv+1.oldCws dv.cws

(5.37)

Rule 5.38 describes a function that aggregates all the annotations of dv to compute new

annotation for dv. In this case, two annotations are computed for dv: (1) “cws” that

specifies validity rating of dv and (2) “termination” that specifies termination of

dv.

F
aggregate

:

dv.cws dv.oldCws+ dv.scorerReliabilityFromScore

dv.termination Apply Equation 5.15 with

CWS(dv) = dv.cws

(5.38)

Figure 5.8 represents a sample provenance graph generated by a crowdsourcing appli-

cation5. The provenance of scoring of a data product (Building10) is shaped by the

provenance patterns.

Figure 5.9 shows the annotated provenance graph of Figure 5.8 with the quality measures

introduced in Section 5.1.3 and according to the rules introduced in Section 5.2.4.

5Appendix A.8 provides the PROV-N representation of this provenance graph

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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Figure 5.8: Sample provenance graph generated by a crowdsourcing application
shaped by score pattern (provenance of scoring of a data product) to compute
validity rating.

5.3 Termination of PEDRA

In Section 5.1, we introduced the quality measures computed by PEDRA and in Sec-

tion 5.2, we showed how this computation is mapped to ACF .

In Section 4.7, we stated that propagation and computation terminate at some point

given the following conditions:

• The instantiation must not propagate rules across edges that form cycles.

• Annotations updated by rules can form a strict order.

In this section, we show how computation of quality measures by PEDRA terminates at

some point. Note that, we assume the provenance graph submitted by a crowdsourcing

application that is shaped by the provenance patterns (Chapter 3) does not have a cycle.

In order to compute validity estimate for a version of a data product (dv), PEDRA

follows the below items in a strict order.

1. compute “verificationValue” attribute for dv based on Rule 5.20
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Figure 5.9: Annotated provenance graph with validity rating annotations.

2. compute “oldPositiveScores” and “oldNegativeScores” for dv based on Rule 5.21

3. compute “positiveScores”, “negativeScores”, “validityEstimate”, and “validityLa-

bel” for dv based on Rule 5.22

In order to compute creator reliability for a version of a worker (uv), PEDRA

follows the below items in a strict order.

1. compute “mainValidityLabel” for a version of a data product (dv) that uv created

based on Rule 5.23

2. compute “mainValidityLabelFromVersion” for the general/version-less data prod-

uct based on Rule 5.24

3. compute “mainValidityLabelFromOriginal” for the creation activity based on Rule 5.26

4. compute “validCreation” and “invalidCreation” for uv based on Rule 5.27

5. compute “oldValidCreations” and “oldInvalidCreations” for uv based on Rule 5.28
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6. compute “validCreations”, “invalidCreations”, and “creatorReliability” for uv based

on Rule 5.29

In order to compute scorer reliability for a version of a worker (uv), PEDRA follows

the below items in a strict order.

1. compute “verificationValue” for a version of a data product (dv) that uv scored

based on Rule 5.30

2. compute “alignedScore” and “notAlignedScore” for uv based on Rule 5.31

3. compute “oldAlignedScores” and “oldNotAlignedScores” for uv based on Rule 5.32

4. compute “alignedScores”, “notAlignedScores”, and “scorerReliability” for uv based

on Rule 5.33

In order to compute validity rating for a version of a data product (dv), PEDRA

follows the below items in a strict order.

1. compute “scorerReliabilityFromVersion” for the scoring activity done by a scorer

based on Rule 5.34

2. compute “scorerReliabilityFromActivity” for the score the scorer provided based

on Rule 5.35

3. compute “scorerReliabilityFromScore” for dv based on Rule 5.36

4. compute “oldCws” for dv based on Rule 5.37

5. compute “cws” and “termination” for dv based on Rule 5.38

As it can be seen, the propagation and computation of annotations (quality measures)

in PEDRA form a strict order. Furthermore, in the antecedent of a rule, an annotation

of a version of a data product or a worker is computed only based on the previous

version (and according to the rule order). The consequent rule creates an annotation

that did not exist before. As such, we conclude that the annotation propagation and

computation in PEDRA terminates at some point.

5.4 Empirical Study

This section presents the advantages that PEDRA o↵ers through empirical evaluation.

First, the environment and the methodology used to perform the experiment are de-

scribed (Section 5.4.1). CollabMap is chosen as the scenario since it already records the
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provenance of its data. With minor modifications to ensure its provenance conforms

with our provenance patterns, it is possible to retrofit PEDRA into CollabMap. This

facilitates the comparison between the accuracy of the quality model originally employed

in CollabMap with PEDRA (Section 5.4.2). Besides comparing the accuracy, the utility

of provenance in terms of reducing uncertainty over computed quality measures for a

data product or a worker is investigated in Section 5.4.3.

5.4.1 Experiment Methodology

We ran the original CollabMap application on Amazon Mechanical Turk (AMT), post-

ing more than 2,700 HITs (Human Intelligence Tasks). We applied for ethics ap-

proval through the University of Southampton, under the reference number ERGO/F-

PSE/11509. The complete dataset, containing the provenance data in JSON represen-

tation, can be accessed from: http://eprints.soton.ac.uk/id/eprint/378382.

For each completed HIT, a worker was paid 3 cents. This version of CollabMap (Ram-

churn et al., 2013) employs a majority voting approach for accepting/rejecting tasks,

hence, the result from this version is referred as CollabMap-MajorityVoting .

After the data was collected by CollabMap, PEDRA was employed to analyse the prove-

nance generated by CollabMap and assess again the quality of all its data as per ter-

mination measure (Equation 5.15). The result produced by PEDRA is referred to as

CollabMap-PEDRA. Note that CollabMap-PEDRA relied solely on provenance as the

means of communication between PEDRA and CollabMap to ensure that the results

reported here apply beyond this specific application.

Following, the accuracy of both approaches in terms of correctly classifying data are

compared.

It was mentioned in Section 2.1.7 that two roll-outs of CollabMap, separate from our

work, took place. Inspecting the data sets that were collected from these roll-outs,

Table 5.5 introduces the thresholds for choosing data of su�cient quality and discarding

those of low quality (refer to Equation 5.4 and Equation 5.15).

Quality Measure Threshold Value

L
QV (d

v)
TV

high

0.8
TV

low

0.3

T (dv)
TT

high

1.5
TT

low

-1.5

Table 5.5: The threshold set on the validity label and termination of a version
of a data product.

http://eprints.soton.ac.uk/id/eprint/378382
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5.4.2 Accuracy

Method We compile a list of ground truths that contains the validity label of each data

product by asking an expert to check all the data products generated in the experiment

and to either accept or reject them. Using the ground truths, the number of times each

approach agrees with the expert, denoted by X, is measured. Let K be the total number

of data products (K > 0), the accuracy of an approach is defined as X

K

.

Hypothesis 1 The quality assessment in CollabMap-PEDRA has the same or higher

accuracy than that of CollabMap-MajorityVoting .

If X denotes the number of successes in K independent trials with a binary outcome,

each of which may result in a success with probability p, then X can be modelled as:

X ⇠ Binomial(K, p). Let X1 ⇠ Binomial(K, p1) represents the binomial distribution

for CollabMap-PEDRA and X2 ⇠ Binomial(K, p2) represents the binomial distribution

for CollabMap-MajorityVoting . Given that K is the total number of data products,

X1 and X2 are the number of times the result of CollabMap-PEDRA or CollabMap-

MajorityVoting were equal to the ground truth (number of successes), U1 and U2 are

the number of times a decision on the validity of the data product was not made by

CollabMap-PEDRA or CollabMap-MajorityVoting , and p1 and p2 are the success prob-

abilities of the two approaches. Hypothesis 1 is then equivalent to p1 � p2. Therefore,

the null hypothesis is formed as follows:

H0 : p1 < p2 (5.39)

Using the Bayesian approach, the distributions p1 and p2 can be determined using the

actual value of X1 and X2 (MacKay, 2003) as follows.

p1 ⇠ BetaDistribution(1 +X1, 1 +K �X1) (5.40)

p2 ⇠ BetaDistribution(1 +X2, 1 +K �X2) (5.41)

The p-value is computed as the integral of probability of [p1 < p2] over all values of p1:

p-value = P (p1 < p2) (5.42)

E
p1 [P (p1 < p2)] =

Z 1

0
P (p2 > x) ⇤ PDF

p1(x) dx (5.43)

=

Z 1

0

⇥

1� CDF
p2(x)

⇤

⇤ PDF
p1(x) dx (5.44)
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where CDF
p2 denotes the cumulative distribution function of p2 and PDF

p1 denotes the

probability density function of p1.

Equation 5.44 is computed by using Wolfram Mathematica6 as per Equation 5.47 where

U1 and U2 are the total number of data products that CollabMap-PEDRA and CollabMap-

MajorityVoting are uncertain about the validity of the data product, respectively:

pedra = BetaDistribution[1 +X1, 1 + (K � U1)�X1]; (5.45)

mv = BetaDistribution[1 +X2, 1 + (K � U2)�X2]; (5.46)

Integrate[(1� CDF [mv, a1]) ⇤ PDF [pedra, a1], a1, 0, 1] (5.47)

Analysis In this experiment, 612 data products were created and scored by around 200

workers. The accuracy of CollabMap-PEDRA is ⇠ 95.5% and accuracy of CollabMap-

MajorityVoting is ⇠ 89.1%.

Equation 5.44 gives p-value < 0.00002. Figure 5.10 shows the beta distribution of

the result of CollabMap-PEDRA and CollabMap-MajorityVoting ; the y-axis represents

PDF. It can be observed from the plot that they overlap only slightly as shown by

Equation 5.44.

Based on the computed accuracy and p-value, we conclude that there is a strong ev-

idence to reject the null hypothesis (H0) with over 99% confidence. In other words,

Hypothesis 1 is validated: the accuracy of CollabMap-PEDRA is higher than CollabMap-

MajorityVoting and it is statistically significant.

5.4.3 Provenance and Uncertainty

While the quality measures introduced in this chapter rely on application data, we argue

that the availability of provenance information was critical in retrieving such application

data. Here, we do not seek to demonstrate the benefits of a given provenance model;

instead, we show that it is the provenance relation that allows the accessing of application

data relevant to quality assessment. Intuitively, the more provenance information are

exploited and the more historical application data is accessed, the lower the uncertainty

in the quality measures computed over such data.

Hypothesis 2 There is an inverse correlation between the amount of provenance infor-

mation exploited to compute the quality measures (i.e. validity estimate and cre-

ator reliability) and the uncertainty over them.

6http://www.wolfram.com/mathematica/

http://www.wolfram.com/mathematica/
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Figure 5.10: The beta distribution of CollabMap-PEDRA and CollabMap-
MajorityVoting.

Method We analyse the utility of provenance in terms of uncertainty. More specifically,

we consider validity estimate of a version of a data product and creator relia-

bility of a version of a creator, and compute (1) how much provenance was exploited

to compute the quality measure and (2) the uncertainty over the quality measure.

First, we focus the analysis on validity estimate and data products. The analysis is

based over the lifespan of a data product which starts when a scorer provides a score to a

version of the data product (score pattern See Section 3.3.2) and ends when a decision of

accepting or rejecting that data product is made (see the termination in Section 5.1.3).

For each version of a data product, dv, we compute how much provenance was exploited

to compute its validity estimate (denoted as D
QV (d

v)) by looking at the revision

pattern (See Section 3.3.3) and computing the total number of versions up to dv as per

Equation 5.48.

D
QV (d

v) = |{d
k

|k  v}| (5.48)

After quantifying how much provenance was exploited to compute validity estimate

for a version of a data product, then, we compute provenance lifespan of a version of

a data product, P (dv), by dividing D
QV (d

v) (Equation 5.48) by the maximum number

of D
QV (d) of the data product which is the D

QV (d
v) of the last version of the data
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product. This allows us to base our analysis in terms of the data product provenance

lifespan (0% to 100% completion).

P (dv) =
D

QV (d
v)

maxD
QV (d)

(5.49)

We quantify the uncertainty of validity estimate (Q
V

(dv)), denoted as �
QV (d

v), by

its variance. For a random variable X beta-distributed with parameters ↵ and �, its

variance is given by Johnson and Kotz (1970) as follows:

Var [X] =
↵⇥ �

(↵+ �)2 ⇥ (↵+ � + 1)
(5.50)

Since Q
V

(dv) is calculated from the beta distribution with parameters ↵ = S+(dv) + 1

and � = S�(dv) + 1, we can calculate its variance as follows:

�
QV (d

v) = Var [Q
V

(dv)] (5.51)

For each version of a creator, uv, we compute how much provenance was exploited

to compute its creator reliability (denoted as D
QC (u

v)) by looking at the agent

pattern (See Section 3.3.4) and computing the total number of versions up to uv as per

Equation 5.52.

D
QC (u

v) = |{u
k

|k  v}| (5.52)

Similar to computing uncertainty over validity estimate for a version of a data prod-

uct, we quantify the uncertainty of creator reliability, denoted as �
QC (u

v), by its

variance, as per Equation 5.53.

�
QC (u

v) = Var [Q
C

(uv)] (5.53)

in which, ↵ = S+
C

(uv) + 1 and � = S�
C

(uv) + 1.

Analysis Figure 5.11 demonstrates the average uncertainty over validity estimate

against how much provenance was exploited using a logarithmic scale. The x-axis rep-

resents the lifespan of data products and the y-axis represents the average uncertainty

over validity estimate for all data products that have the same lifespan.
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Figure 5.11: The average uncertainty over validity estimate against the amount
of exploited provenance

Similarly, Figure 5.12 demonstrates the average uncertainty over creator reliabil-

ity against how much provenance was exploited using a logarithmic scale. The x-axis

represents D
QC (u

v) and the y-axis represents the average uncertainty over creator

reliability.

The shaded region around the lines in both Figure 5.11 and Figure 5.12 represents the

standard deviation when computing the average uncertainty.

Both figures demonstrate that as more provenance is exploited, the uncertainty over

computed quality measures decreases.

In order to quantify the correlation between the uncertainty over validity estimate

and creator reliability and the amount of provenance exploited to compute them,

we calculate the Pearson correlation coe�cients for the data plotted in both Figure 5.11

and Figure 5.12 and the corresponding p-value (as presented in Table 5.6). In all cases,

the Pearson correlation coe�cients show very strong negative correlation with very small

p-values. Hence, we can confirm Hypothesis 2, i.e. There is an inverse correlation between

the amount of provenance information exploited to compute the quality measures (i.e.

validity estimate and creator reliability) and the uncertainty over them.
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Figure 5.12: The average uncertainty over creator reliability against the amount
of exploited provenance

Measure Pearson Correlation p-value

�
QV (d

v) and D
QV (d

v) ⇠ �98% ⇠ 5.47⇥ 10�07

�
QC (u

v) and D
QC (u

v) ⇠ �97% ⇠ 5.63⇥ 10�23

Table 5.6: Pearson correlation coe�cients and p-value for the correlation be-
tween the uncertainty over computed validity estimate and creator reliability
and the amount of provenance exploited to compute them.

5.4.4 Evolution of Sample Quality Measures

In this section, we show how some of the quality measures introduced in Section 5.1

evolve through the execution of CollabMap.

We first start with termination measure for a data product. Figure 5.13 illustrates

the evolution of termination measure over the period of CollabMap execution. The

x-axis represents the execution day and the y-axis represents the total number of data

product that a decision on their termination was made at the end of a specific execution

day. The blue solid line represents those data products that termination measure

instructs CollabMap to terminate and no further verification is required. The red dashed
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Figure 5.13: Evolution of termination measure over the period of CollabMap
execution.

line represents those data products that termination measure instructs CollabMap to

continue recruiting workers.

Note that in Section 5.4.1, we mention that we released 2,700 HITs to AMT. However,

we decided to release HITs in batches rather than releasing all HITs at the start of

CollabMap execution. The dashed vertical lines on Figure 5.13 show the time at which

a new batch of HITs was released. As such, through the execution of CollabMap,

there were periodically new tasks (i.e. new data products to be created and scored by

workers). Had we released all 2,700 HITs at the start, we would have a di↵erent plot

than Figure 5.13 in which the red dashed line (representing the uncertain data products)

would have been higher than the current one and decreased the slope as CollabMap

continued its execution. Nevertheless, this figure shows the evolution of termination

through the execution of CollabMap.

Following, we look at the worker’s reliability measure and how it evolves through the

execution of CollabMap. Figure 5.14 shows the evolution of this measure for a sample

worker identified as worker 442. The x-axis represents the evolution of the worker

(di↵erent versions of a worker according to agent pattern) and the y-axis represents

worker’s reliability as the worker continued collaborating with the system. We can

classify this worker as a reliable worker. The figure shows how this worker’s reliability
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Figure 5.14: Evolution of reliability measure for a sample worker identified as
worker 442 over the period of CollabMap execution.

starts from 0.5 (PEDRA does not know the reliability of the worker) and evolve to the

higher values.

Same as Figure 5.14, Figure 5.15 illustrates the evolution of worker’s reliability for a

sample worker that we classify the worker as an unreliable worker. The figure shows

how this worker’s reliability starts from 0.5 and decreases over the course of CollabMap

execution.

Figure 5.16 demonstrates the evolution of worker’s reliability for a sample worker, known

as worker 647. This figure shows an example where the worker cannot be classified as

either reliable nor unreliable. As Figure 5.16 shows at starts the worker’s reliability

decreases, however, after sometime the reliability started to increase and then decreases

again.

5.5 Summary

We started this chapter by identifying three common issues in crowdsourcing appli-

cations. In order to solve these issues, we put forth a quality assessment approach
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Figure 5.15: Evolution of reliability measure for a sample worker identified as
worker 425 over the period of CollabMap execution.

(PEDRA) that exploits the provenance of data shaped by a crowdsourcing application

to compute a set of quality measures. These measures assist the application to make

quality-based decisions such as accepting data of high quality and discarding those with

low quality.

More specifically, the first identified issue is about assessing the quality of data products

generated in a crowdsourcing application. This is an important issue because knowing

about the quality of data products, the application can filter out data products with

high quality and discard those of low quality. In order to address this issue, PEDRA

exploits the provenance of data shaped by the provenance patterns to compute a set of

quality measures (such as validity estimate) for each data product that assist the

crowdsourcing application to either accept or discard a data product.

The second issue is about assessing the reliability of workers. This is an important issue

because knowing about the reliability of workers, the application can choose the most

reliable workers, schedule its works and etc. In order to address this issue, PEDRA

first distinguishes between two types of workers: creators who create data products,

and scorers who score (verify) the generated data products. Then, PEDRA exploits

the provenance of data shaped by the provenance patterns to compute a set of quality
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Figure 5.16: Evolution of reliability measure for a sample worker identified as
worker 647 over the period of CollabMap execution.

measures for both creators and scorers (such as creator reliability and scorer

reliability).

The third issue is about terminating a task with certainty. This is also an important issue

because knowing when to terminate a task allows the application to manage its resources

(such as workers, money, and time) e�ciently. In order to address this issue, PEDRA

exploits the provenance of data of scorers and data products to compute validity

rating, and derived from that termination that instructs the application if further

collaboration is required.

Following on from this, we then demonstrated how PEDRA works in practice in three

ways. First, we showed how it can be used alongside CollabMap, an exemplar FFV-based

crowdsourcing application, to assess the quality of data.

Second, we compared the accuracy of PEDRA with the current quality model employed

in CollabMap (and many other crowdsourcing applications). We showed that PEDRA

outperforms the current quality assessment approach employed in CollabMap, by at

least 6.5%.
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And third, we showed that there is an inverse correlation between the amount of ex-

ploited provenance to compute a quality measure and the uncertainty over the computed

measure; in that, the more provenance exploited, the less uncertainty over the computed

measure. Based on this, we conclude that provenance has two main utilities in crowd-

sourcing:

1. PEDRA does not rely on the data model chosen by the crowdsourcing application.

As long as the crowdsourcing application generates its provenance shaped by the

provenance patterns, PEDRA exploits such shaped provenance to compute the

described quality measures.

2. The amount of provenance exploited by PEDRA to compute quality measures

(such as validity estimate and creator reliability) can be quantified by

looking at the revision pattern (refer to Section 3.3.3) and agent pattern (refer to

Section 3.3.3) and counting the total number of versions for a data product or a

worker. We further showed that uncertainty over a computed measure decreases

as more provenance is exploited by PEDRA.

Comparing the accuracy of PEDRA to the quality model employed in CollabMap (which

is a popular approach in crowdsourcing), the accuracy of PEDRA outperforms by at least

6.5% and we showed the result is statistically significant. We extrapolate this is because

of two reasons. First, the quality model employed in CollabMap is known as Majority

Voting . CollabMap utilises this approach without exploiting provenance whereas PE-

DRA exploits the provenance of data shaped by provenance patterns. Second, Majority

Voting does not consider the reliability of workers in contrast to PEDRA that distin-

guishes between two types of workers; and computes di↵erent quality measures for them

and considers those measures in quality assessment.

It is noteworthy to mention that the proposed quality assessment approach in this chap-

ter (PEDRA) is applicable beyond CollabMap, as PEDRA does not rely on the data

model of the crowdsourcing application. The approach works for any FFV-based crowd-

sourcing application, as outlined in our PhD objectives in Section 1.7, provided that

the application records provenance of data and shape this provenance according to the

provenance patterns presented in Chapter 3.

In the next chapter, we envision situations where PEDRA is required to be utilised

while the crowdsourcing application is executing live. The online application of PEDRA

allows the application to make online quality-based decisions such as decisions on the

validity of data or decisions on the reliability of workers.



Chapter 6

PEDRA-O: Provenance-based

online decision making with

PEDRA

Chapter 5 presented a quality assessment approach (PEDRA) that exploits the prove-

nance of data generated in a crowdsourcing application to assess the quality of data and

reliability of workers. Chapter 5 also demonstrated the application of PEDRA after the

crowdsourcing application finishes its execution and the data collection phase is finished.

Chapter 2 introduces crowdsourcing as a medium through which data can be collected

fast and cheap, and it is useful provided that the quality of generated data is assessed.

A crowdsourcing application can make a set of quality-based decisions to improve its

performance or change its normal behaviour while it is executing live. For example,

if a worker keeps creating invalid data products, the application can be notified of

this action and does not allocate more tasks to the worker (the application changes

its normal behaviour given the normal behaviour of a crowdsourcing application is to

allocate tasks to all workers). The crowdsourcing application can also be instructed on

when to terminate a task. This is an important decision because it has a direct influence

on worker’s fee, given the crowdsourcing application is required to pay workers (the

application improves its performance by making dynamic task termination decision).

The quality measures computed by PEDRA in Chapter 5 facilitate such online quality-

based decisions by the crowdsourcing application. In this chapter, we envision PEDRA

as a data quality assessment service to multiple, di↵erent FFV-based crowdsourcing

applications. In order to regulate the interaction between PEDRA and the crowdsourc-

ing applications, we envision an online architecture by proposing an online contract,

PEDRA-O1, specifying how and when the crowdsourcing application is expected to

1The O in the name refers to the online application of PEDRA.

119
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submit the provenance of data. In return, the contract states how the quality measures

computed by the service are returned to the crowdsourcing application.

More specifically, and recalling from Chapter 1, the contribution of this chapter is as

follows:

Contribution We present an architecture for any FFV-based crowdsourcing applica-

tion with the purpose of assisting the application to improve its behaviour and assess the

quality of data while it is executing live. Furthermore, we perform a detailed evaluation

to assess the benefits and costs of such architecture on the crowdsourcing application.

The evaluation is the first of its kind to integrate a crowdsourcing application and a

quality assessment approach in a real world setting where not only the accuracy of the

quality assessment approach but also the performance of the approach is measured.

In the following sections, we elaborate more on the online use of provenance in crowd-

sourcing applications by putting forth an online contract that regulates the interaction

between the application and PEDRA. More specifically:

• Section 6.1 introduces an architecture and a contract that regulates the interaction

between a crowdsourcing application and PEDRA.

• Section 6.2 discusses the implementation of the quality assessment service.

• Section 6.3 gives an empirical evaluation of PEDRA-O .

• Section 6.4 summarises the chapter.

6.1 Online Contract

In Chapter 5 we devised an architecture that has two components: (1) a FFV-based

crowdsourcing engine that recruits workers to create and verify data and (2) a data

quality assessment approach known as PEDRA that assesses the quality of data and

reliability of workers.

The crowdsourcing engine submits provenance graphs for analysis to PEDRA which

computes quality measures by exploiting the submitted provenance. Once measures are

computed, they are passed back to the crowdsourcing engine which utilises the measures

to make online decisions and improve its performance while executing.

By so doing, we decouple the data quality assessment approach (PEDRA) from the

crowdsourcing engine. It can now be deployed as a data quality assessment service to

multiple, di↵erent FFV-based crowdsourcing engines. The interactions between the two

components should adhere to the workflow in Figure 6.1, which is detailed as follows.
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1. When a task is completed by a worker, the crowdsourcing engine generates prove-

nance for the task according to the provenance patterns (Chapter 3).

2. The provenance graph is submitted to the service.

3. The service computes quality measures over the provenance graph (such as those

introduced in Chapter 5) and annotates the original graph’s elements with the

computed measures (see Section 5.1 on how quality measures are computed and

how PROV elements are annotated with the quality measures).

4. The annotated provenance graph and computed quality measures are persisted on

the PEDRA side.

5. The computed quality measures are passed to the crowdsourcing engine.

6. The crowdsourcing engine uses the computed measures to make application-specific

decisions such as whether to accept or reject the completed task.

7. At this point, if the crowdsourcing engine has more tasks to submit to PEDRA, the

workflow repeats (by going back to the first item); otherwise, the crowdsourcing

engine finishes its execution.

The decoupling of the quality assessment approach allows reusing the approach for more

than one FFV-based crowdsourcing application without the need to re-implement it.

However, it also inevitably introduces communication and storage overheads between

the two components. In order to minimise its impacts, we introduce the following

requirements for the crowdsourcing engine:

Requirement 1

The chosen quality measures (e.g. validity estimate, creator reliability, and

scorer reliability) must be incrementally computable. Specifically, the measures of

a version of an element (ev) in the provenance graph (i.e. entities, activities, and agents,

such as a data product or a worker) should be computable from the measures of its

previous version (ev�1). In other words, there must exist a function f such that

Measure(ev) =

8

<

:

f (G) if v = 0

f
�

G,Measure(ev�1)
�

if v 6= 0
(6.1)

According to Equation 6.1, if an element does not have a previous version (i.e. ev where

v = 0), the crowdsourcing engine is required to send the whole provenance graph. In

the submitted provenance graph, there is no previously computed measure as it is the

first submission.
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Crowdsourcing Engine PEDRA

1 - Generate provenance of data 
according to the Provenance 

Patterns

2 - Submit the provenance graph 
to PEDRA

3 - Compute quality measures 
over the provenance graph and 

annotate the original graph's 
element with the measures

4 - Persist the annotated 
provenance graph and measures

5 - Send back the computed 
measures

6 - Make application-specific 
decisions

End of Execution

More 
tasks?

Yes

No

Figure 6.1: The workflow for PEDRA-O detailing the communications between
the crowdsourcing engine and PEDRA. If the crowdsourcing engine has more
tasks to submit to PEDRA, the workflow repeats. Otherwise, the crowdsourcing
engine finishes its execution.

However, if the provenance element has a previous version (i.e. ev where v 6= 0), the

crowdsourcing engine is required to send the provenance of data of what happened

between ev�1 and ev. For instance, if v = 2 for a provenance element (i.e. ev2), the

crowdsourcing engine is required to send the provenance of data of what happened

between ev1 and ev2 and not the whole provenance graph, i.e. from ev0 to ev2 .

This requirement makes it su�cient for the crowdsourcing engine to send only the prove-

nance of activities that have happened since the previous submission, instead of sending

the whole provenance graph since its initialization to PEDRA. G in Equation 6.1 de-

notes a provenance graph. Note that, the provenance graph does not contain all the

provenance information from the initialization of the task, rather it contains all the new

information that was not sent from the previous submission. By including the previously
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computed measures, the crowdsourcing application is not required to submit the whole

provenance graph of a task as such we require less information in G.

It is noteworthy to mention that the quality metrics that were introduced in Chapter 5

are all compatible with this requirement. For instance, in Section 5.2.1, Rule 5.21 defines

how positive scores of a version of a data product is computed in terms of its previous

version. According to this rule, Equation 6.2 defines how positive scores of a version

of a data product is a function of the positive scores of the previous version.

S+(dv) =

8

<

:

f (G)) if v = 0

f
�

G, S+(dv�1)
�

if v 6= 0
(6.2)

Requirement 2

The crowdsourcing engine is permitted to send multiple provenance graphs in parallel

to PEDRA provided that they all document di↵erent tasks.

In addition, when the crowdsourcing engine submits a provenance graph of a task, it

is required not to change the current state associated with anything referred to by the

graph. It must wait for the computed measures to be returned by PEDRA before

carrying on with the same task. For example, after a contributor scores a data product

and the corresponding provenance is submitted, the application must not recruit more

contributors for the same data product or assign another task to the same contributor

until all the measures are computed and returned for that data product.

It should be noted, however, that a FFV-based crowdsourcing application typically has

numerous tasks and workers. Hence, it can still recruit other workers for other tasks

without delay and send the associated provenance to PEDRA as soon as those tasks

finish.

We call the workflow and the two requirements above the Online Contract for PEDRA

(OCP). FFV-based crowdsourcing applications, adhering to OCP, will be able to make

live decisions based on the quality measures produced by PEDRA.

PEDRA is required to persist all the computed measures and any extra data that was

required in the computation. In this way, we support: (1) audit, (2) re-computation of

the quality measures, and (3) showing why a decision was made. This allows a thorough

and accurate assessment of the approach (for example to check the computation of past

measures against rules).

In the next section, we analyse benefits and the communication overheads introduced

by OCP.
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Crowdsourcing engine Quality assessment service
Submit provenance graph

Return quality measures

Figure 6.2: Interaction between a crowdsourcing engine and the quality assess-
ment service.

Title Compute quality measures
Description This is the entry point to the quality assessment service, the

API accepts the provenance graph submitted by the client
(i.e. a crowdsourcing engine)

URL https://waisvm-ask2g10.ecs.soton.ac.uk/rest/OAPS/entry
Method POST

Data Params
application/json (PROV-JSON)
(a provenance graph as specified in Section 6.1)

Return
application/json (PROV-JSON)
(all the computed quality measures)

Table 6.1: RESTful API endpoint for OCP.

6.2 Implementation of the Quality Assessment Service

As stated in Section 6.1, the crowdsourcing engine submits the provenance of data to

the quality assessment service. The service computes the quality measures and passes

back the measures to the crowdsourcing application, as depicted in Figure 6.2.

In order to facilitate the interaction between a crowdsourcing engine and the quality as-

sessment service, the service o↵ers a RESTful API. Table 6.1 outlines the API endpoint.

Table 6.1 specifies the RESTful API endpoint for OCP. It uses the HTTP method POST.

It accepts a provenance graph as specified in Section 6.1 in PROV-JSON representa-

tion (as the data params) and returns back all the computed measures in PROV-JSON

representation. The PROV-JSON representation (Huynh et al., 2013b) is a W3C mem-

ber submission that specifies a JSON representation for the PROV-DM (Moreau et al.,

2013a). It supports fast data look-up and is particularly suitable for interchanging

PROV documents between web services and clients (Huynh et al., 2013b).

Figure 6.3 demonstrates a sample provenance graph submitted to the quality assess-

ment service. In this provenance graph, a data product, Building14379.4 was scored

by User442.261. The provenance graph is shaped according to the score pattern by

filling the placeholders such as data product and scorer. This is a sample provenance

graph submitted to the quality assessment service by a crowdsourcing application in

PROV-JSON data format.

http://www.w3.org/Submission/2013/SUBM-prov-json-20130424/
http://www.w3.org/Submission/2013/SUBM-prov-json-20130424/


Chapter 6 PEDRA-O: Provenance-based online decision making with PEDRA 125

BuildingVerification10727

Building14379.4

use

type: rating:ScoringActivity

Building14379.0

type: rating:DataProduct Building14379.3

der

type: rating:DataProductVersioned

derder

User442.261

att

type: rating:DataProductVersioned

UpVote14626.0gen
der att

type: rating:Score
value: 1

Plan12345

type: rating:ScoringPlan

User442

type: rating:Scorer User442.260

der

type: rating:ScorerVersioned

derder

type: rating:ScorerVersioned
assoc

Figure 6.3: A sample provenance graph submitted to the quality assessment
service.

ANNOTATION

ANNOTATION_ID INT(11)

ANNOTATION_ELEMENTID VARCHAR(255)

ANNOTATION_NAMESPACEURI VARCHAR(255)

ANNOTATION_LOCALPART VARCHAR(255)

ANNOTATION_ANNOTATIONVALUE VARCHAR(255)

ANNOTATION_TIMESTAMP VARCHAR(255)

Indexes

PRIMARY

IDX_ELEMENTID

IDX_NAMESPACEURI

IDX_LOCALPART

IDX_ANNOTATIONVALUE

DOCUMENT

DOCUMENT_ID INT(11)

DOCUMENT_FOLDERID VARCHAR(255)

DOCUMENT_RECEIVEDAT VARCHAR(255)

DOCUMENT_ORIGINALDOCUMENTSIZE BIGINT(20)

DOCUMENT_SENTAT VARCHAR(255)

DOCUMENT_ANNOTATEDDOCUMENTSIZE BIGINT(20)

Indexes

PRIMARY

Figure 6.4: SQL schema view.

After annotation propagation and computation, a set of quality measures are computed

by PEDRA which should returned back to the crowdsourcing application in PROV-

JSON representation.

After annotations (i.e. quality measures) are computed by PEDRA, they should be

maintained in a storage for future use. We decided to use a SQL database with two

tables: DOCUMENT and ANNOTATION; as depicted in Figure 6.4.

The DOCUMENT table maintains information such as when a provenance graph was

received by the service and when the computed measures passed back to the crowd-

sourcing engine. It also stores a reference to where the submitted provenance graph
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is maintained on the disk (note that every provenance graph received by the service is

maintained in disk).

The ANNOTATION table maintains information about the computed measures. It

stores the namespace, key and value of the computed attributes, and the time an at-

tribute was stored.

6.3 Empirical Study

In this section, we present the results from the online application of PEDRA for quality

assessment and task termination in CollabMap. We call this deployment CollabMap-

PEDRA-O . First, the methodology used to perform the experiment is described in Sec-

tion 6.3.1. Then, we measure the workers’ fees saved in CollabMap-PEDRA-O as com-

pared to that incurred in the o✏ine application of PEDRA, called CollabMap-PEDRA

(described in Section 5.4) in Section 6.3.2. We also measure the overheads introduced by

PEDRA-O in terms of communication, storage, and delay of task allocation and analyse

them in Section 6.3.3.

6.3.1 Experiment Methodology

For the purpose of this experiment, we decided to run both Majority Voting and PE-

DRA in parallel by retrofitting them into CollabMap. In this case, one shared dataset

is analysed by PEDRA and Majority Voting . Then, it is possible to evaluate the per-

formance of each quality assessment approach with the same dataset. The alternative,

that is running CollabMap to produce two di↵erent datasets, is not acceptable as one

could argue, for example, data products of one dataset are more di�cult than the other

dataset and this is why the performance of each approach di↵ers. Furthermore, there is

no guarantee that the same worker would collaborate in both roll-outs of CollabMap.

As such, in this setting, both approaches execute in parallel. Earlier in Section 5.4,

we demonstrated that the accuracy of CollabMap-PEDRA outperforms the accuracy of

CollabMap-MajorityVoting . In this section, and working upon our findings, we anal-

yse the benefits and costs of the online application of PEDRA compared to its o✏ine

application.

6.3.2 The Benefit of OCP

As all CollabMap HITs have the same cost, comparing the cost of a task incurred by

the online and o✏ine applications of PEDRA is equivalent to comparing the number of

HITs required by the two approaches for completing the task. Hence, in this analysis, we
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count the average number of HITs that CollabMap-PEDRA-O and CollabMap-PEDRA

required before a task was terminated in our experiment. Our hypothesis is as follows:

Hypothesis 3 On average, CollabMap-PEDRA-O requires fewer number of HITs to

complete a task than CollabMap-PEDRA.

Method We recorded the total number of HITs each approach requires to complete a

task. Then, at the end of the experiment, we carry out an analysis that contains three

parts: (1) we analyse the average number of HITs each approach (CollabMap-PEDRA-

O and CollabMap-PEDRA) requires per task to terminate a data product (Refer to

Section 5.1.3 for termination measure), (2) we analyse the total number of terminated

data products by each approach through the execution time, and (3) we analyse the

cumulative number of HITs over the course of execution. These three analyses assist us

to study the benefit of OCP.

Furthermore, in order to ensure the results are statistically significant, we use the stan-

dard paired t-test with the null hypothesis that the di↵erence between number of re-

quired HITs for CollabMap-PEDRA-O and CollabMap-PEDRA comes from a normal

distribution with mean equal to zero (i.e. the di↵erence between them is not statistically

significant).

Analysis Figure 6.5 demonstrates average number of HITs for CollabMap-PEDRA-O

and CollabMap-PEDRA. The first yellow bar represents CollabMap-PEDRA-O (online)

and the second orange bar represents CollabMap-PEDRA (o✏ine). The y-axis represents

average number of HITs per task. On each bar, standard error is shown. This figure

shows that, on average, CollabMap-PEDRA-O requires fewer number of HITs per task

to terminate a data product compared to CollabMap-PEDRA.

On average, we found that CollabMap-PEDRA-O requires 2.9 HITs where CollabMap-

PEDRA requires 3.7 HITs over 300 tasks. Hence, CollabMap-PEDRA-O required 20%

less HITs per task than its o✏ine counterpart.

Figure 6.6 demonstrates the total number of terminated data products by both CollabMap-

PEDRA-O and CollabMap-PEDRA through the execution period of CollabMap. Col-

labMap was executing from 2014-11-25 till 2014-12-11. We counted the total number

of terminated data products at the end of each day; the x-axis represents each execu-

tion day and the y-axis represents the cumulative number of terminated data products.

The red solid line in Figure 6.6 represents CollabMap-PEDRA-O (online) and the blue

dashed line represents CollabMap-PEDRA (o✏ine).

In Figure 6.5, we showed that CollabMap-PEDRA-O requires 20% less HITs than

CollabMap-PEDRA. This means that we can expect CollabMap-PEDRA-O to termi-

nate data products faster than CollabMap-PEDRA. This can be approved by Figure 6.6
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Average number
of HITs

Online 2.9
O✏ine 3.7

Figure 6.5: On average, CollabMap-PEDRA-O requires 20% less HITs per task
compared to CollabMap-PEDRA.

where the online line (red) stays above the o✏ine line (blue), which means CollabMap-

PEDRA-O terminates more data products (i.e. CollabMap-PEDRA-O is faster in ter-

mination). Given that both approaches have access to the same resources, we conclude

that CollabMap-PEDRA-O requires fewer number of HITs to terminate a data product.

Figure 6.7 demonstrates the cumulative number of HITs that CollabMap-PEDRA-O and

CollabMap-PEDRA require to terminate data products (i.e. no more scorer is required to

score the data product). The x-axis represents the cumulative number of data products

sorted by their termination time and the y-axis represents the cumulative number of

HITs. The red solid line represents CollabMap-PEDRA-O (online) and the blue dashed

line represents CollabMap-PEDRA (o✏ine).

Figure 6.7 shows that the online line (red) stays bellow the o✏ine line (blue), which

means given the whole execution time of CollabMap, CollabMap-PEDRA-O requires less

HITs. More specifically, the ratio between total number of HITs required by CollabMap-

PEDRA-O and CollabMap-PEDRA starts with ⇠ 0.33 at the start of the execution,

continuously moving towards ⇠ 0.50, and at the end, the ratio was ⇠ 0.80, which

confirms that CollabMap-PEDRA-O requires 20% less HITs compared to CollabMap-

PEDRA.

Figure 6.8 represents the cumulative number of extra HITs that CollabMap-PEDRA-O

and CollabMap-PEDRA require as compared to each other the total number of data

products. The x-axis represents cumulative number of data products and the y-axis

represents cumulative number of extra HITs an approach require to terminate a data

product. The red solid line represents CollabMap-PEDRA-O (online) and the blue

dashed line represents CollabMap-PEDRA (o✏ine).
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Figure 6.6: Number of terminated data products by CollabMap-PEDRA-O and
CollabMap-PEDRA through the execution period of CollabMap.

This figure shows that the o✏ine line (blue) stays well above the online line (red),

which means CollabMap-PEDRA requires extra HITs compared to CollabMap-PEDRA-

O . More specifically, and as shown earlier in Figure 6.5, CollabMap-PEDRA requires

20% extra HITs compared to CollabMap-PEDRA-O at the end of the execution.

The paired t-test confirms the result provided above with a very small p-value, 2.37 ⇥
10�14, allowing us to reject the null hypothesis with over 99% confidence. Given this,

we can conclude that PEDRA-O helped CollabMap save 20% in worker fees while main-

taining the same or higher level of accuracy as the o✏ine application (shown earlier in

Section 5.4.2).

The analysis o↵ered in this section shows the benefit of OCP in saving workers’ fee in

a crowdsourcing application. PEDRA evaluates the quality of data after the execution

of the crowdsourcing application (e.g. CollabMap) is finished. As such, the decision on

terminating a task is not made by PEDRA as PEDRA is operating o✏ine (after the

execution of CollabMap). The decision is made by Majority Voting in CollabMap. So,

for the purpose of termination of tasks, CollabMap is the same as CollabMap-PEDRA.

What CollabMap-PEDRA gives extra is the rating of buildings/routes.

On the other hand, PEDRA-O, is an algorithm that allows a crowdsourcing application

(e.g. CollabMap) to evaluate the quality of data while it is executing live. Furthermore,
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Figure 6.7: Cumulative number of HITs that are required to terminate a data
product by CollabMap-PEDRA-O and CollabMap-PEDRA.

the computed ratings instruct CollabMap on when to terminate a task. In the evaluation

section, we showed that using PEDRA-O, we require 20% less jobs.

6.3.3 Overheads of OCP

We now study the overheads introduced due to the decoupling of PEDRA from the

crowdsourcing engine in terms of the extra communication and storage costs, and the

delays during which the crowdsourcing engine waits for responses from PEDRA. First,

we start with looking at how much provenance the crowdsourcing engine is required to

submit to PEDRA (communication cost analysis).

6.3.3.1 Communication Cost

Method We measure the communication cost in terms of the number of provenance

records in each submitted provenance document as time progresses, which include PROV

entities, activities, agents, and the relations between them. Based on the provenance

patterns in Section 3.3, we compute the upper-bounds for the total number of provenance

records generated when a data product is created and when it is scored.
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Figure 6.8: Number of extra HITs that CollabMap-PEDRA-O and CollabMap-
PEDRA required as compared to each other.

Analysis Figure 6.9 shows the communication cost between a FFV-based crowdsourc-

ing engine (CollabMap) and a quality assessment approach (PEDRA). The x-axis rep-

resents the HIT number and the y-axis represents the number of provenance records for

a given HIT.

According to Figure 6.9, there was a provenance graph submitted by CollabMap that

contained 14 provenance records. On the other hand, there was a provenance graph sub-

mitted by CollabMap that contained 115 provenance records. Looking at the Figure 6.9,

we can see that, the number of provenance records in submitted provenance graphs has a

wide range of values (from 14 provenance records up to 115 provenance records). Given

that all submitted provenance graphs are shaped according to either create pattern or

score pattern, we expected the number of provenance records to be close to each other.

This highly varied communication cost a↵ects the performance of the online application

of PEDRA; the more provenance records, the more quality measures propagated by ACF

and computed by PEDRA which subsequently means it takes more time for PEDRA to

return the computed measures to CollabMap. As such, following dives into the details on

why the communication cost is so varied through the course of execution of CollabMap

in particular, and any FFV-based crowdsourcing application in general.
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Figure 6.9: The communication cost between a FFV-based crowdsourcing en-
gine and PEDRA.

In order to understand why communication cost varies significantly among the submitted

provenance graphs, we analyse communication cost in two cases: (1) when a data product

was created and the provenance graph was shaped according to the create pattern and

(2) when a data product was scored and the provenance graph was shaped according to

the score pattern.

Figure 6.10 represents the communication cost between CollabMap and PEDRA for cases

when a data product was created. The provenance graph submitted by CollabMap was

shaped according to create pattern. In this figure, the x-axis represents the HIT number

and the y-axis represents the number of provenance records for a given HIT. According

to Figure 6.10, there was a provenance graph submitted by CollabMap that contained

14 provenance records. On the other hand, there was a provenance graph submitted by

CollabMap that contained 29 provenance records.

Figure 6.11 represents the communication cost between CollabMap and PEDRA for

cases when a data product was scored. The provenance graph submitted by CollabMap

was shaped according to score pattern. In this figure, the x-axis represents the HIT

number and the y-axis represents the number of provenance records for a given HIT.

According to Figure 6.11, there was a provenance graph submitted by CollabMap that
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Figure 6.10: The communication cost between a FFV-based crowdsourcing ap-
plication and PEDRA when a data product was created (i.e. the provenance of
data was shaped according to create pattern).

contained 25 provenance records. On the other hand, there was a provenance graph

submitted by CollabMap that contained 115 provenance records.

Looking at score pattern (Refer to Section 3.3), a provenance graph shaped by this

pattern cannot contain 115 provenance records, as happened in the case of CollabMap.

The reasons behind this highly varied number of provenance records in a provenance

graph are as follows:

1. The provenance graph submitted by a crowdsourcing engine is about both creating

and scoring of a data product; in this case, all four provenance patterns were

utilised to shape the provenance data; i.e. when a data product was scored by a

scorer, the crowdsourcing engine includes the provenance of the creation of the data

product (shaped according to create pattern) and the provenance of the scoring

of the data product (shaped according to score pattern) and then submits the

aggregated provenance graph to PEDRA.

2. More than one data product may be scored by a scorer, and as such, the crowd-

sourcing engine may aggregate the provenance of all verifications in one submission.
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Figure 6.11: The communication cost between a FFV-based crowdsourcing ap-
plication and PEDRA when a data product was scored (i.e. the provenance of
data was shaped according to score pattern).

In this case, more than one provenance pattern (depends on the number of verified

data products) are employed to shape the provenance data. For instance, in the

case of CollabMap, the provenance graph that contained 115 provenance records,

contained the provenance of creation of 4 data products and the provenance of

scoring of all those 4 data products, yielding a high number of provenance records.

3. Even if the provenance of data is shaped according to only one provenance patterns

(either create pattern or score pattern), it may also be shaped according to revision

pattern (whether the data product was scored before or not) or agent pattern

(whether the scorer participated before or not). As such, depending on the total

number of provenance patterns employed to shape the provenance of data, the

total number of provenance records in one submission could di↵er.

Figure 6.12 shows the total number of provenance patterns that were employed to shape

the provenance of data for each HIT. In this figure, the x-axis represents the HIT number,

and the y-axis represents the number of employed provenance patterns. This figure

shows that in majority of HITs, more than one provenance patterns were employed to

shape the provenance of data; in most cases, two or three provenance patterns were
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Figure 6.12: Total number of employed provenance patterns to shape prove-
nance of data submitted to PEDRA by CollabMap

employed. This figure confirms our analysis on why total number of provenance records

varies highly in submitted provenance graphs.

In summary, according to the OCP, CollabMap-PEDRA-O submits provenance records

documenting the activities that occurred in a HIT after it finishes to PEDRA. Since a

HIT may involve more than one provenance patterns, the number of provenance records

covering a HIT varies. Even if only one data product or one score was generated in a HIT,

the provenance records may also be shaped by revision pattern and/or an agent pattern,

in addition to either a create pattern or a score pattern. Moreover, the crowdsourcing

engine may allow/request multiple data products or scores to be generated in a single

HIT. For example, a worker may score more than one data product at the same time,

as in the case of CollabMap. Therefore, the number of provenance records covering

a HIT can vary significantly depending on the actual workflow implemented by the

crowdsourcing engine.

In order to simplify the analysis of communication cost, we compute here the upper-

bounds of the number of provenance records generated when a single data product

(create pattern) or score (score pattern) is created in a HIT. In order to do that, we look
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at the provenance patterns in isolation and not when they are employed in a specific ap-

plication. Doing that empowers us to compute the upper-bounds in a generic way. After

computing the upper-bound, we continue the analysis on the communication cost and

normalise the plots presented earlier based on the total number of employed provenance

patterns in a submission.

According to the Equation 6.1 of OCP, measures of a version of a provenance element

(such as a data product or a worker) should be computable based on the previous

version. Thus, the crowdsourcing engine is required to submit the most recent version of

a provenance element and its previous version. Having this in mind, there are maximum

3 PROV entities and maximum 3 PROV relations in revision pattern (See Figure 3.3).

Similarly, there are maximum 3 PROV agents and maximum 3 PROV relations in agent

pattern (See Figure 3.4). We conclude that there are maximum 6 provenance records in

either of revision pattern or agent pattern.

The create pattern is concerned with creation of a data product which is attributed to

a worker. The creation activity is on the basis of some input and according to some

plan (See Figure 3.1). In this pattern, data product, input, and plan follow the revision

pattern and agent follows agent pattern. As such, and including the activity, there are

13 PROV elements (entities, activities, and agents) and 17 PROV relations. There are

maximum 30 provenance records in create pattern.

The score pattern is about the scoring of a data product by an agent; the scoring is

performed according to some plan (See Figure 3.2). In this pattern, data product and

plan follow revision pattern and agent follows agent pattern. As such, and including the

activity, there are 11 PROV elements and 15 PROV relations. There are maximum 26

provenance records in score pattern.

We conclude that if the provenance of data submitted by a crowdsourcing engine to PE-

DRA is about either the creation of one data product or the scoring of one data product

(i.e. the provenance of data is shaped according to create pattern or score pattern), then

the total number of provenance records will not exceed 30 provenance records.

However, in reality, this may not happen, as in the case of CollabMap. In these cases,

PEDRA is able to compute quality measures and return them back to the crowdsourc-

ing engine for online quality-based decision making (as demonstrated in the case of

CollabMap). However, the number of provenance records could potentially have wide

range of values. As such, the crowdsourcing engine should take necessary steps to miti-

gate this. Given that a crowdsourcing engine has numerous tasks to be done and many

workers are available to participate, the varied communication cost will not a↵ect the

performance of the crowdsourcing engine (as will be analysed in Section 6.3.3.2).
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Figure 6.13: The communication cost is bounded and as such stays constant.
The top red line shows the upper-bounds for the communication cost and the
blue scatter plot shows the normalised number of provenance records.

Having shown that there exist upper-bounds for the number of provenance records sent

to PEDRA in the cases when one data product and one score is created, we can con-

clude that the communication cost between the crowdsourcing engine and PEDRA is

bounded (i.e. the total number of provenance records will not exceed 30) for any indi-

vidual communication because either create pattern or score pattern can be sent at a

time.

Indeed, this is demonstrated in Figure 6.13, in which we plot the number of provenance

records sent to PEDRA after each HIT finished in our experiment. In order to avoid

biases due to varied numbers of data products or scores generated in a HIT, we nor-

malised the number of provenance records by the sum of number of create pattern and

score pattern in a HIT. In this figure, the x-axis represents all the HITs completed in

the order of time and the y-axis represents the normalised number of provenance records

sent for a HIT; the upper-bound computed above shown as the red line in the plot. It

can be seen here that the normalised number of provenance records sent were in fact

lower than the predefined bound for all the HITs in our experiment.

We further analyse the communication cost in terms of the total number of submitted
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Figure 6.14: The communication cost in terms of the total number of submitted
attributes by CollabMap to PEDRA.

attributes (i.e. annotations) by a crowdsourcing engine (CollabMap) to PEDRA. Fig-

ure 6.14 shows the total number of submitted attributes by CollabMap normalised by

the sum of number of create pattern and score pattern in a HIT.

Following, we compute the upper-bounds on the total number of submitted attributes for

each provenance graph, given that each provenance graph is shaped according to either

create pattern or score pattern. The only attribute that PEDRA requires is the value

of the score a scorer provided. CollabMap annotates the score entity in the provenance

graph with the value of the score (either positive or negative). As such, we conclude

that the total number of submitted attributes by the crowdsourcing engine is bounded

(i.e. it will not exceed one attribute) for any individual submission because either create

pattern or score pattern can be sent at a time.

Looking at Figure 6.14, there are some provenance graphs that contain two attributes (as

opposed to the computed one attribute for the upper-bounds value). Same as the analysis

on communication cost, in reality, the crowdsourcing engine may annotate more than one

PROV elements in the submitted provenance graph with application-specific attributes

that, in theory, PEDRA does not require such extra information. This happened in
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the case of CollabMap where the application annotates some provenance graphs with

two attributes: (1) one attribute was the value for score that PEDRA requires and

(2) another attribute was application-specific for a type of data product (that attribute

specifies total number of edges for a building) that PEDRA does not require.

6.3.3.2 Response Time Cost

Method While CollabMap-PEDRA-O was running, we recorded the time at which the

provenance documents were received and sent by PEDRA, the di↵erence of the two is

the response time of a quality assessment request.

We want to analyse the response time as the crowdsourcing engine continues its execu-

tion. In order to do so, similar to the previous analysis, all the HITs were sorted by

the time their provenance data were received by PEDRA. Then, we record the response

time for each provenance graph. To reveal the trend obscured by noisy data points, we

apply median smoothing (Cohen, 1996, p.55). This technique replaces each data point

i with the median of 2k + 1 data points around i from i � k to i + k including i, with

2k + 1 is called the window size. We chose k = 10.

Analysis Figure 6.15 shows the scatter plot of response time of PEDRA over all HITs

(ordered by time). The x-axis represents all the HITs and the y-axis represents the

response time measured in seconds. Over a total of 2,714 HITs, the response time

varied between 0.03 seconds and 0.23 seconds, with the average around 0.06 seconds.

As we ran the experiment over 17 days, with an average delay of about 2 minutes

between the time a HIT was submitted to PEDRA and the following HIT was accepted

by CollabMap, the delay above is negligible. In fact, we observed that CollabMap was

not blocked by PEDRA during the course of the experiment. It should also be noted

that, our implementation was not optimised in any way and further improvement to

reduce the response time of PEDRA is possible.

6.3.3.3 Storage Cost

Finally, due to Requirement 1 of the OCP, PEDRA needs to store all the previous

measures it computes. Recall from Requirement 1 that the chosen quality measures

(e.g. validity estimate, creator reliability, and scorer reliability) must be

incrementally computable which means the quality measures of a version of a data

product or a worker are computed based on its previous version. As such, in order

to compute the quality measures for a version, PEDRA requires to have persisted the

previously compute quality measures.
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Figure 6.15: Response time of PEDRA over all HITs. OCP does not block
CollabMap and the response time is acceptable to the crowdsourcing engine.

In the next analysis, we measure the storage cost incurred by PEDRA in terms of the

number of measures it stores as the crowdsourcing engine progresses.

Method During the execution of CollabMap-PEDRA-O , we recorded the total number

of measures stored by PEDRA after each quality assessment request (by the crowdsourc-

ing engine when a HIT was completed).

Analysis Figure 6.16 shows the total number of measures stored by PEDRA grows

linearly to the number of HITs at the rate of about 59 measures per HITs. Given this,

the additional storage cost required by PEDRA-O is dictated by the number of HITs

(or tasks) required by the crowdsourcing engine. This cost is linear to the number of

HITs and, thus, also predictable and controllable.

Figure 6.17 illustrates the average number of measures for a version of a data product

stored by PEDRA and used by CollabMap. The x-axis represents a version of a data

product, and the y-axis represents average number of stored measures. The standard

error is also shown on the plot. The red top line represents PEDRA and the blue bottom

line represents CollabMap.
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Figure 6.16: The total number of measures stored by PEDRA. The storage cost
is linear to the number of HITs and, thus, predictable and controllable.

Figure 6.17 shows that CollabMap uses two measures (validity estimate and termi-

nation). It can also be seen that the average number of stored measures on PEDRA

stays almost constant.

Figure 6.18 illustrates the average number of measures for a version of a worker stored

by PEDRA and used by CollabMap. The x-axis represents a version of a worker, and the

y-axis represents average number of stored measures. The standard error is also shown

on the plot. The red top line represents PEDRA and the blue bottom line represents

CollabMap.

Figure 6.18 shows that CollabMap uses some measures computed for a worker such as

creator reliability or scorer reliability. It can also be seen that the average

number of stored measures on PEDRA stays almost constant.

6.4 Summary

In Chapter 5, we o↵ered a quality assessment approach called PEDRA that exploits the

provenance of data generated in a crowdsourcing application to assess the quality of data.
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Figure 6.17: Average number of stored measures for a version of a data product.

The ultimate goal of this approach is to assist a crowdsourcing application to choose

data of high quality and discard those with low quality. The crowdsourcing application

recruits workers to create and verify data. After the execution of the application is

completed and the dataset is ready, PEDRA exploits the provenance of data and assesses

the quality of data. We call this the o✏ine application of PEDRA as it is deployed after

the execution of the application is finished; i.e. o✏ine.

In this chapter, we identified an important advantage of online application of PEDRA:

to assess the quality of data and reliability of workers as the crowdsourcing application

is executing live. The advantage is that the quality measures computed by PEDRA

are passed back to the crowdsourcing application which it can utilise to change its

behaviour and improve its performance. One of the most important implication of this

online interaction between a crowdsourcing application and PEDRA is dynamic task

termination which directly a↵ects workers’ fee.

In order to facilitate online quality-based decision making, we envision an online architec-

ture by o↵ering an Online Contract for PEDRA (OCP) that regulates the interactions

between the crowdsourcing engine and PEDRA. Furthermore, we introduced two re-

quirements for the online use of PEDRA. The first requirement states that the quality

measures must be incrementally computable. The second requirement states how and
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Figure 6.18: Average number of stored measures for a version of a worker.

when the crowdsourcing application is expected to send provenance of data and how

computed quality measures are passed back to the crowdsourcing application.

We then compared the online application of PEDRA with the o✏ine application and

measured the cost that the PEDRA-O would incur on CollabMap, an exemplar FFV

based crowdsourcing application. We showed that on average, CollabMap-PEDRA-O

requires 20% less HITs per task compared to CollabMap-PEDRA. Furthermore, the

communication cost is bounded and as such stays constant, OCP does not block Col-

labMap and the response time is acceptable to the crowdsourcing engine, and the storage

cost is linear to the number of HITs and, thus, also predictable and controllable.



Chapter 7

Conclusions and Future Work

In this dissertation, we developed a novel and generic provenance enriched quality assess-

ment approach for those crowdsourcing applications that are built on top of Find-Fix-

Verify (FFV) workflow; helping them to make quality-based decisions over the crowd-

sourced information. Specifically, we focused on the following challenges: (1) to assess

the validity of data products generated by unknown crowds, (2) to assess the reliability

of workers, and (3) to estimate the number of workers required for a crowdsourcing task.

The motivation behind this research is that the quality of data obtained through crowd-

sourcing applications is required to be assessed as the data are generated by unknown

workers with varying background and expertise.

To facilitate the discussion, Chapter 2 reviews the relevant literature in the field of

crowdsourcing, provenance, and trust (quality). Emphasis was given to the class of

quality assessment approaches that compute workers’ reliability and consider it as a

factor in quality assessment. Through this chapter, we identify two main limitations of

the existing models:

• Some quality models are designed for specific domains or specific applications;

making the quality model not generic.

• Some quality assessment approaches assess the quality of data while the crowd-

sourcing application is executing live; for example, Ramchurn et al. (2013) employ

Majority Voting quality assessment approach in CollabMap but did not present a

through assessment on accuracy and quality of the work and Welinder and Perona

(2010) devise an online algorithm but evaluate it in a simulated environment and

do not evaluate the performance of the online algorithm in terms of the potential

costs incurred by the algorithm on the crowdsourcing system. As such, first, the

utility of the quality model while the crowdsourcing application is executing is

not measured; and second, the performance of the quality model, in terms of the

possible costs incurred on the crowdsourcing application, stays unknown.

144
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Following the work that has already been done in the literature and considering the

current limitations, we formed the following PhD thesis statement:

The provenance of data generated in a FFV-based crowdsourcing

application can be exploited so that the quality of data and reliability of

workers are assessed with the following two goals: (1) to choose data of high

quality and discard data with low quality, and (2) to improve the

performance of the crowdsourcing application by providing online feedback

as the application is executing live.

In order to facilitate quality assessment in FFV-based crowdsourcing applications, we

assume a user’s past performance is an indicator of their reliability and how they may

perform in the future, thus, we propose to look at the user’s verifications and how a user

has been performing in the application (i.e. the reliability of a user).

In order to record a user’s past interactions and the verification activities in a crowd-

sourcing application, we propose to record the provenance of data and exploit it to assess

the quality of data and reliability of users.

The quality assessment approach is required to be generic (i.e. do not rely on the data

model of the application or design specifically for a domain). As such, and given that

data generated in a FFV-based crowdsourcing applications follow a common pattern, we

devise a set of provenance patterns that shape the provenance of data generated from

FFV-based applications (Chapter 3). More specifically, the create pattern is concerned

with the creation of a data product and its attribution to a worker (known as creator).

The score pattern focuses on the scoring of a data product; the scoring activity is as-

sociated with the worker (known as scorer) and the score is attributed to the scorer.

Furthermore, we put forth two more provenance patterns that shape the provenance

of data when a data product or a worker is undergoing revision and evolve through

the application (revision pattern and agent pattern respectively). Being able to distin-

guish the di↵erent versions of data products and workers allows the provenance-enabled

crowdsourcing applications to define quality measures over them.

Our next contribution is the proposal of a generic framework, known as ACF , that allows

any system to traverse the provenance of data, extract information from provenance, and

compute new information (Chapter 4). This framework can be utilised when provenance

of data is required to be exploited with a purpose di↵erent than the one at the generation

time. We utilised this framework in the context of crowdsourcing and quality assessment.

A crowdsourcing application generates and maintains provenance of data. Another

system is required to exploit the provenance of data with another purpose that is quality

assessment. In this case, ACF allows the system to exploit the provenance of data,

extract necessary information, and compute quality measures over the provenance graph.
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The provenance of data shaped by the patterns and ACF facilitate our goal of designing

a generic quality assessment approach. Our third contribution is the proposal of a

quality assessment approach, PEDRA, that by instantiating ACF , exploits the shaped

provenance of data and computes a set of quality measures that assists a crowdsourcing

application to either accept or discard data (Chapter 5). Therefore, after the application

finishes its execution and the dataset is ready, PEDRA exploits the provenance of data

and annotates data with their validity; valid data to be accepted by the application and

invalid ones to be discarded.

PEDRA can also be utilised to improve the performance of the crowdsourcing application

by providing an online feedback as the application is executing live, which we call online

application of PEDRA. One the advantages of the online application of PEDRA is

dynamic task termination; PEDRA computes a quality measure that can be utilised by

the crowdsourcing application to make an online decision on when to terminate a task.

Naturally, the decision on task termination a↵ects workers’ fee and as such it should

be taken seriously. In order to facilitate such online quality-based decision making,

we envision an online architecture by putting forward an online contract for PEDRA,

known as PEDRA-O (Chapter 6). The online contract regulates the interaction between

the crowdsourcing application and PEDRA, stating how and when provenance of data

should be submitted to PEDRA and how computed quality measures are passed back

by PEDRA.

7.1 Summary of Results

The results of the work presented in this dissertation were detailed in four chapters that

are associated to the research contributions listed in Chapter 1. Bellow, we outline a

summary of the results:

Provenance patterns for crowdsourcing applications

Chapter 3 presents the first set of patterns that shape the provenance of data gen-

erated in FFV-based applications. The key feature of the provenance patterns is

that they are generic and as such shape the provenance of data generated in any

FFV-based crowdsourcing application. This chapter, also, shows how these prove-

nance patterns can be utilised in a sample FFV-based crowdsourcing application.

Annotation Computation Framework (ACF)

Chapter 4 o↵ers a generic framework, known as ACF , that allows a system to

exploit the provenance of data with a purpose that could be potentially di↵erent

than the one at the generation time. It does so by enabling the system to traverse

the provenance graph, extract information, and compute new information. As ACF

is generic, an instantiation of the framework is required to provide instructions on

how new information is supposed to be computed.
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Provenance Enriched Data Rating Assessment (PEDRA)

Chapter 5 presents the application of PEDRA in CollabMap, an exemplar FFV-

based crowdsourcing application. We are the first to show how a provenance

enriched quality assessment approach can be employed as part of a crowdsourcing

application and assess the quality of generated data. In so doing, this chapter

first shows the accuracy of PEDRA outperforms the accuracy of the current qual-

ity model employed in CollabMap by at least 6.5%. The current quality model

(Majority Voting) is employed in many other crowdsourcing applications. Further-

more, this chapter establishes the result to be statistically significant. After this,

we studied the utility of provenance in terms of uncertainty over computed qual-

ity measures. This chapter confirms that the more provenance data is exploited,

the less uncertainty over the computed measures. In particular, we showed that

there is an inverse correlation between the amount of provenance exploited and

the uncertainty over computed quality measures and it is statistically significant.

Online decision making with PEDRA

Chapter 6 details an evaluation on the performance of PEDRA once it was deployed

as a quality assessment service which is undertaken while the crowdsourcing appli-

cation is executing live. We are the first to present a provenance enriched quality

assessment service that accepts the quality assessment requests from FFV-based

crowdsourcing applications and compute quality measures online. To best of our

knowledge, we are the first to evaluate the performance of such online service for

crowdsourcing applications in terms of the cost it incurred on the applications.

In so doing, we demonstrate that it can be deployed for quality-based decisions,

such as deciding when a crowdsourcing task is deemed to be completed and, thus,

can be terminated, while the application is running live. More importantly, we

show that doing so reduces at least 20% of workers’ fee while achieving the same

performance as the original version of CollabMap without PEDRA. Last but not

least, the overheads introduced by PEDRA in terms of computational delay and

communication are negligible.

7.2 Impact of our Results

The first impact of our work is on the crowdsourcing domain. One of the issues that

most crowdsourcing applications face is the quality assessment of the crowdsourced in-

formation. It is required by the application to either accept or discard data generated

by the unknown crowd, and for this, the application requires quality assessment.

The work described in this dissertation tackles the issue of quality assessment by propos-

ing a generic quality assessment approach. However, what makes our approach distinct

to others, is the applicability of the approach in providing online quality feedback to
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the crowdsourcing application as it is executing live. The impact of this feature is (1)

a better use of available resources and (2) an online task allocation, alongside with a

reduction on workers’ fee.

The second impact of our work is on the provenance domain. Through this work, not

only we provided an approach that exploits provenance of data to assess the quality

of data in a generic, systematic, and independent way, but also we showed the utility

of provenance in crowdsourcing by proposing a provenance enriched quality assessment

approach:

• Using provenance, we put forth a set of provenance patterns that shape the prove-

nance of a broad number of crowdsourcing applications which facilitates the de-

velopment of our generic quality assessment approach.

• The quality assessment approach exploits the shaped provenance data to compute

quality measures. We showed that the more provenance is exploited, the less

uncertainty over computed quality measures. In particular, we showed an inverse

correlation between the use of provenance and uncertainty.

7.3 Future Work

There are still some open issues for which we do not provide a solution. Based on them,

we identify the following three areas in which further research is warranted.

7.3.1 Worker’s Response Value

Through PEDRA, we provide a quality assessment approach for situations where the

worker’s response is represented as a binary value. The response is normally in the form

of positive/negative rating or yes/no answer. They are interpreted as +1/-1 and then

the probabilistic model employed in PEDRA computes a validity estimate based on

the value.

What we have not o↵ered is a solution to other representations, for example when a

worker’s response should be represented as a real-value scalars or non-binary discrete

action-spaces. For instance a crowdsourcing application may ask workers to provide their

level of agreement or satisfaction in the range 1 to 10; 1 means complete dissatisfaction

and 10 means complete satisfaction.

Thus, to deal with these cases, would require another instantiation of ACF (See Chap-

ter 4).
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Teacy et al. (2006, 2008) o↵er a probabilistic trust model for continuous action spaces.

The proposed trust model is a general solution to make trust judgements. A line of

investigation would be to adapt this trust model to crowdsourcing applications and

extracting the necessary information from the provenance of data which is shaped by

the provenance patterns. Given the architecture is decoupled, changing the quality

model behind PEDRA is not only possible but also easy to do, without modifying the

crowdsourcing application.

Welinder and Perona (2010) propose a model for those crowdsourcing applications that

are concerned with labelling processes. The model includes label uncertainty, as well

a multidimensional measure of the worker’s ability. They claim the model can han-

dle binary, multi-valued, and continuous annotations. This quality model can also be

adapted to our work. However more work is necessary to make the model generic to any

FFV-based crowdsourcing application (and not just labelling applications). Further-

more, the model is required to be evaluated in an online environment so its performance

is evaluated.

There is no requirement to change/update the provenance patterns. The create pattern

describes the provenance of the creation of data products and score pattern describes

the provenance of scoring of a data product. The score entity would represent other

action spaces.

7.3.2 Worker’s Reliability

PEDRA computes the reliability of workers based on the full history of workers’ inter-

actions with the crowdsourcing application. There are two alternatives for computing

the reliability measure for a worker.

The first alternative considers the recent interactions to be more important than older

interactions. In order to do so, there are two approaches. One approach specifies a

window size and considers the interactions of a worker over that specified window size

(e.g. it computes reliability measure based on the last 10 interactions). Another approach

utilises a decay function that defines how to lessen the e↵ect of older interactions. This

means that the influence of past interactions on reliability of a worker is considered based

on recency. However, Gri�ths and Miles (2013) argue that some older interactions may

be significant while recent interactions may be less applicable.

The second alternative involves the consideration of mitigating circumstances once com-

puting the reliability measure for a worker. As discussed by Miles and Gri�ths (2015),

mitigating circumstances may have a↵ected previous service provision. In the crowd-

sourcing domain, the mitigating circumstances are unfamiliarity of workers with the

system, di�culty of a task, or other environmental factors on the workers’ side. As
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such, future work can focus on how to incorporate these circumstances when computing

the reliability measure for a worker.

Furthermore, we can envision a situation where a crowdsourcing application does not

have prior knowledge over the reliability of a worker. In this case, the application may

ask other crowdsourcing applications for information regarding that specific worker.

This is called reputation assessment. Teacy et al. (2006) o↵ers a reputation assessment

mechanism for multi-agent systems through which if the confidence on the computed

trust value based on personal experience is bellow a predetermined minimum confidence

level, then the agent may seek the opinions of other agents. Further research is required

to apply this reputation mechanism to our work.

7.3.3 Beyond FFV Workflow

Chapter 3 o↵ers a set of provenance patterns that shape the provenance of data generated

in a FFV-based crowdsourcing application (Refer to Section 2.1.6 for a discussion on

di↵erent crowdsourcing workflows). PEDRA exploits the shaped provenance to assess

the quality of data and reliability of workers. PEDRA computes a set of quality measures

and rates data and workers with the computed quality measures. The crowdsourcing

application can then utilise the measures to choose data of high quality.

From here, there are two broad lines of research that warrant further work:

1. The provenance patterns shape the provenance of data when data is created by

workers, when data is verified/scored by the workers, and when both data and

workers evolve through the time. A line of research could investigate how these

provenance patterns, and subsequently PEDRA, can be adapted for any applica-

tion (beyond FFV workflow) that has the purpose of compiling a high quality data

set.

2. A line of research could focus on how the mechanisms o↵ered in this disserta-

tion (such as propagation, computation, and rating) could be applied to non-

crowdsourcing applications. Consider a financial institute that captures the prove-

nance of their transactions. An instantiation of ACF can be developed so that

by propagating checks and compliance flags, the instantiation rates transactions

according to their level of believed compliance.
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PROV Notation

This appendix presents the PROV-N representation of some provenance graph that were

discussed in this dissertation. The PROV-N of each example can be imported into, for

example, a visualisation tool1, for further inspection.

A.1 News Creation

1 document

2 prefix CROWD <http://users.ecs.soton.ac.uk/crowd/>

3 prefix PROV <http://www.w3.org/ns/prov#>

4

5 activity(CROWD:News_Creation,2015-07-18T19:20:10.000+01:00,2015-07-18T19:20:45.000+01:00)

6 entity(CROWD:Flood_News)

7 entity(CROWD:News_Creation_Workflow)

8 entity(CROWD:Tweet)

9 entity(CROWD:Facebook_Message)

10 entity(CROWD:Phone_Call)

11 agent(CROWD:Bob)

12

13 wasGeneratedBy(CROWD:wgb1;CROWD:Flood_News,CROWD:News_Creation,2015-07-18T19:20:45.000+01:00)

14 wasAttributedTo(CROWD:wat1;CROWD:Flood_News, CROWD:Bob)

15 wasAssociatedWith(CROWD:waw1;CROWD:News_Creation,CROWD:Bob,CROWD:News_Creation_Workflow)

16 wasDerivedFrom(CROWD:wdf1;CROWD:Flood_News, CROWD:Tweet)

17 wasDerivedFrom(CROWD:wdf2;CROWD:Flood_News, CROWD:Facebook_Message)

18 wasDerivedFrom(CROWD:wdf3;CROWD:Flood_News, CROWD:Phone_Call)

19 endDocument

Listing A.1: Provenance of news creation scenario in PROV-N representation

A.2 News Verification

1ProvTranslator: https://provenance.ecs.soton.ac.uk/validator/view/translator.html
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1 document

2 prefix CROWD <http://users.ecs.soton.ac.uk/crowd/>

3 prefix PROV <http://www.w3.org/ns/prov#>

4

5 activity(CROWD:News_Creation,2015-07-18T19:20:10.000+01:00,2015-07-18T19:20:45.000+01:00)

6 activity(CROWD:News_Verification_1,2015-07-19T10:35:10.000+01:00,2015-07-19T10

:35:15.000+01:00)

7 activity(CROWD:News_Verification_2,2015-07-19T12:20:00.000+01:00,2015-07-19T12

:20:10.000+01:00)

8 entity(CROWD:Flood_News)

9 entity(CROWD:News_Creation_Workflow)

10 entity(CROWD:vote1,[CROWD:vote = "+1" %% xsd:string])

11 entity(CROWD:vote2,[CROWD:vote = "+1" %% xsd:string])

12 entity(CROWD:News_Verification_Workflow_1)

13 entity(CROWD:News_Verification_Workflow_2)

14 agent(CROWD:Bob)

15 agent(CROWD:Alice)

16 agent(CROWD:John)

17

18 wasGeneratedBy(CROWD:wgb1;CROWD:Flood_News,CROWD:News_Creation,2015-07-18T19:20:45.000+01:00)

19 wasGeneratedBy(CROWD:wgb2;CROWD:vote1,CROWD:News_Verification_1,2015-07-19T10:35:15.000+01:00)

20 wasGeneratedBy(CROWD:wgb3;CROWD:vote2,CROWD:News_Verification_2,2015-07-19T12:20:10.000+01:00)

21 wasAttributedTo(CROWD:wat1;CROWD:Flood_News, CROWD:Bob)

22 wasAttributedTo(CROWD:wat2;CROWD:vote1, CROWD:Alice)

23 wasAttributedTo(CROWD:wat3;CROWD:vote2, CROWD:John)

24 wasAssociatedWith(CROWD:waw1;CROWD:News_Creation,CROWD:Bob,CROWD:News_Creation_Workflow)

25 wasAssociatedWith(CROWD:waw2;CROWD:News_Verification_1,CROWD:Alice,CROWD:

News_Verification_Workflow_1)

26 wasAssociatedWith(CROWD:waw3;CROWD:News_Verification_2,CROWD:John,CROWD:

News_Verification_Workflow_2)

27 wasDerivedFrom(CROWD:wdf4;CROWD:vote1, CROWD:Flood_News)

28 wasDerivedFrom(CROWD:wdf5;CROWD:vote2, CROWD:Flood_News)

29 used(CROWD:use1;CROWD:News_Verification_1,CROWD:Flood_News,2015-07-19T10:35:15.000+01:00)

30 used(CROWD:use1;CROWD:News_Verification_2,CROWD:Flood_News,2015-07-19T12:20:10.000+01:00)

31 endDocument

Listing A.2: Provenance of news verification scenario in PROV-N representation

A.3 A Sample Provenance Graph Generated by CollabMap

and Shaped by Provenance Patterns

1 document

2 prefix collabmap <http://www.orchid.ac.uk/ontologies/collabmap.owl#>

3 prefix pp <http://users.ecs.soton.ac.uk/pp/>

4 prefix prov <http://www.w3.org/ns/prov#>

5

6 activity(collabmap:BuildingIdentification,2015-07-18T20:20:10.000+01:00,2015-07-18T20

:20:45.000+01:00)

7 activity(collabmap:BuildingVerification,2015-07-19T10:15:20.000+01:00,2015-07-19T10

:16:45.000+01:00)

8 entity(collabmap:building10)

9 entity(collabmap:building10.v3)

10 entity(collabmap:building10.v4)

11 entity(pp:score,[prov:scoreValue = "1" %% xsd:integer])
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12 entity(collabmap:buildingVerificationPlan)

13 entity(collabmap:buildingIdentificationPlan)

14 agent(collabmap:user3)

15 agent(collabmap:user3.v16)

16 agent(collabmap:user3.v17)

17 agent(collabmap:user7)

18 agent(collabmap:user7.v7)

19 agent(collabmap:user7.v8)

20

21 specializationOf(collabmap:building10.v3,collabmap:building10)

22 specializationOf(collabmap:building10.v4,collabmap:building10)

23 specializationOf(collabmap:user3.v16,collabmap:user3)

24 specializationOf(collabmap:user3.v17,collabmap:user3)

25 specializationOf(collabmap:user7.v7,collabmap:user7)

26 specializationOf(collabmap:user7.v8,collabmap:user7)

27 alternateOf(collabmap:building10.v4,collabmap:building10.v3)

28 alternateOf(collabmap:user3.v17,collabmap:user3.v16)

29 alternateOf(collabmap:user7.v8,collabmap:user7.v7)

30 wasDerivedFrom(pp:score, collabmap:building10.v4)

31 used(collabmap:BuildingVerification,collabmap:building10.v4,-,[prov:role = "" %% xsd:string])

32 wasAssociatedWith(collabmap:buildingVerificationPlan;collabmap:BuildingVerification,collabmap:

user3.v17,collabmap:buildingVerificationPlan)

33 wasAttributedTo(prov:attributionScore;pp:score, collabmap:user3.v17)

34 wasGeneratedBy(pp:score,collabmap:BuildingVerification,-,[prov:role = "scoreGeneration" %% xsd

:string])

35 wasGeneratedBy(pp:wgb2;collabmap:building10,collabmap:BuildingIdentification,2015-07-18T20

:20:45.000+01:00)

36 wasAttributedTo(pp:wat1;collabmap:building10, collabmap:user7.v8)

37 wasAttributedTo(pp:wat2;collabmap:building10.v4, collabmap:user3.v17)

38 wasAssociatedWith(pp:waw1;collabmap:BuildingIdentification,collabmap:user7.v8,collabmap:

buildingIdentificationPlan)

39 endDocument

Listing A.3: A sample provenance graph generated by CollabMap and shaped

by provenance patterns in PROV-N representation

A.4 A Sample Provenance Graph Generated by CollabMap

About Creation and Verification of a Data Product

1 document

2 prefix collabmap <http://www.orchid.ac.uk/ontologies/collabmap.owl#>

3 prefix pp <http://users.ecs.soton.ac.uk/pp/>

4 prefix prov <http://www.w3.org/ns/prov#>

5

6 activity(collabmap:BuildingIdentification,2015-07-18T20:20:10.000+01:00,2015-07-18T20

:20:45.000+01:00)

7 activity(collabmap:BuildingVerification,2015-07-19T10:15:20.000+01:00,2015-07-19T10

:16:45.000+01:00)

8 entity(collabmap:building10)

9 entity(pp:score,[prov:value = "1" %% xsd:integer])

10 entity(collabmap:buildingVerificationPlan)

11 entity(collabmap:buildingIdentificationPlan)

12 agent(collabmap:user3)

13 agent(collabmap:user7)

14
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15 wasDerivedFrom(pp:score, collabmap:building10)

16 used(collabmap:BuildingVerification,collabmap:building10,-,[prov:role = "" %% xsd:string])

17 wasAssociatedWith(collabmap:buildingVerificationPlan;collabmap:BuildingVerification,collabmap:

user3,collabmap:buildingVerificationPlan)

18 wasGeneratedBy(pp:score,collabmap:BuildingVerification,-,[prov:role = "scoreGeneration" %% xsd

:string])

19 wasGeneratedBy(pp:wgb2;collabmap:building10,collabmap:BuildingIdentification,2015-07-18T20

:20:45.000+01:00)

20 wasAssociatedWith(pp:waw1;collabmap:BuildingIdentification,collabmap:user7,collabmap:

buildingIdentificationPlan)

21 endDocument

Listing A.4: A sample provenance graph generated by CollabMap about creation

and verification of a data product in PROV-N representation

A.5 A Sample Provenance Graph Generated by a Crowd-

sourcing Application Shaped by Score Pattern

1 document

2 prefix collabmap <http://www.orchid.ac.uk/ontologies/collabmap.owl#>

3 prefix pp <http://users.ecs.soton.ac.uk/pp/>

4 prefix prov <http://www.w3.org/ns/prov#>

5

6 activity(collabmap:BuildingVerification,2015-07-19T10:15:20.000+01:00,2015-07-19T10

:16:45.000+01:00)

7 entity(collabmap:building10)

8 entity(collabmap:building10.v3,[pp:positiveScores = "3" %% xsd:integer, pp:negativeScores =

"0" %% xsd:integer, pp:validityEstimate = "0.8" %% xsd:double, pp:validityLabel = "1" %% xsd:

integer])

9 entity(collabmap:building10.v4)

10 entity(pp:score,[prov:scoreValue = "1" %% xsd:integer])

11 entity(collabmap:buildingVerificationPlan)

12 agent(collabmap:user3)

13 agent(collabmap:user3.v16)

14 agent(collabmap:user3.v17)

15 specializationOf(collabmap:building10.v3,collabmap:building10)

16 specializationOf(collabmap:building10.v4,collabmap:building10)

17 specializationOf(collabmap:user3.v16,collabmap:user3)

18 specializationOf(collabmap:user3.v17,collabmap:user3)

19 alternateOf(collabmap:building10.v4,collabmap:building10.v3)

20 alternateOf(collabmap:user3.v17,collabmap:user3.v16)

21 wasDerivedFrom(pp:score, collabmap:building10.v4)

22 used(collabmap:BuildingVerification,collabmap:building10.v4,-,[prov:role = "" %% xsd:string])

23 wasAssociatedWith(collabmap:buildingVerificationPlan;collabmap:BuildingVerification,collabmap:

user3.v17,collabmap:buildingVerificationPlan)

24 wasAttributedTo(prov:attributionScore;pp:score, collabmap:user3.v17)

25 wasAttributedTo(prov:attributionRevision;collabmap:building10.v4, collabmap:user3.v17)

26 wasGeneratedBy(pp:score,collabmap:BuildingVerification,-,[prov:role = "scoreGeneration" %% xsd

:string])

27 endDocument

Listing A.5: A sample provenance graph generated by a crowdsourcing

application shaped by score pattern (provenance of scoring of a data product)

in PROV-N representation
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A.6 A Sample Provenance Graph Generated by a Crowd-

sourcing Application Shaped by Create Pattern

1 document

2 prefix collabmap <http://www.orchid.ac.uk/ontologies/collabmap.owl#>

3 prefix pp <http://users.ecs.soton.ac.uk/pp/>

4 prefix prov <http://www.w3.org/ns/prov#>

5

6 activity(collabmap:BuildingIdentification,2015-07-18T20:20:10.000+01:00,2015-07-18T20

:20:45.000+01:00)

7 entity(collabmap:building10)

8 entity(collabmap:building10.v3)

9 entity(collabmap:building10.v4,[pp:validityLabel = "1" %% xsd:integer])

10 entity(collabmap:buildingIdentificationPlan)

11 agent(collabmap:user7)

12 agent(collabmap:user7.v7,[pp:validCreations = "7" %% xsd:integer, pp:invalidCreations = "0" %%

xsd:integer, pp:creatorReliability = "0.88" %% xsd:double])

13 agent(collabmap:user7.v8)

14

15 specializationOf(collabmap:building10.v3,collabmap:building10)

16 specializationOf(collabmap:building10.v4,collabmap:building10)

17 specializationOf(collabmap:user7.v7,collabmap:user7)

18 specializationOf(collabmap:user7.v8,collabmap:user7)

19 alternateOf(collabmap:building10.v4,collabmap:building10.v3)

20 alternateOf(collabmap:user7.v8,collabmap:user7.v7)

21 wasGeneratedBy(pp:wgb2;collabmap:building10,collabmap:BuildingIdentification,2015-07-18T20

:20:45.000+01:00)

22 wasAttributedTo(pp:wat1;collabmap:building10, collabmap:user7.v8)

23 wasAssociatedWith(pp:waw1;collabmap:BuildingIdentification,collabmap:user7.v8,collabmap:

buildingIdentificationPlan)

24 endDocument

Listing A.6: A sample provenance graph generated by a crowdsourcing

application shaped by create pattern (provenance of creation of a data product)

in PROV-N representation

A.7 A Sample Provenance Graph Generated by a Crowd-

sourcing Application Shaped by Score Pattern Includ-

ing Scorer Reliability Measures

1 document

2 prefix collabmap <http://www.orchid.ac.uk/ontologies/collabmap.owl#>

3 prefix pp <http://users.ecs.soton.ac.uk/pp/>

4 prefix prov <http://www.w3.org/ns/prov#>

5

6 activity(collabmap:BuildingVerification,2015-07-19T10:15:20.000+01:00,2015-07-19T10

:16:45.000+01:00)

7 entity(collabmap:building10)

8 entity(collabmap:building10.v3)

9 entity(collabmap:building10.v4,[pp:validityLabel = "1" %% xsd:integer])

10 entity(pp:score,[prov:scoreValue = "1" %% xsd:integer])

11 entity(collabmap:buildingVerificationPlan)
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12 agent(collabmap:user3)

13 agent(collabmap:user3.v16,[pp:alignedScores = "12" %% xsd:integer, pp:notAlignedScores = "4"

%% xsd:integer, pp:scorerReliability = "0.72" %% xsd:double])

14 agent(collabmap:user3.v17)

15 specializationOf(collabmap:building10.v3,collabmap:building10)

16 specializationOf(collabmap:building10.v4,collabmap:building10)

17 specializationOf(collabmap:user3.v16,collabmap:user3)

18 specializationOf(collabmap:user3.v17,collabmap:user3)

19 alternateOf(collabmap:building10.v4,collabmap:building10.v3)

20 alternateOf(collabmap:user3.v17,collabmap:user3.v16)

21 wasDerivedFrom(pp:score, collabmap:building10.v4)

22 used(collabmap:BuildingVerification,collabmap:building10.v4,-,[prov:role = "" %% xsd:string])

23 wasAssociatedWith(collabmap:buildingVerificationPlan;collabmap:BuildingVerification,collabmap:

user3.v17,collabmap:buildingVerificationPlan)

24 wasAttributedTo(prov:attributionScore;pp:score, collabmap:user3.v17)

25 wasAttributedTo(prov:attributionRevision;collabmap:building10.v4, collabmap:user3.v17)

26 wasGeneratedBy(pp:score,collabmap:BuildingVerification,-,[prov:role = "scoreGeneration" %% xsd

:string])

27 endDocument

Listing A.7: A sample provenance graph generated by a crowdsourcing

application shaped by score pattern (provenance of scoring of a data product)

to compute scorer reliability in PROV-N representation

A.8 A Sample Provenance Graph Generated by a Crowd-

sourcing Application Shaped by Score Pattern Includ-

ing Validity Rating Measures

1 document

2 prefix collabmap <http://www.orchid.ac.uk/ontologies/collabmap.owl#>

3 prefix pp <http://users.ecs.soton.ac.uk/pp/>

4 prefix prov <http://www.w3.org/ns/prov#>

5 activity(collabmap:BuildingVerification,2015-07-19T10:15:20.000+01:00,2015-07-19T10

:16:45.000+01:00)

6 entity(collabmap:building10)

7 entity(collabmap:building10.v3,[pp:cws = "1.4" %% xsd:double, pp:termination = "Continue" %%

xsd:string])

8 entity(collabmap:building10.v4,[pp:validityLabel = "1" %% xsd:integer])

9 entity(pp:score,[prov:scoreValue = "1" %% xsd:integer])

10 entity(collabmap:buildingVerificationPlan)

11 agent(collabmap:user3)

12 agent(collabmap:user3.v16)

13 agent(collabmap:user3.v17,[pp:scorerReliability = "0.73" %% xsd:double])

14 specializationOf(collabmap:building10.v3,collabmap:building10)

15 specializationOf(collabmap:building10.v4,collabmap:building10)

16 specializationOf(collabmap:user3.v16,collabmap:user3)

17 specializationOf(collabmap:user3.v17,collabmap:user3)

18 alternateOf(collabmap:building10.v4,collabmap:building10.v3)

19 alternateOf(collabmap:user3.v17,collabmap:user3.v16)

20 wasDerivedFrom(pp:score, collabmap:building10.v4)

21 used(collabmap:BuildingVerification,collabmap:building10.v4,-,[prov:role = "" %% xsd:string])

22 wasAssociatedWith(collabmap:buildingVerificationPlan;collabmap:BuildingVerification,collabmap:

user3.v17,collabmap:buildingVerificationPlan)
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23 wasAttributedTo(prov:attributionScore;pp:score, collabmap:user3.v17)

24 wasAttributedTo(prov:attributionRevision;collabmap:building10.v4, collabmap:user3.v17)

25 wasGeneratedBy(pp:score,collabmap:BuildingVerification,-,[prov:role = "scoreGeneration" %% xsd

:string])

26 endDocument

Listing A.8: A sample provenance graph generated by a crowdsourcing

application shaped by score pattern (provenance of scoring of a data product)

to compute validity rating in PROV-N representation
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Java Source Code

B.1 No Termination Instantiation

1 public class noTerminationInstantiation implements IPropagation {

2 public void backward(Document graph, Relation0 relation, Element cause,

3 Element effect, Hashtable<QName, Object> inputAnnotation,

4 Hashtable<QName, Object> outputAnnotation) {

5 c = 0

6 if(inputAnnotation.get(annY) != null) {

7 c = inputAnnotation.get(annY);

8 }

9 c = c + 1

10 outputAnnotation.put(annX, c)

11 }

12

13 public void forward(Document graph, Relation0 relation, Element cause,

14 Element effect, Hashtable<QName, Object> inputAnnotation,

15 Hashtable<QName, Object> outputAnnotation) {

16 c = 0

17 if(inputAnnotation.get(annX) != null) {

18 c = inputAnnotation.get(annX);

19 }

20 c = c + 1

21 outputAnnotation.put(annY, c)

22 }

23

24 public void aggregation(Document graph, Element annotatedElement,

25 Hashtable<QName, Object> inputAnnotation,

26 Hashtable<QName, Object> outputAnnotation) {

27 // Java code

28 }

29 }

Listing B.1: Full Java source code for no termination instantiation.

B.2 Dependency-Graph Instantiation

158
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1 public class SampleInstantiation implements IPropagation {

2 public void backward(

3 Document graph,

4 Relation0 relation,

5 Element cause,

6 Element effect,

7 Hashtable<QName, Object> inputAnnotation,

8 Hashtable<QName, Object> outputAnnotation) {

9 // Empty method as it is not needed

10 }

11

12 public void forward(

13 Document graph,

14 Relation0 relation,

15 Element cause,

16 Element effect,

17 Hashtable<QName, Object> inputAnnotation,

18 Hashtable<QName, Object> outputAnnotation) {

19 if(relation instanceof Used) {

20 forwardUsage(graph, (Used)relation, cause, effect, inputAnnotation, outputAnnotation);

21 }

22 else if(relation instanceof WasGeneratedBy) {

23 forwardGeneration(graph, (WasGeneratedBy)relation, cause, effect, inputAnnotation,

outputAnnotation);

24 }

25 }

26

27 public void aggregation(

28 Document graph, Element annotatedElement,

29 Hashtable<QName, Object> inputAnnotation,

30 Hashtable<QName, Object> outputAnnotation) {

31 if (inputAnnotation.get(INCREMENT) != null) {

32 int increment = (Integer) inputAnnotation.get(INCREMENT);

33 int dependency = (inputAnnotation.get(DEPENDENCY) == null) ? 0

34 : (Integer) inputAnnotation.get(DEPENDENCY);

35 dependency = dependency + increment;

36 outputAnnotation.put(DEPENDENCY, dependency);

37 }

38 }

39

40 public void forwardUsage(

41 Document graph,

42 Used relation,

43 Entity cause,

44 Activity effect,

45 Hashtable<QName, Object> inputAnnotation,

46 Hashtable<QName, Object> outputAnnotation) {

47 outputAnnotation.put(INCREMENT, inputAnnotation.get(MEDIA) != null);

48 }

49

50 public void forwardGeneration(

51 Document graph,

52 WasGeneratedBy relation,

53 Activity cause,

54 Entity effect,

55 Hashtable<QName, Object> inputAnnotation,

56 Hashtable<QName, Object> outputAnnotation) {

57 outputAnnotation.put(DEPENDENCY, inputAnnotation.get(DEPENDENCY) != null);
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58 }

Listing B.2: Full Java source code for the Dependency-Graph instantiation.



Appendix C

Mapping Between PEDRA and

ACF

This appendix summarises all the propagation and computational rules employed in

PEDRA as the mapping between PEDRA and ACF .

C.1 Rule 1 - 3

F
backward

:

If wasDerivedFrom(score, dv)

dv.verificationV alue score.scoreV alue

(C.1)

F
forward

:

If wasDerivedFrom(dv+1, dv, [prov:type=prov:Revision])

dv+1.oldPositiveScores dv.positiveScores

dv+1.oldNegativeScores dv.negativeScores

(C.2)

F
aggregate

:

dv.positiveScores dv.oldPositiveScores+ dv.verificationV alue

if dv.verificationV alue > 0

dv.negativeScores dv.oldNegativeScores+ dv.verificationV alue

if dv.verificationV alue < 0

dv.validityEstimate Apply Equation 5.3 with

S+(dv) = dv.positiveScores

S�(dv) = dv.negativeScores

dv.validityLabel Apply Equation 5.4 with

Q
V

(dv) = dv.validityEstimate

(C.3)

161

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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C.2 Rule 4 - 10

F
backward

:

If wasDerivedFrom(dv+1, dv, [prov:type=prov:Revision])

and dv.type = dataProductVersion and

and dv+1.type = dataProductVersion

dv.hasRevision 1

(C.4)

F
backward

:

If wasDerivedFrom(dv+1, dv, [prov:type=prov:Revision])

and dv+1.hasRevision 6= 1 and dv.hasRevision = 1

d
v

.mainV alidityLabel dv+1.validityLabel

(C.5)

F
backward

:

If specializationOf(dv, d)

d.mainV alidityLabelFromV ersion d
v

.mainV alidityLabel

(C.6)

F
backward

:

If wasGeneratedBy(d, dc)

dc.mainV alidityLabelFromOriginal d.mainV alidityLabelFromV ersion
(C.7)

F
backward

:

If wasAssociatedWith(dc, uv)

uv.validCreation dc.mainV alidityLabelFromOriginal

if dc.mainV alidityLabelFromOriginal = 1

uv.invalidCreation dc.mainV alidityLabelFromOriginal

if dc.mainV alidityLabelFromOriginal = �1

(C.8)

F
forward

:

If wasDerivedFrom(uv+1, uv, [prov:type=prov:Revision])

uv+1.oldV alidCreations uv.validCreations

uv+1.oldInvalidCreations uv.invalidCreations

(C.9)

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-specializationof
http://www.w3.org/TR/prov-dm/#dfn-wasgeneratedby
http://www.w3.org/TR/prov-dm/#dfn-wasassociatedwith
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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F
aggregate

:

uv.validCreations uv.oldV alidCreations+ uv.validCreation

uv.invalidCreations uv.oldInvalidCreations+ uv.invalidCreation

uv.creatorReliability  Apply Equation 5.8 with

S+
C

(uv) = uv.validCreations

S�
C

(uv) = uv.invalidCreations

(C.10)

C.3 Rule 11 - 14

F
backward

:

If wasDerivedFrom(score, dv)

dv.verificationV alue score.scoreV alue

(C.11)

F
backward

:

If wasAttributedTo(dv, uv)

uv.alignedScore 1

if dv.verificationV alue = dv.validityLabel

uv.notAlignedScore 1

if dv.verificationV alue 6= dv.validityLabel

(C.12)

F
forward

:

If wasDerivedFrom(uv+1, uv, [prov:type=prov:Revision])

uv+1.oldAlignedScores uv.alignedScores

uv+1.oldNotAlignedScores uv.notAlignedScores

(C.13)

F
aggregate

:

uv.alignedScores uv.oldAlignedScores+ uv.alignedScore

uv.notAlignedScores uv.oldNotAlignedScores+ uv.notAlignedScore

uv.scorerReliability  Apply Equation 5.12 with

S+
S

(uv) = uv.alignedScores

S�
S

(uv) = uv.notAlignedScores
(C.14)

C.4 Rule 15 - 19

F
forward

:

If wasAssociatedWith(bv, uv)

bv.scorerReliabilityFromV ersion uv.scorerReliability

(C.15)

http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-wasattributedto
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-wasassociatedwith
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F
forward

:

If wasGeneratedBy(score, bv)

score.scorerReliabilityFromActivity  bv.scorerReliabilityFromV ersion
(C.16)

F
backward

:

If wasDerivedFrom(score, dv)

dv.scorerReliabilityFromScore +score.scorerReliabilityFromActivity

if score.value > 0

dv.scorerReliabilityFromScore �score.scorerReliabilityFromActivity

if score.value < 0
(C.17)

F
forward

:

If wasDerivedFrom(dv+1, dv, [prov:type=prov:Revision])

dv+1.oldCws dv.cws

(C.18)

F
aggregate

:

dv.cws dv.oldCws+ dv.scorerReliabilityFromScore

dv.termination Apply Equation 5.15 with

CWS(dv) = dv.cws

(C.19)

http://www.w3.org/TR/prov-dm/#dfn-wasgeneratedby
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
http://www.w3.org/TR/prov-dm/#dfn-wasderivedfrom
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