Polariton Condensates in Optical Traps and Strong Magnetic Fields

Author: ALEXIS ASKITOPOULOS
Supervisor: Prof. Pavlos LAGOUDAKIS

Laboratories for Hybrid Opto-electronics

School of Physics and Astronomy
Declaration of Authorship

I, ALEXIS ASKITOPOULOS, declare that this thesis entitled, ‘Polariton Condensates in Optical Traps and Strong Magnetic Fields’ and the work presented in it are my own and have been generated by me as the result of my own original research. I confirm that:

- This work was done wholly or mainly while in candidature for a research degree at this University.

- Where any part of this thesis has previously been submitted for a degree or any other qualification at this University or any other institution, this has been clearly stated.

- Where I have consulted the published work of others, this is always clearly attributed.

- Where I have quoted from the work of others, the source is always given. With the exception of such quotations, this thesis is entirely my own work.

- I have acknowledged all main sources of help.

- Where the thesis is based on work done by myself jointly with others, I have made clear exactly what was done by others and what I have contributed myself.

Signed: ________________________________

Date: ________________________________
Acknowledgements

The work presented herein would not have been possible without the invaluable help and support, of a number of people. First and foremost I owe a special debt of thanks to Professor P.G. Lagoudakis for his valuable insight and inspiration to undertake this research and for his continuing support with constructive criticism, incisive arguments and thoughtful advise. I have to thank Professor P. Savvidis for initiating me in the fascinating realm of polariton physics during my master’s thesis and for his encouragement and sound suggestions that opened the way to the present research. I am also deeply indebted to Dr. S. Tsintzos for infusing in me good experimental practices that have enabled me to implement the experiments required for the completion of this thesis. I also have to acknowledge Dr. Hamid Ohadi for cultivating and elevating my lab and analysis skills. A special thanks to Tom Perkins, Justin Harris and Colin Miles for keeping the liquid helium supply going. The ingenious support of the mechanical workshop staff also deserves my sincere thanks for designing and producing a number of devices used throughout my research years in Southampton, especially Damon Grimsey for implementing a novel cold finger insert tube for the magnet setup. Of course all my colleagues from the Hybrid Photonics group, Elena, Junis, Mael, Pasquale, Matteo and Giacomo, for all their support understanding and friendship. Last but not least, a heartfelt thanks to my family, my mother Eleni for instilling in me common sense and always believing in me, my wife and partner in life Katerina for brightening up my life and my son Odysseas for inspiring me to achieve my fullest potential.
Dedicated to Odysseas
May you find your own Ithaka
Semiconductor Microcavities in the strong coupling regime are an ideal test bed for studying light matter interactions at the micro-scale. The eigenstates of these systems, exciton-polaritons, are bosonic hybrid light matter quasi-particles that have been demonstrated to undergo Bose condensation. Owing to their photonic component polaritons are lighter than atoms so their Bose-Einstein condensation (BEC) is attainable at higher temperatures than traditional BEC phase transitions in atomic systems, while the reduced dimensionality of the system has the implication that the BEC phase transition spontaneously occurs only in the presence of a confining potential. In this thesis, the underlying mechanisms of polariton condensation in optically imprinted trapping potential landscapes is examined. Condensation in the ground state of an optical trap, de-localised from the excitation light is demonstrated and investigated and the confined condensate is shown to exhibit well defined quantum mechanical properties. A comparative study of the observed spectral features with a condensate formed with typical non-resonant excitation methods is conducted revealing a significant reduction of the excitation density threshold due to efficient trapping and relaxation of polaritons inside the trap. Decoupling of the optically induced excitonic reservoir results in increased temporal coherence in this system by suppression of the strong interactions with un-condensed particles. Modification of the geometrical properties of the trap results in single excited-state condensation. Contrary to defect and stress induced trapping schemes the condensation process is here driven by polaritons injected into the potential-trap from the trap barriers. This leads to more efficient pumping of the energetically higher modes extending into the trap boundary. We demonstrate how this feature can be exploited to manifest transitions between energetically neighbouring coherent quantum states in the steady state dynamic equilibrium regime and in the transient domain were the intensity tuning of coherent tunnelling modes is also examined. A by-product of the localisation of the condensate inside the photonic trap and the decoupling from the reservoir is the strong susceptibility of this system to small imbalances in the optical pumping of spin states. The population of the two spin states of the condensate can be controlled by small
imbalances of the circular components of the excitation. The high density regime in this configuration is then investigated where a linearisation of the polariton dispersion is observed under pulsed excitation. However, a vigorous examination of the transient dynamics in this regime demonstrates the artificial nature of this effect due to transient relaxation and momentum narrowing in the transition from photon lasing to a confined polariton condensate. The confined condensate is an ideal subject for studying strong magnetic field effects on the spin properties of polariton condensates as it emits in a single energy mode for a wide range of excitation powers above threshold compared to the "untrapped" case and doesn’t suffer from de-coherence effects induced from the reservoir that causes line broadening and inhibits the spectral resolution of the spin components. We have performed initial reference strong magnetic field experiments with "unconfined" polariton condensates and present the predicted density dependent collapse of the Zeeman splitting and the modulation of the previously observed paramagnetic screening by the polarisation of the exciting beam. In the final chapter of the thesis we investigate the modulation of the condensation threshold for the non-optically confined case by the application of a magnetic field in the Faraday geometry. The experimental observations are explained by a model based on the suppression of diffusion in the reservoir and the shrinking of the Bohr radius by the application of the magnetic field.
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Introduction

The semiconductor age

It is widely acknowledged that semiconductor devices have given rise to the technological marvel of modern day electronics that have increasingly encompassed almost every aspect of people’s lives in the last three decades. Infrared lasers pulse optical data through a global network of silica optical fibres; light-emitting diodes illuminate our homes and backlight liquid-crystal displays in our phones, tablets and televisions; visible lasers store and read data in DVDs; photovoltaic cells harvest clean energy from the sun. Every one of these technologies were made possible by advances and paradigm-shifts in the physics and understanding of semiconductor materials and devices.

Although semiconductors have only recently been the focus of increasing scientific research, the history of semiconductivity spans centuries. The first use of the term "semiconducting" dates back to the 18th century and is attributed to Alessandro Volta [1], but it was not until 1833 that a semiconducting effect was recorded for the first time by Michael Faraday, who observed that, contrary to metals, the electric resistance of silver sulphide decreased with temperature [2]. The next quantum leap in semiconductor physics emerged when the study of the fundamental properties of Silicon and Germanium in 1946 actualised in the invention of the transistor at Bell Labs in 1947 by John Bardeen, Walter Brattain and William Shockley [3, 4]. This discovery coupled with the subsequent invention of the integrated circuit, where a number of transistors and electronic devices are incorporated onto a common silicon substrate, changed forever the field of electronics. Since then, the advances in the understanding of the underlying physics of the microcosm (and nano-cosm), incited by the establishment of the theory of quantum mechanics in the first half of
the 20th century have been monumental, and resulted in the spectacular increase of the applications of semiconductor devices in modern technology.

**From electronics to optoelectronics and photonics**

The concept of combining optics with electronic signals in semiconductor devices gave birth to a new scientific discipline, that of opto-electronics. The use of indirect band-gap materials like silicon was not favourable for this type of devices as absorption of optical signals in these systems requires the simultaneous absorption of a phonon in order for and energy an momentum conservation to be achieved. Therefore absorption of a photon in indirect semiconductors is effectively a three particle process (photon, electron, phonon) and will have a considerably lower probability than a two particle absorption (photon,electron) process that is the case for direct band-gap semiconductors. This fact established III-V semiconductor alloys, that exhibit a direct band-gap, as the preferential architecture for optoelectronic devices. The invention of the laser in 1960 [5] gave new momentum to this emerging field especially following the demonstration of the first GaAs based semiconductor laser a couple of years later [6]. In the late 1970s, the first operational VCSEL device was engineered [7], that demonstrated lasing in the weak coupling regime.

**To polaritonics and spintronics**

Current optoelectronic technologies exploit the advances in the fabrication of semiconductor heterostructures in order to separately manipulate charged carriers and photons. Arguably, coupling together photons and electrons in Bosonic states called “polaritons” and coherently controlling these hybrid quantum quasi-particles can bring about the next paradigm shift in semiconductor physics and devices. Polaritons posses hybrid properties of photons and excitons, combining the mobility and flexibility of light, with the possibility of interactions due to the matter component. Indeed, their physics is quite different from the physics of Fermionic electrons and holes in a semiconductor, on which current optoelectronic devices are based. At high densities, or low temperatures, polaritons collectively collapse into a macroscopic coherent quantum state, a polariton condensate, or a polariton laser. Such a coherent state shows much of the same physics as Bose Einstein Condensation, that has been observed in ensembles of cold atoms decoupled from the requirement of ultra-low temperatures required for these systems.

The history of polaritons dates back to 1958, when Hopfield in a landmark publication set the theoretical basis for the field of polaritons, demonstrating that the
excitonic field can interact with the electromagnetic field of a crystal structure under certain conditions and give rise to new system eigenstates that are a mixture of both excitons and photons [8]. These intriguing quasi particles were initially indirectly probed, in semiconductors, by means of resonance Raman scattering (1979) and through their luminescence [9, 10]. However the definitive experimental observation had to wait until 1992 when Weisbuch and co-workers [11] clearly observed the Rabi splitting of these new eigenstates in a semiconductor microcavity. This experimental realisation established semiconductor microcavities as ideal systems for studying light-matter interactions in the micro scale. The scientific interest for polaritons culminated with the theoretical suggestion of non-linear effects such as condensation and lasing in 1996 [12] and a few years later by the subsequent demonstration of polariton parametric amplification, in a GaAs microcavity at cryogenic temperatures, by Savvidis and co-workers [13]. One year later scientists from EPFL documented this process also in CdTe samples at much higher temperatures of 220K [14]. These experiments confirmed the bosonic nature of exciton-photon polaritons raising expectations for the realisation of polariton condensates and for the development of ultra-low threshold lasing devices.

The prediction of the Bose phase transition was introduced by Bose and Einstein in the first quarter of the 20th century [15, 16]. However it was not until 1995 that the first observation of this unique phase transition was demonstrated in a gas of atoms [17–19]. This paved the way for the pursuit of Bose condensation in solid state systems as well. Polaritons, being bosons, and featuring a very light mass were perfect candidates for solid state condensates and in 2006 polariton Bose-Einstein condensation in cryogenic temperatures in a CdTe microcavity was demonstrated [20]. This discovery was quickly followed by the demonstration of polariton lasing at room temperature in a GaN microcavity [21]. The term polaritronics was introduced [22] following the first demonstration of a strongly coupled GaAs LED device operating close to room temperature [23]. This was an important breakthrough as efficient electrical injection of carriers into microcavities was considered a great challenge, while non-cryogenic temperature operation in the strong coupling regime for GaAs based samples was not considered possible because of the insufficient binding energy of the exciton. In recent years polariton devices have come even more in the spotlight with the appearance of the first electrically pumped exciton-polariton lasers operating from cryogenic [24, 25] to room temperature [26] that hold the promise of the realisation of highly efficient ultra low threshold solid state lasing, as well as the fabrication of novel optoelectronic devices.

Polariton condensates have also been proposed for the realisation of spinoptronic devices. Spinoptronics generally deals with the active manipulation of spin degrees of freedom within a solid state system with the aim of realising devices based on spin transport [27]. Early work on the understanding of spin transport in solid
state systems dates back to Mott and 1936 [28] and was mainly oriented towards the study of these phenomena in metals. However semiconductors have recently emerged as possible architectures for the implementation of spin-logic devices. In this regard, polariton microcavity systems are a unique laboratory due to the efficient spin to photon polarisation conversion, making spin anisotropies straightforward to detect and also due to their demonstrated spin multi-stabilities [29] that can lead to the implementation of polariton spin-logic devices.

**Thesis outline**

The object of this thesis is to study the fundamental properties and the underlying physical mechanisms of the formation of polariton condensates in optically "sculpted" potential traps. For particles inhabiting a two dimensional plane, a pure Bose-phase transition can theoretically manifest only in the presence of a trapping potential that modulates the density of states. Recent landmark studies in polariton condensates have underlined the remarkable possibility of optically imprinting arbitrary potentials to confine polariton condensates and modulate their propagation. These results triggered the experimental investigations described here.

In the first part of this thesis (part I) an overview of the physics associated with polariton condensates is presented as well as the description of the samples and of the experimental methods used. Chapter 1 details the basic concepts regarding the individual building blocks comprising semiconductor microcavities and gives a brief description of the physics of light matter coupling in these systems. Chapter 2 outlines the basic physics regarding Bose-Einstein condensates and the implications of this phase transition in reduced dimensionality systems. A short review of the pioneering works that eventually culminated in the demonstration of polariton BEC is presented followed by the experimental particularities of polariton condensates as well as the current theoretical framework that describes these coherent light-matter ensembles. A review of the main phenomena associated with polariton condensation is also presented. Finally an extensive discussion on the origin of the experimental "fingerprints" used to identify oblique dark solitons in the wake of a propagating polariton condensate is presented.

Chapter 3 describes the materials and methods used throughout the experiments conducted within the framework of this thesis. The experimental configurations are presented and described, while the second part of the chapter gives a description of the state of the art microcavity samples that were employed, where a novel strain compensated microcavity sample is characterised together with experimental evidence of polariton condensation in this system.
The experimental results on polariton condensation in optically induced potential traps are extensively presented in the second part (part II) of the thesis. In chapter 4 the initial results on the formation of a polariton condensate in an optically induced two-dimensional parabolic potential are presented along with a detailed comparative study with typical condensation formation in the same system. The dependence on the geometric properties of the potential to the resulting condensate mode are documented in chapter 5, where non-ground state condensation in excited higher order coherent bound states is also reported. A mode selection rule is proposed and effectively tested in the dynamic equilibrium and transients domains. Chapter 6 gives an overview of the fascinating spin properties of ground state condensation as well as a robust interpretation of these phenomena. Lastly the high density regime and the transition to photon lasing are examined in chapter 7. A dispersion linearisation in this regime is found to be an artificial feature rather than demonstration of a Bogoliubov excitation spectrum.

In the final part (III) of the thesis we investigate the magnetic field effects on the formation and spin of polariton condensates. In Chapter 8, we investigate the density dependent modulation of the paramagnetic screening of the field by a polariton condensate by studying the Zeeman splitting of the system under CW excitation with linear and circular polarizations. In chapter 9 experimental results on the formation of polariton condensates under magnetic fields are presented and explained, where the importance of diffusion of carriers outside the pumping region as well as the implications of this on the condensation threshold is analysed. As the formation of the optical trapping potential is driven by diffusion of optically injected carriers outside the pumping region the application of a magnetic field can be an important tool in modulating the shape of an optical polariton trap.
Part I

**Physics of Semiconductor Microcavities**

**Experimental Techniques and Description of Samples Studied**
In order to realise strong interactions between photons and excitons, it is essential to confine them effectively in relatively small volumes as long as possible. This is accomplished most efficiently using Fabry-Pérot resonators with high reflectivity mirrors. In these structures, a cavity volume is placed between two parallel asymmetric reflectors. The cavity spacer is imbued with an excitonic resonance designed to resonate with the cavity mode. When the appropriate phase matching conditions are met, photons and excitons strongly couple to form the new eigenstates of the system: exciton-polaritons.

1.1 Building blocks

A semiconductor Microcavity consists of an active region that has an optical length equal to an integer of half the cavity wavelength $\lambda$ that is placed between a pair of high reflectivity mirrors. While metallic mirrors have been used in polariton microcavity structures the most common option is the use of distributed Bragg reflectors (DBRs) because of their higher reflectivity efficiency. While there is a variety of semiconductor materials that have been used over the years for the fabrication of microcavities, here we will focus mainly on AlGaAs alloys as the samples studied in this thesis were from this family of materials.
1.1.1 Distributed Bragg Reflectors

A Distributed Bragg Reflector consists of alternating layers of two materials with different refractive indices. The working principle relies on constructive and destructive interference of the transmitted and reflected waves. Electromagnetic (EM) waves propagating in the transmission direction interfere destructively while the ones reflected by the consecutive interfaces interfere constructively. The successive layers are engineered to have an optical length of $\lambda/4$, where $\lambda$ is the so-called Bragg wavelength corresponding to the centre of the high reflectivity band. This high reflectivity region formed for a bandwidth of frequencies (wavelengths) around $\lambda$ is conversely named the photonic stop band. The characteristics of the stop-band width and reflectivity depend on the refractive index contrast between the individual layers and the number of periods in the structure. The optical properties of these structures can be calculated by the Transfer matrix method. The basic principle behind this method is to attribute a matrix element to each layer of the structure, effectively describing the EM wave arriving and passing through the layer [30, 31]. Using this model a simulation of the Electric field intensity inside a GaAs/AlAs DBR is shown in fig. 1.1. The figure depicts the field in the first 23 pairs of the total 40 of the structure.

As seen in Fig. 1.1, although the intensity of the field quickly goes to zero inside the structure, nonetheless there is a finite area where its magnitude is substantial. This is quantified by the so called DBR penetration length which is given by:

$$L_{DBR} = \frac{\lambda_0 n_L n_H}{2 n_i (n_H - n_L)} \quad (1.1)$$

where $n_H$ and $n_L$ are the refractive indices of the high and low index materials respectively while $n_i$ is that of the medium from which the light is incident to the DBR structure [32, 33]. The calculated reflectivity spectrum of this structure for
normal incidence is shown in figure 1.2a (red line) where the high reflectivity region is clearly distinguishable between 770nm and 850nm. Simulations of structures with different numbers of pairs are also shown for comparison, while figure 1.2b presents a parametric simulation of the stop band for a varying number of pairs from two to 80. The low reflectivity modes at the edges of the reflectivity stop-band are usually referred to as leaky modes [34].

Another important property of DBR stacks is that the reflectivity stop-band has an inherent angular dispersion. That is the stop-band centre varies with increasing angle of the incident light. The reason behind this is that these mirrors rely on an interference condition that is angle dependent. Furthermore this angular dispersion is also different for transverse electric and transverse magnetic electric fields. Figure 1.3 illustrates the angular dispersion of the structure of fig. 1.1 for TE and TM incident light.
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Analytical expressions for the reflective properties of DBR stacks in the limit of high reflectivity are already well established and can be used for calculation of the optical properties of interest. The stopband width is given by:

$$\Delta \lambda = \frac{2\lambda \Delta n}{\pi n_{\text{eff}}}$$ (1.2)

where $\Delta n$ is the difference between the high and low refractive index and $n_{\text{eff}}$ is the effective refractive index of the structure [34], while the reflectivity maximum $R$ at the center of the stopband is:

$$R = \left( \frac{1 - \frac{n_{\text{out}}}{n_{\text{in}}} \left( \frac{n_L}{n_H} \right)^{2p}}{1 + \frac{n_{\text{out}}}{n_{\text{in}}} \left( \frac{n_L}{n_H} \right)^{2p}} \right)^2$$ (1.3)

where $p$ is the number of pairs, $n_{\text{in}}, n_{\text{out}}, n_L$ and $n_H$ are the refractive indices of the incident, transmitted side, low and high materials respectively.

1.1.2 Fabry-Pérot Microcavities

The French scientists Charles Fabry and Alfred Pérot were the first to implement an interferometer composed of two highly reflective parallel mirrors. Such a device was initially used in spectroscopic measurements in order to spectrally resolve ultra narrow linewidths due to its high finesse. It is feasible to create a Fabry-Perot cavity with semiconductors by placing two Bragg mirror stacks around a cavity spacer. Photons inside such a cavity are free to propagate parallel to the mirror plane but are confined in the perpendicular direction. The photonic confinement along this axis compels the photon wavevector $k$ along this axis to take discrete
values \( k_z = N\pi/L_c \), where \( L_c \) is the cavity length and \( N \) a positive integer. Therefore photons inside the cavity have a total wavevector of \( k^2 = k_z^2 + k_{\parallel}^2 \) and energy dispersion:

\[
E_N(k_{\parallel}) = \frac{\hbar c}{n_{cav}} \frac{N\pi}{L_c} \sqrt{1 + \frac{L_c k_{\parallel}}{N\pi}}
\]

(1.4)

where \( n_{cav} \) is the cavity index of refraction. Eq. 1.4 by Taylor expansion yields

\[
E_N(k_{\parallel}) = E_{N,0} + \frac{\hbar^2 k_{\parallel}^2}{2m_{ph}^*},
\]

(1.5a)

\[
E_{N,0} = \frac{N\pi\hbar c}{n_c L_c},
\]

(1.5b)

\[
m_{ph}^* = \frac{N\pi\hbar n_c}{cL_c}
\]

(1.5c)

\( E_{N,0} \) is the photon energy with zero in-plane wavevector, while \( m_{ph}^* \) is the effective mass of photons moving in the plane of the cavity. The differences of the exact formula (1.4) and the effective mass approximation obtained after the Taylor expansion are negligible for angles under 90 degrees.

The cavity Finesse is defined as:

\[
F = \pi \sqrt{\frac{R_1 R_2}{1 - R_1 R_2}}
\]

(1.6)

where \( R_1 \) and \( R_2 \) are the reflectivities of the two cavity DBRs [35]. Of interest is also the cavity quality factor which is directly linked to the photon lifetime. It can be deduced through the Finesse as \( Q = NF \) but is defined as

\[
Q = \frac{2\pi v E_{\text{stored}}}{E_{\text{loss}}}
\]

(where \( v \) is the cavity frequency) and more conveniently as the ratio between the mode energy and the energy width of the specific mode of a given cavity.

\[
Q = \frac{E_0}{\Delta E}
\]

(1.7)

More importantly it can give a direct estimation of the photon lifetime in the cavity:

\[
Q = 2\pi v \tau
\]

(1.8)

with \( \nu \) the photon frequency and \( \tau \) the photon lifetime [36]. The transfer matrix method can be used to simulate the optical properties of semiconductor microcavities. Fig. 1.4 depicts the calculated Electric field intensity in the middle part of a GaAs \( \lambda \) cavity composed of GaAs/AlAs DBRs with 30 pairs top (left side) and 32 in the bottom (right side), for the cavity wavelength. The electric field intensity is maximum in the cavity layer and quickly diminishing in the DBRs. It is worth mentioning that the effective cavity length is modulated by the penetration of the
field in the mirrors and should now be regarded as:

\[ L_{\text{eff}} = L_c + L_{\text{DBR}1} + L_{\text{DBR}2} \]  

(1.9)

where \( L_{\text{DBR}1} \) and \( L_{\text{DBR}2} \) is the penetration of the field in the cavity mirrors.

The reflectivity spectrum of the simulated cavity can be seen in figure 1.5. Introducing the cavity region between the two DBRs gives rise to the cavity resonance at \( \lambda_c = 800 \text{nm} \) as evidenced by the sharp dip in the reflectivity stop band.

An angle parametric transfer matrix simulation reveals the parabolicity of the angular dispersion of the cavity. Figure 1.6 depicts the reflectivity spectrum of the simulated microcavity structure for both TE (negative angles) and TM modes reflected modes (positive angles). The slight difference in energy between the TE and TM modes of the cavity are conventionally named the longitudinal-transverse splitting.
Figure 1.6: Simulated angular dispersion of a GaAs cavity with GaAs/AlAs DBRs of 30 and 32 pairs. Negative angles for TE mode and positive for TM.

Depending on the quality of the DBRs, semiconductor microcavities have been realised for quality factors of more than 10000 with typical lifetimes on the order of 1-5 ps.

1.1.3 Excitons

In a direct band-gap semiconductor, an electron excited from the valence band to the conduction band will interact with the remaining electrons of the valence band. This introduces a correction to the repulsive potential of the filled valence band more commonly described by the attractive interaction between the valence band hole and the conduction band electron. This introduces an inter band gap energy that describes a bound electron-hole pair more commonly referred to as an exciton. Excitons depending on their radius are classified as Wannier Mott and Frenkel excitons. Frenkel excitons are more common in organic semiconductor structures where excitons are usually localised in a single molecule. Wannier-Mott excitons are typically found in inorganic semiconductors where the exciton radius is considerably greater than the lattice period [37]. In this thesis when we discuss excitons we refer to Wannier-Mott excitons since the microcavity samples studied where composed of inorganic semiconductors.
1.1.3.1 Bulk Excitons

In Bulk semiconductors under the effective mass approximation the energy dispersion of the valence and conduction band can be described by:

\[ E_v(k_h) = -\frac{\hbar k_h^2}{2m_h^*}, \quad (1.10a) \]
\[ E_c(k_e) = E_g + \frac{\hbar k_e^2}{2m_e^*} \quad (1.10b) \]

where \( m_e^* \) and \( m_h^* \) are the effective mass of the electron and hole respectively and \( E_g \) the band gap energy. Effectively an exciton is a hydrogen like atom moving in the atomic lattice. Therefore it is essential to introduce the relative position of electron and hole \( \mathbf{r} = \mathbf{r}_e - \mathbf{r}_h \), the total mass \( M = m_e^* + m_h^* \), the center of mass position \( \mathbf{R} = \frac{m_e^* \mathbf{r}_e + m_h^* \mathbf{r}_h}{m_e^* + m_h^*} \) and the reduced mass \( \mu = \frac{m_e^* m_h^*}{m_e^* + m_h^*} \). The exciton Hamiltonian can now be written as:

\[ \mathcal{H}_{\text{exc}} = \mathcal{H}_{\text{cm}} + \mathcal{H}_{\text{rel}} \quad (1.11a) \]
\[ \mathcal{H}_{\text{cm}} = E_g + \frac{\hbar^2}{2M} \nabla_R^2 \quad (1.11b) \]
\[ \mathcal{H}_{\text{rel}} = \frac{\hbar^2}{2\mu} \nabla_r^2 - \frac{e^2}{4\pi \varepsilon_0 \varepsilon_r R} \quad (1.11c) \]

From where it is easy to deduce that the eigenstates of \( \mathcal{H}_{\text{cm}} \) are plane waves while \( \mathcal{H}_{\text{rel}} \) is a Hamiltonian similar to the one of the Hydrogen atom and therefore its eigenstates are orbitals similar to the hydrogen case.

\[ E_{\text{cm}}(k) = E_g + \frac{\hbar^2 k^2}{2M} \quad (1.12a) \]
\[ E_{\text{rel},n} = -\frac{R_{\text{exc}}}{n^2} \quad (1.12b) \]
\[ E_{\text{exc}} = E_g + \frac{\hbar^2 k^2}{2M} - \frac{R_{\text{exc}}}{n^2} \quad (1.12c) \]

where \( R_{\text{exc}} = \frac{\mu e^4}{2\hbar^2 (4\pi \varepsilon_0 \varepsilon_r)^2} \), \( n \) is the principal quantum number of the exciton orbitals and \( k = k_e + k_h \) the exciton wavevector. This treatment allows to define the exciton Bohr radius as \( a_{B_{\text{exc}}} = \frac{\hbar}{\sqrt{4\mu R_{\text{exc}}}} \). From 1.12 it is easy to see that the binding energy of the 1s exciton orbital is \( E_B = R_{\text{exc}} \).
1.1.3.2 Excitons in Quantum Wells

Quantum Wells (QW) are heterostructures composed of a thin layer, of the order of a few nano-meters, of a semiconductor material, usually placed in the middle of a material with a higher band gap used to confine carriers (fig. 1.7a). For efficient confinement of excitons in a QW, the layer thickness must be of the order of the bulk exciton Bohr radius. This inhibits movement along the z (growth) direction of excitons in the structure effectively confining them in this direction while leaving them free to propagate in the plane of the QW. Quantum confinement in QWs results in a significant increase of the exciton binding energy. The exact energy and wavefunctions of a QW exciton are difficult to solve analytically, but it can be shown with a straightforward variational approach that

$$ a_2^{D_{\text{exc}}} = \frac{a_{\text{Bexc}}}{2} \quad \text{and} \quad E_{B_{\text{exc}}}^{2D} \geq 4E_B \quad [39, \text{ chap. 4}]. $$

Counter-intuitively the exciton binding energy is non-monotonic with increasing QW width (fig.1.7b), since for very small widths the electron and hole wavefunctions tunnel into the barriers and the confinement is considerably weakened [38, 39]. Furthermore, quantum well excitons are preferential for coupling with light in semiconductor microcavities since they can be positioned exactly at the maxima of the cavity electromagnetic field and so increase the probability of the cavity photon being absorbed to create an exciton. Finally, using quantum wells to increase the exciton binding energy to values larger than the thermal energy at room temperature allows for the observation of stable excitons at 300K which is vital for operational devices.

The exciton oscillator strength, which is a measure of the probability of absorption and emission of photons, is well known to be greatly increased in quantum well excitons compared to bulk excitons [40]. Using the $A \cdot p$ Hamiltonian [41] (where $A$ is the vector potential and $p$ the momentum operator) it can be shown that the
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strength of the optical transition for the bulk exciton per unit volume and for a quantum well exciton per surface unit is:

\[
\frac{f_{\text{osc}}^{\text{bulk}}}{V} = \frac{2}{M_{\text{exc}}} |\phi_{\text{bulk}}(0)|^2 |\langle u_e | p \cdot \epsilon | u_h \rangle|^2 \tag{1.13a}
\]

\[
\frac{f_{\text{osc}}^{2D}}{S} = \frac{2}{M_{\text{exc}}} |\phi_{2D}(0)|^2 |\langle u_e | p \cdot \epsilon | u_h \rangle|^2 \left| \int \chi_h(z) \chi_e^*(z) dz \right|^2 \tag{1.13b}
\]

where \(u_e\) and \(u_h\) are the Bloch amplitudes of the electron and hole, \(\phi_{\text{bulk}}\) and \(\phi_{2D}\) are the orbitals of the bulk and quantum well exciton respectively and \(\epsilon\) is the polarisation vector of the electromagnetic field. Finally \(\chi_h(z)\) and \(\chi_e^*(z)\) are the electron and hole wavefunctions in the quantum well respectively. Due to the confinement, in quantum wells the overlap of electron and hole wavefunctions of an excitonic state is greatly increased, which in turn results in an enhanced oscillator for QW excitons compared to bulk excitons.

1.2 Light Matter Coupling

The first theoretical proposal that the optical properties of a system can be altered by the surrounding environment, was first made in 1946 by E.M. Purcell who proposed that the spontaneous emission rate of atoms is enhanced when they are placed in a resonant cavity [42], with the enhancement given by the Purcell factor:

\[
F_P = \frac{3}{4\pi^2} \left( \frac{\lambda_c}{\eta} \right)^3 \left( \frac{Q}{V} \right) \tag{1.14}
\]

where \(Q\) is the quality factor, \(V\) the cavity mode volume and \(\eta\) the refractive index of the medium. Depending on the nature of the coupling of the active medium and the electromagnetic field, the emission of light can be differentiated in two distinct regimes. In the weak coupling regime an emitted photon has a minute probability of getting re-absorbed by the emitter and the energy of the system is quickly dissipated. In this regime the emission follows Fermi’s golden rule for transitions to the cavity continuum of states. When the emitted photon has a high probability of being reabsorbed by the medium, before leaving the cavity, then the system is in the strong coupling regime. This regime is characterised by the continuous shifting of the excitation between the electromagnetic mode of the cavity and the excitation in the medium. This Rabi oscillation is damped by the inherent system de-coherence processes while the energy of the excitation dissipates within a time-scale of the order of the lifetime of the uncoupled states. Recently a third light matter coupling regime has been proposed. In the ultra-strong coupling regime, it has been predicted that when light-matter coupling becomes strong enough, the mixing of states breaks down and the Purcell effect is reversed [43]
1.2.1 Strong coupling of excitons and photons

In the strong coupling regime the eigenstates of the system are no longer the exciton and the cavity photon but a mixed state known as polariton. The experimental fingerprint of polaritons is their anti-crossing behaviour. Tuning the exciton resonance through the cavity by increasing the temperature of the system or by scanning across a built in wedge of the microcavity by changing position on the sample this characteristic behaviour can be observed. In the quantum description of light matter coupling, polaritons can be described as the eigenstates of this system that arise from the coupling of two oscillators, namely the QW exciton and the light mode of the cavity. The energy gap, called the Rabi splitting, resulting from this anti-crossing defines each polariton system and depending on the materials used ranges from 5-15 in GaAs structures to 50meV for GaN microcavities and to more than 100meV for ZnO and organic samples.

In the simplest form, disregarding decay terms, the Hamiltonian for uncoupled excitons and photons in the second quantisation representation reads:

\[
H_{\text{free}} = \sum_{k\|} E_x(k\|) b_{k\|}^\dagger b_{k\|} + \sum_{k\|} E_c(k\|) a_{k\|}^\dagger a_{k\|} \tag{1.15}
\]

where \(b_{k\|}^\dagger, a_{k\|}^\dagger (b_{k\|}, a_{k\|})\) are the creation (annihilation) operators for excitons and cavity photons respectively. In this representation the exciton-photon interaction Hamiltonian is:

\[
H_{\text{int}} = \sum_{k\|} \hbar \Omega \left( b_{k\|} a_{k\|}^\dagger + b_{k\|}^\dagger a_{k\|} \right) \tag{1.16}
\]

where \(\hbar \Omega\) is the exciton-photon interaction strength. The eigenenergies of the system in the strong coupling regime are obtained by diagonalisation of the full Hamiltonian of the system \((H = H_{\text{free}} + H_{\text{int}})\):

\[
E_{\text{up}}(k) = \frac{1}{2} \left( E_c(k) + E_x(k) + \sqrt{(E_c(k) - E_x(k))^2 + 4\hbar^2 \Omega^2} \right) \tag{1.17a}
\]

\[
E_{\text{lp}}(k) = \frac{1}{2} \left( E_c(k) + E_x(k) - \sqrt{(E_c(k) - E_x(k))^2 + 4\hbar^2 \Omega^2} \right) \tag{1.17b}
\]

where \(E_{\text{up}}\) and \(E_{\text{lp}}\) denote the upper and lower polariton states. The difference in energy between the exciton resonance and the cavity mode (at \(k\| = 0\)) is conventionally called detuning: \(\delta = E_c(k\| = 0) - E_x(k\| = 0)\). The dispersion of the new eigenstates relative to the uncoupled ones for positive, negative and zero detuning for a system with a Rabi splitting of \(2\hbar \Omega = 9\text{meV}\) is shown in fig. 1.8a,c,e. Polaritons can be described by the so called Hopfield coefficients that characterise the contribution of each uncoupled state to the new eigenstates [8], which for the lower polariton state is \(E_{\text{lp}}(k) = X_{\text{lp}}(k) E_x(k) + C_{\text{lp}}(k) E_c(k)\) where \(X_{\text{lp}}(k)\) and \(C_{\text{lp}}(k)\)
Figure 1.8: a), c), e) Angular dispersion of uncoupled exciton and cavity modes compared to the polariton coupled eigenstates for $\delta = -4\text{meV}, \delta = 4\text{meV}$ and $\delta = 0\text{meV}$ exciton cavity detuning respectively. The colour-scale for (upper and lower polariton modes) corresponds to the corresponding cavity Hopfield coefficient. b), d), f) Exciton and cavity Hopfield coefficients of the lower polariton branch

are the exciton and cavity Hopfield coefficients:

$$X_{lp}(k) = \frac{E_c(k) - E_x(k)}{\sqrt{(E_c(k) - E_x(k))^2 + \hbar^2 \Omega^2}}$$ (1.18a)

$$C_{lp}(k) = -\frac{\hbar \Omega}{\sqrt{(E_c(k) - E_x(k))^2 + \hbar^2 \Omega^2}}$$ (1.18b)

In fig. 1.8a the colour of the polariton modes corresponds to the cavity Hopfield coefficients, while the corresponding angular dispersion of both the exciton and cavity lower polariton coefficients is explicitly shown in fig. 1.8b, d, f.
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The previous description is analogous to a coupled harmonic oscillator system. Taking into account the decay of photons in the cavity ($\gamma_c$) and the non-radiative broadening of the exciton in the system ($\gamma_x$) eq. 1.17 becomes [32]:

$$E_{up,lp}(k) = \frac{1}{2} \left( E_c(k) + E_x(k) - i\hbar(\gamma_x + \gamma_c) \pm \sqrt{(E_c(k) - E_x(k) - i\hbar(\gamma_x - \gamma_c))^2 + 4\hbar^2\Omega^2} \right)$$

For $\delta = 0$, it is easy to see that for $\gamma_c - \gamma_x \leq 2\Omega$ the square root is purely imaginary which signifies the transition to the weak-coupling regime where the exciton and cavity energies remain unperturbed and the only contribution is the enhancement of the decay rates. While for $\gamma_c - \gamma_x \geq 2\Omega$ the system lies in the strong coupling regimes.

Strong coupling between photonic and excitonic states in vertical semiconductor microcavities is not exclusively limited to the coupling between cavity mode and QWs. In ZnO and GaN based structures for instance, were the binding energy of the bulk exciton has a strong oscillator strength, strong coupling between cavity photons and bulk excitons has been repeatedly demonstrated [21, 44]. Strong coupling has even been demonstrated in the absence of a pure cavity mode with QWs embedded within a DBR structure [45]. In these structures the light component is provided by the propagating Bragg (or leaky) mode that defines the end of the photonic stop-band, while parametric amplification processes have also been reported in these so-called Bragg-polaritons [46].

1.3 Polariton Spin and Polarisation

Polariton spin is determined by the spin of the coupled excitons of the system. Since excitons are composite particles, their spin is defined by their individual components. In zinc-blend crystal lattices (such as GaAs and CdTe) electrons in the conduction band have S-symmetry ($l = 0, s = 1/2$), while electronic states in the upper valence band have P-symmetry therefore featuring a six-fold degeneracy ($l = 1, s = 1/2$) (fig. 1.9a). Taking into account spin-orbit coupling, leads to electronic states with total angular momentum $j = 3/2$ and $j = 1/2$ with the $j = 3/2$ states having a four-fold and the $j = 1/2$ ones having a two-fold degeneracy. Spin orbit coupling also opens an energy gap $\Delta_0$ between the $j = 3/2$ and $j = 1/2$ states (fig. 1.9b). Conventionally the $j = 1/2$ band is called the spin-split-off band, while the bands with $j = 3/2$, depending if the spin projection is parallel or anti-parallel to the projection of the orbital angular momentum, are the so-called heavy ($m_j = 3/2$) and light hole ($m_j = 1/2$) bands respectively. In bulk structures the heavy and light hole bands are degenerate at k=0, but in 2D systems, like quantum wells, this degeneracy is lifted by quantum confinement in the growth direction. This results
in the phenomenon of "mass reversal" for the in plane motion of heavy and light holes. Although quantum confinement leads to a crossing of the light and heavy hole bands, in the Lüttinger-Kohn model, band mixing between the heavy and light hole bands results to anti-crossing of the two bands (fig. 1.9c) [47].

**Figure 1.9:** Schematic of valence and conduction band energy levels. a) Lifting of degeneracy of electron and hole levels due to spin orbit coupling and confinement. Electron, heavy hole, light hole and spin split-off band energy levels taking into account spin orbit coupling b), quantum confinement and band mixing c).

Excitons, are thus composite bosonic particles with integer spin of $\pm 1$ or $\pm 2$. An electron and a hole of a $s = \pm 1$ exciton can recombine radiatively by emitting a photon of equal spin corresponding to left or right circular polarisation, while excitons with $s = \pm 2$ are the so called dark states that are known to be optically inactive and can decay through non-radiative channels (fig. 1.10a). Nevertheless, dark excitons are optically created whenever electrons and holes are excited and their presence has a significant contribution in interactions with other excitons as well as polaritons.

**Figure 1.10:** a) Transitions between electron and hole states. Blue (red) arrows denote the allowed optical transitions with $\sigma^+$ ($\sigma^-$) photon polarisation and grey arrows mark the dark transitions with exciton spin $\pm 2$. b) Polarisation representation in the Poincaré sphere. Circular and anti-circular polarisations correspond to the poles, while linear polarisation is mapped on the equatorial plane and intermediate latitudes to elliptical polarisation.
Polaritons thus possess spin $\pm 1$ and when a photon escapes from a strongly coupled microcavity system, it will convey information regarding the spin of the polariton state it was emitted from in its polarisation. Compared to a particle’s spin, this is an easily measurable property, fully characterised by the stokes vector $\vec{S}$ that can be calculated by measuring its three components:

\begin{align*}
S_x &= \frac{I_H - I_V}{I_H + I_V} \\
S_y &= \frac{I_D - I_A}{I_D + I_A} \\
S_z &= \frac{I_R - I_L}{I_R + I_L}
\end{align*}

where $I_H, I_V, I_D, I_A, I_R$ and $I_L$ are the intensities of the horizontal, vertical, diagonal, anti-diagonal, left circular and right circular polarisations respectively. $S_x, S_y$ and $S_z$ are thus proportional to the linear, diagonal and circular polarization degree respectively. The total degree of polarisation (for an ensemble of photons) in this representation is given by $S = \sqrt{S_x^2 + S_y^2 + S_z^2}$. The three stokes components thus correspond to a three dimensional vector within the volume of a spherical surface known as the Poincaré sphere. This geometric representation of polarisation is similar to the Bloch sphere of a two level system that maps all complex superpositions of two pure quantum states on its surface. In the case of the Poincaré sphere the pure quantum states correspond to left and right handed circular polarisation of light (or polaritons with spin $\pm 1$) (fig. 1.10b).
Polariton Lasing and Polariton Condensates

2.1 Bose-Einstein condensates

Bosonic condensation, the build up of a macroscopic occupation in the ground state of a system of Bosons, is a direct consequence of the indistinguishability principle of quantum mechanics that dictates the underlying statistics of elementary particles. Depending on their spin, particles are divided in two groups with radically different statistical behaviour [48]. For ensembles of classical particles the population density distribution among the continuum of available energy states \( N(E) \), is known to follow the Maxwell-Boltzmann distribution. However, in systems where quantum mechanical effects play an important role, depending on whether particles obey Pauli’s exclusion principle or not, gives rise to two distinct statistical distributions. Fermions have been shown to obey the Fermi-Dirac distribution while Bosons are described by the Bose-Einstein distribution.

\[
N(E) = \frac{g_E}{e^{\frac{E - \mu}{k_B T}} + 1}
\]  

(2.1)

Equation 2.1 for \( \epsilon = 1 \) gives the Fermi-Dirac, for \( \epsilon = 0 \) the Maxwell-Boltzmann and for \( \epsilon = -1 \) the Bose-Einstein distribution, where \( k_B \) is the Boltzmann constant, \( T \) the temperature of the ensemble of particles, \( \mu \) the chemical potential and \( g_E \) the degeneracy of the state with energy \( E \) for boson statistics and is equal to one in the rest of the cases. The population density according to each of these statistical behaviours is graphically depicted in fig. 2.1 for two different temperatures.
Since the distribution of bosons among the available energy states follows the Bose-Einstein distribution (eq. 2.1 for $\epsilon = -1$), reducing the temperature of a system of Bosons below a critical temperature $T_c$, eventually leads to a saturation of the excited states and the emergence of a macroscopic occupation ($N_0$ comparable to $N$) of the ground state. For a Bose Gas in a three dimensional volume the critical temperature ($T_c$) for this transition is given by:

$$T_c = \frac{3.31 \hbar^2 n^{2/3}}{k_B m}$$  \hspace{1cm} (2.2)

where $n$ is the particle density and $m$ the particle mass.

Alternatively one can arrive at the BEC phase transition by comparing the thermal de Broglie wavelength of the particles ($\lambda_T$) to the mean distance between them. For high temperatures the mean spacing ($d$) is considerably greater than $\lambda_T$ and the systems is in the classical regime.

$$\lambda_T = \left( \frac{2\pi \hbar^2}{k_B m T} \right)^{\frac{1}{2}}$$  \hspace{1cm} (2.3)

When $\lambda_T$ becomes comparable to the inter-particle spacing a degenerate gas forms and the bosonic nature of the particles becomes important [49]. This can be achieved either by increasing the density of atoms or by reducing the temperature of the system. For alkali atoms the characteristic temperatures for the BEC phase transition is sub-$\mu$K for densities of the order of $10^{13} – 10^{15}$ per cm$^{-3}$.

More than 80 years past their initial theoretical formulation, in the works of Bose on photon statistics [15] and the expansion of his work by Einstein to a gas of non-interacting massive bosons [16], Bose-Einstein condensates were first realised in vapours of Rubidium [17], sodium [18] and lithium [50] in 1995 and have since been demonstrated in an extensive range of atomic systems ($^1$H, $^7$Li, $^{23}$Na, $^{39,41}$K, $^{52}$Cr, $^{85,87}$Rb, $^{133}$Cs, $^{170,174}$Yb, $^4$He*) [49]. Condensation in these atomic systems was
Figure 2.2: Observation of the BEC phase transition in an ensemble of approximately 700000 sodium atoms with $T_c = 2 \mu K$ [18]. The top panel corresponds to images of absorption imaging vs two spatial dimensions while the bottom panel is a three dimensional rendering of the corresponding images. For $T > T_c$ atoms are thermally distributed, for $T$ just below $T_c$ a sharp increase in the density is observed in the centre of the atomic cloud. For further reduction in the temperature below $T_c$ almost all of the atoms are in the condensed phase achieved by reducing the kinetic energy and freezing the intrinsic excitations of the system down to the order of micro-Kelvin typically with the use of Magneto-optical traps (MOT).

2.2 Condensation in reduced dimensionality systems

As polaritons are effectively a two-dimensional system, it is meaningful to examine the validity of the BEC phase transition for reduced dimensionality systems. For a uniform bosonic gas where particle eigenstates are characterised by their momentum $k$, in thermodynamic equilibrium the total number of particles in the system and the critical concentration $N_0$ is given by:

$$N(T, \mu) = \frac{1}{(2\pi)^d} \int N(E(k), T, \mu) B d^d k$$  \hspace{1cm} (2.4)$$

$$N_0(T) = \lim_{\mu \to 0} N(T, \mu)$$  \hspace{1cm} (2.5)$$
where $d$ is the system dimensionality and $N(E(K), T, \mu)$ the Bose-Einstein distribution. The integral in eq. 2.4 diverges for $d=2$ for a finite temperature and therefore a non-interacting Bose gas cannot condense in an infinite 2d system [51, 52] while this can also be extended for an interacting Bose gas as well. Similarly it was shown early on (1966) that long range order (see section 2.3.3) cannot appear in 2D systems [53]. Nevertheless, in the theoretical works of Kosterlitz and Thoules, it was predicted that a superfluid phase transition can spontaneously occur in weakly interacting bosonic systems with two dimensions [54].

The above formalism applies to the case of a homogeneous Bose gas, however this drastically changes in the presence of a trapping potential as this significantly changes the energy dependence of the density of states which for 2D is constant ($\text{DOS}(\epsilon) \propto \epsilon^{d/2-1}$). It can thus be shown that a BEC phase transition can indeed occur in a 2D Bose gas inside a confining potential. For the simple case of a symmetric harmonic potential ($V(x,y) = m\omega^2(x^2 + y^2)$) for instance, the critical temperature $T_{c}^{2d}$ is:

$$T_{c}^{2d} = \sqrt{\frac{6N}{\pi^2}} \hbar \omega$$  \hspace{1cm} (2.6)

with $N$ being the total number of particles [52]. Effectively the trapping strength can define the critical temperature for the BEC phase transition as well as the density required to reach this.

### 2.3 From atomic to solid state condensates

The experimental observation of Bose Einstein condensation in dilute atomic gases, renewed scientific interest in the possibility of solid state condensates, leading to the experimental demonstration of condensation of magnons in $\text{TlCuCl}_3$ in 1999 [55]. This discovery was followed by the observation of a Bosonic condensation of excitons in a system with two parallel layers of conduction band electrons [56]. The bosonic condensation of polaritons in semiconductor microcavities was unambiguously demonstrated in 2006 in the landmark work of Kasprzak et al [20], In quantum well structures the spontaneous emergence of coherence in a cold gas of indirect excitons was reported in 2012 [57] in a coupled quantum well structure (CQW). In 2014 evidence of a "gray" condensate of dipolar excitons in a single quantum well structure was presented [58], were dark excitons were shown to be coherently coupled to bright excitons. More surprisingly, in 2010 a group from Bonn University reported on the thermalisation and subsequent Bose-condensation of an ensemble of photons confined in a microcavity [59].
2.3.1 Condensation of excitons

As mentioned previously (section 1.3) excitons have integer spin and can thus be considered as composite bosons. However, this statement is true in the diluted limit. At high densities the inter-particle interactions tend to dissociate excitons into their individual components due to the small binding energy. Moreover with increasing density the electron and hole fermionic phase space occupation becomes significant leading to phase space filling and the build up of exchange energy between the excitonic components [60]. This leads to the degeneration of the bosonic nature of excitons that can be expressed in the commutation of the excitonic creation and annihilation operators (for QW excitons).

\[
\left[ b_k, b_k^\dagger \right] \simeq 1 - \mathcal{O}(na_B^{2\text{exc}}) \quad (2.7)
\]

Thus excitons can be considered as robust bosons only in the limit of \( na_B^{2\text{exc}} \ll 1 \) [61], while the saturation density above which excitons cannot be considered as bosons is given by [60]:

\[
n_{\text{sat}} = \frac{0.117}{na_B^{2\text{exc}}} \quad (2.8)
\]

As the exciton Bohr radius in QWs is inversely proportional to the exciton binding energy (eq. 1.12), excitons in large band gap materials are preferable due to higher saturation densities. For GaAs quantum wells the saturation density is \( n_{\text{sat}}^{\text{GaAs}} \approx 5 \times 10^{10} \text{cm}^{-2} \). Furthermore, for increasing density, screening of the attractive coulomb interaction from other carriers reduces the exciton binding energy. The net impact of the described effects is that at high densities the excitonic components start to dissociate through the reduction of their binding energy while the oscillator strength of the optical transition diminishes and the bosonic nature effectively collapses.

Despite these difficulties the very low effective mass of excitons has made them an attractive system for the realisation of Bose Einstein condensates at cryogenic temperatures. Early experiments indeed reported evidence of a Bose phase transition in an ensemble of bright excitons in \( \text{Cu}_2\text{O} \) system [62]. A different approach is to use excitons formed from electrons and holes from different quantum wells to observe Bose condensation. In these systems the indirect excitonic state has increased radiative lifetime enabling the system to reach a semblance of thermodynamic equilibrium [63]. Recently the build up of spatial coherence (or ODLRO) was demonstrated in such a system when cooled below a critical temperature of 1K [57]. Interestingly, strong coupling of indirect excitons to a semiconductor cavity mode has also been recently reported [64].
2.3.2 Polariton condensates

As has been described previously (section 1.2.1), microcavity exciton-polaritons are composite bosonic particles. Their in-plane mass is thus, the reduced mass of their in-plane excitonic and photonic counterparts, weighed by the Hopfield coefficients with values typically around $10^{-5}m_e$ that can be readily measured experimentally from the polariton dispersion. It follows from eq. 2.2 that the critical temperature for condensation will be significantly greater with respect to atomic systems. Moreover in bosonic systems it has been shown that the scattering rate into an energy state is strongly dependent on the occupation number N of that state and proportional to $(N+1)$. This phenomenon, known as final state bosonic stimulation [65], was proposed in 1996 as the dominant mechanism for the emergence of coherence in a semiconductor microcavity in the strong coupling regime, greatly out of equilibrium [12]. Indeed, initial experiments by non-resonant pulsed excitation in a CdTe microcavity sample showed an unambiguous stimulation of the lower polariton state [66]. The bosonic nature of exciton-polaritons lies at the heart of this inversion-less lasing mechanism and it stimulated efforts to experimentally confirm the bosonic nature of polaritons. Bosonic final state stimulation was demonstrated in a pump probe experiment in 2002 by Savvidis and co-workers who used a weak probe beam resonant with the lower polariton ground state to trigger stimulated scattering [13], demonstrating a parametric amplification of the lower polariton emission [67]. In this process, energy and momentum of the signal and idler states must of course be conserved and this leads to a very specific resonance condition for the angle of the pump, which has been named the "magic angle". However parametric processes have since been shown to also occur spontaneously similarly to an optical parametric oscillator [68, 69]. These results were quickly followed by demonstration of polariton condensation under non-resonant excitation in a GaAs based structure 2002 [70]. In 2005 Richard et al reported non-equilibrium condensation in momentum space [71], and a year later the first report of a non-equilibrium Bose-Einstein condensate was demonstrated under pulsed excitation conditions [72]. One year later in the pioneering article by Kasprzak et al, sufficient evidence of a polariton Bose-Einstein condensate was presented [20]. In this report, the authors clearly demonstrated that condensed polaritons followed the Bose distribution with a temperature close to that of the lattice and more importantly reported on the build-up of long range order which is considered the smoking gun of the Bose phase transition. A year later a polariton BEC was also reported in a stress induced trap [73]. These observations paved the way for exploring the rich condensate physics that was previously studied in atomic condensates and stimulated experimental research in the field of polaritons.
2.3.2.1 Experimental features of polariton condensates

Increased experimental flexibility of semiconductor microcavities, relatively to cold atomic gases, allows for the direct observation of a number of characteristics expected at the polariton Bose phase transition. Manifestations of polariton condensation have demonstrated that the appearance of this intriguing state of matter is accompanied by a non-linear increase in the emission termed polariton lasing [21], long-range spatial coherence [74, 75] and stochastic vector polarisation [76]. However, the most compelling argument demonstrating this phase transition still remains the observation of a population density following the Bose-Einstein energy distribution [20].

2.3.3 Off-diagonal Long range Order

Penrose and Onsager determined that as long as the thermal de Broglie wavelength is considerably smaller than the system size, bosonic condensation should be evident by the appearance of Off Diagonal Long Range Order or ODLRO [77]. ODLRO is a characteristic quantum mechanical property of a system of interacting bosonic (or pairs of fermionic) particles. It arises from the off-diagonal elements of the density matrix that have no classical analogue and its physical meaning is that the memory of the quantum phase is preserved over macroscopic distances [78]. The BEC transition can be experimentally demonstrated by the spontaneous appearance of Off Diagonal Long Range [61] as the coherence properties of the system are critically affected by the macroscopic occupation of a quantum state. The appearance of off-diagonal order in a system manifests itself in the form of first order spatial coherence \( g^{(1)} \) that can be determined by means of interferometric measurements

\[
 g^{(1)}(r_1, t_1; r_2, t_2) = \frac{E^*(r_1, t_1)E(r_2, t_2)}{\sqrt{\left\langle |E(r_1, t_1)|^2 \right\rangle \left\langle |E(r_2, t_2)|^2 \right\rangle}} \tag{2.9}
\]

\( g^{(1)}(r_1, t_1; r_2, t_2) \) is a measure of the coherence of an electromagnetic field and is equal to the normalised spatial auto-correlation of the field and its values range from 1 for a fully coherent field to 0 for a fully incoherent radiation.

2.3.4 Theoretical description of Polariton condensates

An effective tool for the theoretical description of Bose Einstein condensates has been the Gross-Pitaevski equation (GPE) [79]. However, as polariton condensates exist in a dynamic equilibrium of constant dissipation and optical pumping, this has to be reflected in the theoretical description as well. Taking this into account,
Wouters and Carusotto introduced in 2007 a Generalised Gross Gross-Pitaevskii equation with a mean field description of the interactions between particles to describe the macroscopic wavefunction $\psi(r)$ of this non-equilibrium condensate [80]:

$$i \frac{d}{dt} \psi(r) = \left[ -\frac{\hbar \nabla^2}{2m_p} + \frac{i}{2} [R(n_r) - \gamma] + g |\psi|^2 + 2\tilde{g} n_R \right] \psi(r) \tag{2.10}$$

In eq. 2.10 $\gamma$ is a momentum-independent loss rate that describes polaritons escaping the system prior to condensation while R is the amplification rate due to stimulated scattering from a non thermal reservoir. Interactions between the reservoir and the condensed particles are represented with the interaction term $2\tilde{g} n_R \psi(r)$ while the term $g |\psi|^2$ describes particle interactions within the condensed state. The evolution of the condensate therefore is strongly affected by the reservoir dynamics of the system which can be described phenomenologically by:

$$\frac{d}{dt} n_R(r) = P - \gamma R n_R(r) - R(n_R(r)) |\psi(r)|^2 + D \nabla^2 n_R(r) \tag{2.11}$$

where $n_R(r)$ is the reservoir density, P is a pumping rate and D the diffusion of particles populating the reservoir. In this description the threshold corresponds to the value of the reservoir density where amplification and losses are perfectly balanced while above threshold the condensate density increases as $||\psi||^2 = (P - P_{th})/\gamma$. This is an intuitive result eloquently demonstrating that in structures with high Q-factors (and polariton decay $\gamma$) condensation is much easier to achieve. This straightforward approach has been able to reproduce a wide range of observed effects in polariton condensate systems ([81]).

### 2.4 Coherent polariton phenomena

The manifestation of polariton condensation is associated with a number of highly interesting physical phenomena that can be readily measured and investigated. The build up of a macroscopic polariton population is clearly discernible experimentally by a non-linear increase in the emission of microcavities and a narrowing of the linewidth of emission characteristic of the emergence of temporal coherence in the system. Furthermore the condensate phase transition is demonstrated with the build up of long range spatial coherence [20]. Above the non-linear threshold polariton condensates have been extensively investigated in order to explore the rich condensate physics that were initially predicted for atomic condensates, such as superfluidity vorticity, soliton nucleation and phase locking.
2.4.1 Superfluidity and vorticity

The relation between condensation and superfluidity is "subtle" since a Bose condensed system does not necessarily exhibit superfluid behaviour, while superfluidity may also arise in non-condensed systems of lower dimensionality [49]. Nevertheless, frictionless flow of a quantum liquid, first observed in liquid helium in 1938 [82], is one of the most astounding phenomena of degenerate boson gases. Following the observation of polariton Bose condensation, a number of experiments have focused on the fluidic nature of polariton condensates and a wide range of effects, expected to occur in the superfluid regime such as suppression of Rayleigh scattering and collective dynamic behaviour, have been documented [83, 84]. Furthermore the “smoking gun” of superfluidity, the linear Bogoliubov excitation spectrum has also been reported under pulsed non-resonant excitation [85, 86] as well as in resonant four wave mixing experiments [87, 88]. Nevertheless, the linearisation of the polaritonic dispersion presented in references [85, 86] has been recorded with a time-integrated spectroscopy system although the system was excited with ultra-fast pulses. This approach can give rise to artifacts, as the recorded images are averaged well over the lifetime of the particles and thus different density regimes are mixed in the measurements. Interestingly, a linearisation of the momentum distribution has not been reported in the dynamic equilibrium regime (with continuous wave excitation) or in the transient domain with pulsed excitation and this will be investigated in chapter chapter 7 of this thesis.

Depending on the inhomogeneity of the potential landscape they populate, coherent quantum fluids are also expected to exhibit a wide variety of topological defects. This allows for solutions to eq. 2.10 with an altered density profile for the condensate, revealing vortex states [89]. Indeed the emergence and propagation of vortices in superfluid helium is a well documented effect [90] and polariton fluids also display a variety of phase dislocations that have received great interest in recent years, such as quantised vortex states [91] as well as spin polarised vorticity [92] and vortices due to polariton turbulent flow [93]. Furthermore it has been demonstrated how quantised vortices can be imprinted onto a polariton quantum fluid by modulating the angular momentum carried by a quasi-resonant pump [94, 95].

2.4.2 Solitons in polariton condensates

Apart from the formation of quantised interacting vortices, the non-linear properties of BECs can give rise to spatial solitons, the latter resulting from the cancellation of the dispersion by polariton-polariton interactions. Solitons are solitary waves that preserve their shape while propagating through a dispersive medium [96, 97] due to the compensation of the broadening by the non-linearity of the medium [98].
Spatial solitons have so far been observed by employing a variety of non-linearities ranging from Kerr non-linear media [99] to photo-refractive [100] and quadratic [101] materials. Apart from their potential application in optical communications [102, 103], solitons are important features of interacting Bose-Einstein condensates (BECs) and superfluids.

In polariton condensates, the source of the non-linearity, essential for the formation of such solitary waves, has been identified in the non-linear polariton-polariton interaction. A type of solitary wave-packets demonstrated in strongly coupled microcavities are the so-called bright solitons [104, 105]. The authors of these studies experimentally demonstrated the non-dispersivity of a propagating coherent polariton ensemble by measuring the evolution of the full-width at half maximum (FWHM) of the wave-packet as it propagated in the sample.

Another special type of solitons are the so-called dark solitons, which feature a density node accompanied by a $\pi$ phase jump. Since their theoretical prediction in the context of Bose-Einstein condensates (BECs) [106], dark solitons were studied and observed in the field of non-linear optics [107] and then in cold-atom BECs [108]. Experimental observation of BEC of exciton-polaritons, sparked intense interest in the quantum-hydrodynamic properties of polariton fluids culminating also in the report of nucleation of oblique dark solitary wave-packets in the wake of an obstacle in a number of publications [109–111]. In these works, the observation of dark notches in the intensity profiles together with a $\pi$ shift in the phase have been used as the fingerprints for dark solitons in microcavities. In addition, oblique half-dark solitons have been demonstrated, which carry a non-zero degree of circular polarisation in the presence of the TE-TM splitting of the cavity mode that acts as an effective in-plane magnetic field [112].

### 2.4.2.1 Observation of oblique dark notches in an photonic cavity

These fingerprint features, however, can also be observed without the presence of non-linearities, which is the fundamental ingredient differentiating solitons from linear wave propagation. Below, we investigate the propagation of uncoupled cavity photons at low densities, excluding a relevant influence of polariton non-linearities and show that propagation in this linear regime across an extended defect can create deep notches in the intensity profile accompanied by a $\pi$ phase shift.

#### Bare cavity sample

The investigated sample is a bulk $\lambda$ GaAs microcavity surrounded by 24 (top) and 27 (bottom) GaAs/AlAs distributed Bragg reflector pairs and held in a cold-finger
cryostat at a temperature of 15 K. It was illuminated by an ultra-narrow linewidth single-mode continuous wave Ti:Saph laser, tuned to the resonance of the cavity around 1.485 eV. The experiments were performed in a transmission configuration with both a Gaussian and half-Gaussian excitation beam and the phase was measured using a Mach-Zehnder interferometer (fig. 2.3). The experiments were performed in the linear regime, facilitated by the large negative detuning of $-29 \text{ meV}$ of the cavity photon mode from the GaAs bulk exciton resonance at 1.514 eV. To verify that we are indeed in the linear regime, we studied the excitation density dependence of our results and found that they are independent of both the shape of the laser beam and the excitation density over a range of four orders of magnitude. Indeed the reported features persist at densities as low as $2.3 \times 10^2 \text{ cm}^{-2}$, seven orders of magnitude lower than the lasing threshold observed in standard microcavities [113].

**Figure 2.3:** Experimental setup of the Mach-Zehnder interferometer. BS$_1$ and BS$_2$ are non-polarizing beam splitters, M$_1$ and M$_2$ are mirrors, Obj$_1$ is the excitation objective with a 20x magnification and 0.4 NA, Obj$_2$ is an objective for collection of the transmitted beam, with 10x magnification and 0.25 NA, L$_{1a}$, L$_{1b}$ and L$_2$ are convex lenses, $\lambda/2$ and LP$_1$ are respectively a half-wave plate and linear polariser for controlling the excitation power, while $\lambda/4$ and LP$_2$ are respectively a quarter-wave plate and a linear polariser for measuring the circular Stokes components introduced only for polarisation resolved measurements. The inset in the centre displays the excitation relevant to the observed features.

**Oblique dark notches in the linear regime**

The real space intensity and interference pattern of a photonic wave propagating across a defect are shown in Fig. 2.4. The experimental results distinctly show the presence of two dark notches in the intensity pattern along with a $\pi$ phase shift visible in Fig. 2.4(b) as paths of vortices merging in succession with alternating topological charge $\pm 1$. The observed patterns are modelled using simple linear electromagnetic wave propagation, substantiating that these features are not indicative solely of oblique dark solitons in coherent polariton fluids, but also of
interference patterns created by scattering of photons from a defect state. Simulations of the measurements using the realistic experimental parameters are shown in Fig. 2.4(c) and Fig. 2.4(d) where again we notice the distinct appearance of dark notches in the intensity profile accompanied by a $\pi$ phase shift in the simulated phase map.

**Figure 2.4:** Experimental (a),(b) and simulated (c),(d) real space intensity and interference patterns showing the two soliton "fingerprints" generated by the scattering of a beam with a point-like defect: a dark notch in the intensity pattern together with $\pi$ phase dislocations. In the images the polaritons propagating downwards, along the $y$-axis, are injected with a wave-vector of $1.5 \, \mu m^{-1}$ and are scattered by a defect positioned 25 $\mu m$ away from the excitation spots.

In the microcavity polariton literature, the observation of dark-solitons has been claimed using both a Gaussian excitation beam [109, 111] and half-Gaussian excitation beam [109, 112]. To verify that the observed features are indeed not dependent on the density or the geometry of the propagating wave, we performed a series of power dependence measurements with both Gaussian and half-Gaussian excitation beams. In Fig. 2.5 we show the data acquired with a half-Gaussian excitation beam, focused to a spot with FWHM of 3.5 $\mu m$ (see Fig. 2.5 e), 90 $\mu m$ away from the defect. Here we vary the excitation power by 5 orders of magnitude, from 20 mW (Fig. 2.5 a,b) to 400 nW (Fig. 2.5 c,d) and do not observe any significant changes in the spatial features. The two notches in intensity along with phase vortex lines in the interferograms persist as they arise from the scattering and interference. This is confirmed by the intensity profile and by the FWHM calculated for the left dark-notch in Fig. 2.8f) which is $4.2 \pm 0.5$ at 20 mW and $3.7 \pm 1$ at 400 nW. The
half-Gaussian beam was created by a confocal excitation scheme similarly to what is described in the supplementary information in the study of Amo et al. [109]. In this scheme, a razor blade is placed between two lenses (at a distance equal to the focal lengths of the lenses) before the excitation objective (Obj1 in Fig. 2.3). The first lens focuses the laser on a razor blade while the second collimates the image. In this way, by adjusting the position of the razor blade it is possible to shape the excitation beam with a half-Gaussian profile. Observing the same features with both excitation shapes corroborates that our observations arise due to interference effects introduced by the defect.

Solitons are predicted to appear in polariton microcavities as the result of the non-linearity arising from the polariton-polariton interactions [114]. Since our experiments are conducted in an uncoupled microcavity system, it is important to understand how the nature and size of the defect affects the formation process of these soliton-like features. In a study of the structural and optical properties of GaAs/AlAs microcavities grown by molecular beam epitaxy it was shown that the most common point-like defects (PD) were characterised by a circular or elliptical shape [115], formed due to Gallium droplets emitted occasionally during the growth.
process [116, 117]. The presence of the defect effectively modifies the effective thickness of the cavity layer, which typically results in an attractive potential for the cavity mode [115]. Consequently, the wave-vector of the photonic mode in this region is higher than in the rest of the cavity. Scattering by a defect state, therefore will depend on the wave-vector mismatch between the photonic mode outside and inside the defect at the energy of the propagating mode fig. 2.6. When the energy shift of the defect photon mode with respect to the unperturbed cavity mode is large enough to make the coupling between them inefficient, the defect behaves like a hard scatterer and the spatial intensity distribution is similar to the complementary case of a single-slit diffraction. However, when there is a finite transmission through the defect it will produce dark and bright traces with a more complicated phase pattern. As it has been shown by Berry et al. [118, 119], wave-fronts resulting from interference can indeed contain dislocation lines. In the case of a scattered beam, dislocations are composed of phase shifts at positions where the amplitude of the electromagnetic wave and thus the intensity vanishes, representing nodes of the wave. It is worth mentioning that non-linearities are negligible close to nodes also in the non-linear regime (as the density vanishes), and phase dislocations at zero intensity (i.e. dark notches) are features of both linear [120, 121] and non-linear waves.

Beyond the qualitative discussion above, simulations of the experiments were performed, based on numerical solutions of the linear scattering problem using the classical theory of electromagnetism. The model, simulates the propagation of quasi two-dimensional photons with a parabolic dispersion in a cavity with a fixed width. The incident wave has been treated as coming from a linearly polarised point-like source with polarisation in the plane of the cavity. Defects have been modelled as disk-shaped perturbations of the cavity thickness resulting in an energy shift of the photon dispersion. To model the defect parameters, which are not experimentally known, a disk shape with a radius of 3 $\mu$m and a potential of $-2.3$ meV was used (in agreement with Zajac et al. [115]). Maxwell’s equations are then solved using expansion of the fields into the planar cavity eigenmodes in cylindrical coordinates fulfilling the boundary conditions for tangent component of electric and magnetic field on the interface between the cavity and the defect. This linear model reproduces the intensity notch and the phase dislocation previously identified as dark-soliton “fingerprints”. In particular, the phase jump visible in the interference pattern depends on the direction of the incoming polariton wave relative to the defect, while the size of the defect relative to the wavelength of the propagating wave affects the formation of higher-order phase dislocations.

Coherent polariton fluids have been predicted to flow almost unperturbed around the defect or experience turbulent flow resulting in the nucleation of vortices and/or solitons beyond the position of the defect, depending on the excitation density or on
the energy of the pump [114]. We evaluated the possibility of observing these features, associated in the literature to dark-solitons within a coherent polariton fluid, in the absence of non-linearities. Figures 2.5a,b show the phase and the intensity of soliton-like "fingerprints" in real space. Instead of increasing the excitation power, we fine-tune the energy of the excitation beam, and observe the appearance and disappearance of the soliton-like features. As discussed previously, the appearance of the intensity minima and phase dislocations is a result of interference which is sensitive to the intensity and relative phase of contributing waves. The increase of the energy of the excitation beam by 2 meV causes an increase of the in-plane wave-vector of the propagating mode that, in turn, changes the interference condition so that the oblique dark notches (fig. 2.7(c)) and the phase dislocations (Fig. 2.5d) vanish. The wave-vector dependence of such transitions will depend on the defect structure and the related bound states [115], so that they could be observed also with decreasing wave-vector for other defect types. Intensity profiles measured at a fixed distance from the defect (fig. 2.5e,f) confirm the observed transition. This corroborates that the appearance/disappearance of soliton-like features strongly depends on the wave-vector of the propagating mode. It is worth noting that an increase of the polariton density corresponds to an energy blue-shift of the polariton dispersion. For polaritons excited resonantly with a given energy, this results in an increase of the polariton wave-vector with decreasing density along the polariton propagation. Specifically in non-resonantly excitation experiments, this blue-shift depends on the exciton density in the reservoir.

In a similar experiment, the appearance of oblique half-solitons was addressed, with polarisation-resolved measurements. The intensity images (fig. 2.8a,b) are measured using an excitation linearly polarised parallel to the y-direction. The interference patterns (Fig. 2.8c,d), are obtained by selecting the same polarisation for the excitation and reference beam. The signature of an oblique dark half-soliton

![Figure 2.6: Cavity and defect state dispersion showing the wave-vector mismatch for a given energy](image-url)
is a notch in only one circular polarisation component [112, 122]. We excite the sample with a linearly polarised beam and detect the two circular polarisation components ($\sigma_+, \sigma_-)$ separately. The intensity profile and the interferogram for the $\sigma_+$ and $\sigma_-$ component are given in Fig. 2.8(a) and Fig. 2.8(c) respectively. The images show the presence of a $\sigma_-$ "soliton", indicated by the blue arrows, that is absent in the $\sigma_+$ component (Fig. 2.8b,d). The same applies to the $\sigma_+$ counterpart, where a half-soliton "fingerprint" is observed only on the right side of the image.

By calculating the degree of circular polarisation, given by $S_c = (I_{\sigma_+} - I_{\sigma_-})/(I_{\sigma_+} + I_{\sigma_-})$, with $I_{\sigma_+}$ and $I_{\sigma_-}$ being the measured intensities of the two components, we measure the pseudospin state inside the cavity (Fig. 2.9(a)). By comparing the position where the solitonic features have been observed (Fig. 2.8), indicated by the black dotted lines in Fig. 2.9(a), we note the presence of a pair of oblique traces with cross-circular polarisation, resembling the predictions and observations attributed to a polariton superfluid [112, 122]. The high degree of circular polarisation that we observe is due to the polarisation splitting of transverse electric and transverse magnetic optical modes (TE-TM splitting) [123]. The latter gives rise to the optical spin Hall effect [124] that has been observed in both polariton [125] and purely photonic microcavities [126]. Simulations of a linearly polarised incoming beam...
Figure 2.8: Experimental intensity pattern (a-b) and real space interference (c-d) showing two half-soliton features as indicated by the arrows. The red and blue arrows indicate respectively the position of the $\sigma_+$ and $\sigma_-$ half-soliton features: a dark-notch with an associated phase jump present in only one circular component. The green vertical line is a graphical guide to distinguish the two different regions while the dashed circle in (a) indicates the defect. (e) The intensity profiles from the yellow dotted line displaying the two dark notches present respectively in only one of the opposite polarisation basis, as indicated by the arrows.

propagating along the $y$-direction and scattered by a defect, induces the formation of two cross-polarised traces propagating in oblique directions (Fig. 2.9(b)). The detected field is a superposition of the incoming linearly polarised wave and the scattered wave. The TE-TM splitting of the optical mode in a photonic cavity is responsible for an anisotropy in the polarisation flux, as previously shown on the same sample by Maragkou et al. [126] and the same values of the TE-TM splitting have been used to perform the simulations. The polaritons scatter from the defect with wave-vectors of equal modulus but in different directions both in the real
and momentum space. Because of the birefringence induced by the TE-TM splitting, polaritons propagating in different directions experience different polarisation rotation. Photons travelling to the right gain a \( \sigma^- \) component while photons propagating to the left gain a \( \sigma^+ \) component. The anisotropy of the effect manifests itself in the intensity pattern, where it is possible to observe the features of an oblique soliton in one circular component and not in the other.

![Image of experimental and simulated circular Stokes parameters](image)

**Figure 2.9:** Experimental (a) and simulated (b) circular Stokes parameter showing half-soliton features. The two black dotted lines correspond to the position of the dark notches present in Fig. 2.8(a) and (b).

**Discussion**

These results clarify that phase vortex lines in polariton propagation together with dark notches of constant relative depth in the intensity patterns, used as fingerprints of oblique-dark solitons and half-solitons in the literature, are also present in the linear propagation regime. Consequently, these features are necessary but not sufficient evidence to identify solitons. As demonstrated, these features are the result of self-interference of the incoming wave scattered by a defect. We therefore believe a more reliable criterion for identifying dark-solitons, based on the definition of solitons (i.e. solitary non-spreading wave), would be the size of the observed features (dark soliton width) which in turn is determined by the healing length of the condensate which is density dependent (\( \xi = \sqrt{\frac{\hbar^2}{2m_p n_U}} \) where \( n_U \) is the interaction energy term) as has been used in the case of dark solitons in atomic BECs [108].

In the case of half-solitons it is shown that the intrinsic TE-TM splitting of the cavity dispersion gives rise to cross-polarised oblique traces without the introduction of any non-linearity in the medium. Moreover the appearance/disappearance of these features for different in-plane kinetic energies is reproduced in the linear regime. Interestingly, although there have been experimental demonstrations of
dark solitons in atomic systems [108], oblique dark solitons as such, to the best of the author’s knowledge, have not been experimentally reported in atomic condensates so far. It is noteworthy that following the publication of this work [127] the discussion on the differentiation of interference features arising from linear and non-linear dynamics has been stimulated [128–130].
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3.1 Experimental methods

3.1.1 Coherent excitation sources

In this thesis we have focused mainly on non-resonant excitation techniques for the formation of polariton condensates. Polaritons were created using a number of coherent light sources. A continuous wave (CW) excitation source was employed in order to study condensation phenomena in the quasi steady state dynamic equilibrium regime, while two pulsed excitation sources were also used, mainly for the study of dynamic processes in the picosecond scale with our streak camera system.

3.1.1.1 Continuous wave mono-mode Ti:Saph laser

The coherent light source used in the dynamic equilibrium experiments was a COHERENT MBR-110 monolithic block resonator Ti:Saph laser. This is a tie-bow ring cavity incorporating a thin etalon and electronic stabilisation for hopping-free single mode operation. A birefringent filter in the cavity allows for coarse tuning of the emission wavelength while fine tuning can be achieved by tilting the angle of the etalon. Unidirectional lasing is inhibited by an optical isolator allowing only a single direction for light circulation. Locking of the lasing mode to one of the interference fringes of a stabilised high finesse reference cavity can facilitate the reduction of the lasing linewidth to <75Khz.
The Ti:Saph crystal was pumped by a 10 Watt green diode laser. The system had a typical output power of the order of 1 Watt for the centre of the gain curve around 800 nm while for the typical excitation wavelengths in the experiments of section 4 and section 5 it was of the order of 700mW. Fig. 3.1a shows a measurement of the stability of the laser over 16 minutes of operation. The statistics from the corresponding histogram give a intensity deviation of less than 0.5% for this time range and power Fig. 3.1b.

\[\text{Figure 3.1: Continuous Wave laser fluctuations. Top panel, power fluctuations over time, bottom panel, histogram of measurements fitted with a Gaussian distribution.}\]

**3.1.1.2 Modelocked femtosecond Ti:Saph oscillator**

To study the transient dynamics of polariton condensate formation a pulsed excitation with duration significantly lower than the polariton lifetime is required. For the transient experiments presented here a COHERENT Mira 900-F Ti:Saph ultra-fast laser with a repetition rate of 80MHz was used. In the pulsed lasing operational mode, mode-locking is accomplished by employing a Kerr Lens Mode-locking technique. The optical output is dispersion compensated resulting in 200 femtosecond pulses. The optical pumping power for the Ti:Saph crystal was provided by a 5 Watt green diode laser and the system has an efficiency of the order of 10% at the centre of the gain curve.
3.1.1.3 Regenerative amplifier

For experiments in the high density regime a Q-switched Ti:Saph regenerative COHERENT Rega amplifier was used for amplification of the ultra-fast oscillator pulses. The output of the amplifier has a tunable repetition rate of a 100kHz-250kHz and the pulse energy can be as high as 1µJ. A pulse compressor fitted in the system allows for re-compression of the output optical pulses to less than 300fs.

3.2 Experimental configurations

Experimental detection of polaritonic emission is accomplished by detecting the photons emitted out of the cavity upon the radiative decay of polaritons. These emitted photons carry information about all of the properties of the decayed polaritons and this allows for a full characterisation of polariton condensates by optical detection techniques. In this section we describe the majority of the experimental configurations used throughout the rest of this thesis. The experiments with the optical trap were conducted in a cold finger Oxford Instruments low-noise optical cryostat at temperatures of 5K-7K. The temperature was monitored with an Oxford Instruments intelligent temperature controller and was automatically recorded for every set of experimental data.

3.2.1 Polariton spectroscopy in reflection configuration

![Diagram of polariton excitation and detection setup in reflective geometry.](image)

**Figure 3.2:** Polariton excitation and detection setup in reflective geometry. $l_1,l_2$ are convex lenses used to focus and collimate the excitation in an acousto-optic modulator (AOM) driven by a function generator (FG). The first diffracted beam is then directed to the objective and focused on the sample. Polariton photoluminescence is collected with the same objective and focused on the slit of a spectrometer fitted with a CCD camera.
The basic experimental setup used is shown in fig. 3.2. The excitation beam is focused on the aperture of an acousto-optic modulator. The first order diffracted beam is then collimated and directed to the focusing objective. A function generator (FG) is employed to switch the acousto-optic signal on and off with variable frequencies from 1KHz-10KHz and to tune the duty cycle of the excitation from 0.5% to 50% while variation of the FG signal strength is used to modulate the intensity of the diffracted beam. This accomplishes two aims simultaneously; the reduction of the relative time that the laser illuminates the sample, which is useful for suppressing laser induced heating effects when using high power excitation, while also providing a robust automated method to perform power dependence measurements by computer control of the FG. Alternatively, for the pulsed excitation a linear polariser and a \( \lambda/2 \) mounted on an automated rotation stage are used for attenuating the intensity of the laser in a controlled fashion. The excitation passes through a 50-50 beam splitter and directed to the focusing objective. The other half of the beam propagating through the beam-splitter is sent to a power detector sensor for monitoring and automated recording of the power during measurements.

The photoluminescence is then collected with the same objective and focused on the slit of a 300 mm spectrometer system coupled to an electron multiplication charged coupled device (EMCCD). A long (wavelength) pass filter is used to block the reflected part of the beam. The spectrometer is equipped with a triple turret featuring a 1200 grooves/mm grating providing a resolution of \( \approx 170 \mu eV \) at 800nm, a 300 groove/mm grating, used for measurements in the near UV and a mirror. Using the spectrometer in the mirror configuration and leaving the slit open we can record the real-space emission from the sample. In the grating configuration we record images with real-space resolution in one direction (parallel to the slit) and energy resolved in the other. Additionally the polariton energy dispersion can be accessed by imaging the far-field of the emission which can be accomplished by imaging the back focal plane of the objective.

### 3.2.2 Spatial modulation of excitation

The engineering of the energy landscape of a polariton fluid by optical means was first decidedly demonstrated in 2010 in the work of Amo et al. [131]. This was followed by experimental reports of polariton condensate confinement by optically induced potentials, first in a semiconductor microcavity etched into a one dimensional ridge [132], and then confined between two excitation spots [133] thus demonstrated the feasibility of sculpting arbitrary potentials in the in-plane energy landscape of polaritons. To this effect a full two-dimensional optical trapping scheme was devised and implemented. Instead of using a spatial light modulator to shape...
the beam profile a straightforward analogue scheme was employed making use of conical lenses.

In order to create an optical trap on the sample, a set of two axicons (conical lenses) were used to shape the excitation into a ring-shaped beam \([134]\). The set of axicons creates a ring shaped image in real space which is then projected onto the sample using a long distance lens and an objective that focus the rim of the hollow beam(fig. 3.3). Different ring sizes are achieved by changing the magnification of the lens-objective system. With this setup annular optical traps with sizes ranging from radii of \(8\mu m\) to more than \(30\mu m\) were projected on a microcavity sample.

![Figure 3.3: Hollow beam generation with the axicons used for the polariton trap. Two axicons placed back to back form the beam in the shape of a ring in real space. The image plane of the double axicons is then projected and focused on the sample with the use of a convex lens and an objective.](image)

### 3.2.3 Stabilised Michelson Interferometry

To probe the build up of long range order as well as to determine the condensate phase, interferometric measurements were conducted using a stabilised Michelson interferometer similar to the one in the study of Kasprzak et al. [20] and originally engineered by Wehner et al. [135]. The interferometer was designed to operate in a mirror retro-reflector configuration with close to zero arm length difference. This configuration has the advantage of allowing direct measurement of the cross-correlation of all distances in one instance. Moreover, the arm length difference was actively stabilised by a frequency stabilised He-Ne laser in a PID feedback loop (fig. 3.4).

The polarisation of the stabilisation laser is initially diagonal while as it passes through the two arms only the vertical and horizontal components for the two different arms are allowed to propagate. This is achieved with two linear polarisers
Figure 3.4: Stabilised Michelson interferometer in the retroreflector configuration

placed in the path of the reference beam for each arm. A $\lambda/4$ prior to the monitoring photo-diode with one of its axis oriented with a $45^\circ$ relative to the horizontal results in two cross-circular polarisations that don’t interfere but have a net linear polarisation with an angle that is dependent on the path difference $\delta$. Finally a linear polariser is introduced. The resulting intensity of the beam that is focused on the photo-diode is dependent on the angle of the last linear polariser relative to the angle of the linear polarisation of the sum of the two beams. The total intensity on the photo-diode is thus $I = 2I_0\cos^2\left(\frac{\delta}{2} - \phi + \frac{\pi}{4}\right)$ where $I_0$ is the intensity from each arm and $\phi$ the angle of the linear polariser. The diode signal is passed through a proportional-integral-derivative (PID) controller that sends a signal to the piezo-electric stage in order to compensate for any vibrations that effectively modulate the intensity signal. Thus the contrast of the resulting interference pattern is of high quality. The linear polariser is mounted on an automated rotation stage. This enables scanning of the phase of the interference pattern in a highly controlled fashion enabling the extraction of the first order correlation function $G^{(1)}$ [136].

3.2.4 Spectral and temporal tomography techniques

To examine the full dynamics and energy distribution of polaritons a range of tomography techniques were employed. This enables the reconstruction of the real and momentum space emission of the polariton condensate for a discreet energy bands equal to the spectral resolution of the spectrometer. To accomplish this we scan the angle of the last mirror in fig. 3.2 with a computerised translation stage, effectively scanning the real (momentum) space image across the closed slit of the
spectrometer. From the acquired data the energy tomography images can then be assembled (fig. 3.5a).

**Figure 3.5:** Schematic representation of the spectral and temporal tomographic techniques. a) A set of energy resolved images are acquired with each one corresponding to a specific $k_y$ (alternatively Y), while the other axis of the image is $k_x$ (alternatively X). This allows for the re-composition of the acquired images into real (or momentum) space images for each energy. b) Schematic representation of the temporal tomographic technique. A set of temporally resolved images are acquired with the use of our streak system. Each image corresponds to a specific $y$ (alternatively $k_y$), while the other axis of the image is $x$ (alternatively $k_x$). Re-composition of the acquired images into a set of real (or momentum) space images for different times is then possible. For b) it is also possible to acquire images with one axis being time and the other energy for a specific $k_x$, thus allowing for the reconstruction of dispersion images for different times. Figures from [136, chapter 2]

In a similar way temporal tomographic measurements can be performed. The streak camera system is coupled to the spectrometer and allows for the acquisition of two dimensional images with one of the axis being time and the other one defined by the spectrometer configuration and detection setup. In this way it is possible to reconstruct real space as well as momentum space images for different times (fig. 3.5b). Lastly it is also possible to scan an energy dispersion image across the slit of the streak acquiring a set of images with one axis being time and the other one being energy, each for a specific $k_x$ (or alternatively x). In this way the momentum distribution for every "time-frame" can be reconstructed. The assembled tomographic images can be refined by bilinear interpolation in order to increase the resolution along the scanned dimension.

### 3.2.5 Application of external magnetic field

In this section we describe the superconducting magnet cryostat and the setup that was used for the experiments of chapters 8 and 9. The cryostat used was an Oxford Instruments spectromag optical cryostat system allowing for the application of
magnetic fields of up to 7 Tesla on the sample, for magnet operation at 4.2K. The orientation of the field was perpendicular to the plane of the sample (Faraday geometry) and the microcavity was held in the liquid helium boil-off at temperatures of 4K-7K.

### 3.2.5.1 Magnet Cryostat setup

The excitation from the CW source is passed through an AOM and the first deflected beam is then directed to the sample space and focused by a 200mm 3-inch lens and photoluminescence from the sample is collected by the same lens. The laser can theoretically be focused to less than 15µm for these excitation conditions and for an excitation wavelength of $\lambda_0 = 752\text{nm}$ if the full NA of the lens is employed. However, the measured spot diameter (FWHM) with this system was $\sim 40\mu m$. This value can be further reduced, to the order of 20µm by magnifying the beam by a factor of 4 before the final focusing lens to take advantage of the full NA of the system. The excitation can be attenuated by the AOM as described previously. For polarisation resolved experiments, a $\lambda/4$ oriented at a 45° angle with respect to horizontal, converts the left and right-handed circular polarisations of the signal, corresponding to the $S_+$ and $S_-$ polariton states, to linear. A 5° divergence Wollaston prism then splits horizontal and vertical polarisations into two discrete beams both travelling along the initial vertical propagation axis, which couple to a 800mm double grating (1200 grooves per mm) spectrometer. The signal is finally detected by a CCD camera. The resolution of the system is of the order of 40µeV for a wavelength of 800nm.

For the requirements of the series of power dependence measurements, a stepper motor connected to an ND filter wheel is utilised to assure that the signal doesn’t saturate the CCD as the excitation power is increased. The non-automated part of the procedure consists of initially recording the power for each voltage step. At the end of every power dependence measurement the magnet controller automatically begins raising the field until the next set step and the procedure is then repeated. Furthermore the program also monitors and records the sample temperature for each measurement, helping in the better interpretation of the acquired data.

### 3.3 Microcavity Samples

In this section the microcavity sample used in the experiments described in the following chapters is thoroughly described. A state of the art strain compensated microcavity sample fabricated in the Sheffield III-V centre is also presented featuring for the first time steady state polariton condensation in a microcavity with InGaAs quantum wells.
Chapter 3 Samples and experimental techniques

Figure 3.6: Experimental setup for the study of polariton condensation under magnetic fields in the Faraday geometry.

3.3.1 High Q factor microcavity with GaAs quantum wells

The first sample that was studied is a high Q factor (∼ 15000) AlGaAs Microcavity that was grown in the Microelectronics Research Group (MRG) of the Foundation of Research and Technology (FORTH) in Crete by molecular beam epitaxy by Professor Zacharias Chatzopoulos and was designed by Professor Pavlos Savvidis and Dr. Simeon Tsintzos. The \( \frac{5\lambda}{2} \) cavity consists of 4 triplets of 10nm GaAs QWs embedded within an Al\(_{0.3}\)Ga\(_{0.7}\)As cavity spacer that is encompassed by two AlAs/Al\(_{0.15}\)Ga\(_{0.7}\)As DBR stacks of 32 (top) and 35 (bottom) periods. The microcavity has been designed so that the middle QW of each triplet of QWs stands at an antinode of the field inside the cavity as seen on fig. 3.7.
The calculated stop-band width for the structure is approximately 127 meV and exhibits a very high reflectivity of >99.8% as calculated by a transfer matrix simulation of the structure (fig. 3.8). As is often the case with microcavity samples the cavity layer is not uniform throughout the sample but is tapered to allow for tuning of the cavity resonance across the sample by changing position on the sample. The vacuum Rabi splitting of the polaritons has been reported to be 9 meV at 5K [137].

![Transfer Matrix simulation of the reflectivity spectrum of the GaAs microcavity sample.](image)

Transmission electron microscopy (TEM) images conducted by the growth group post growth reveal that the thickness of individual layers is uniform throughout the structure except for a wavy behaviour observed in the final layers of the structure (fig. 3.9a). The structure was designed to have a Q-factor close to 20000. Experimental photoluminescence measurements at a cryogenic temperature (6K) below threshold, conducted by the author with the double pass spectrometer of the magnet setup, at the most negative detuning available on the examined part of the sample (\(\delta = -9.5\text{ meV}\)), where the polariton exciton Hopfield coefficient was only 12% revealed a polariton linewidth of \(\sim 90\mu\text{eV}\) (fig. 3.9b). This corresponds to a low limit for the sample Q-factor of \(\sim 17000\), proving that this cavity structure is indeed state of the art. This measurement was included in the report of Tsotsis et al. detailing polariton condensation on this sample and the author’s contribution acknowledged therein [137].

Using eq. 1.8 the measured linewidth can also be used for an accurate determination of the polariton lifetime and this calculation yields \(\tau_{lp}=7\text{ps}\). The polariton lasing threshold is thus expected to be comparatively low for this structure while contrary the exciton saturation density is theoretically anticipated to be relatively large due to the multiple QWs coupled to the cavity mode.
3.3.2 Strain compensated microcavity with InGaAs quantum wells

Polariton BEC phase transitions have been demonstrated in a wide range of materials. Condensation at room temperature under optical excitation has been reported in GaN [21] and more recently in ZnO [44] and organic semiconductor systems [138]. In III-V materials, polariton condensation and lasing has been reported in MCs with GaAs QWs [139]. The implementation of electrically injected polariton condensates has also been reported in GaAs [24, 25] and recently in GaN at room temperature [26]. Among these materials AlAs/GaAs MCs are currently the preferred system for the study of polariton fluidics due to low photonic and QW disorder combined with a moderate exciton binding energy (∼ 10 meV). Nevertheless, the presence of cross-hatched dislocations affects the dynamics of polaritons giving rise to localisation [140] and scattering [141–144] phenomena that limit the propagation of polaritons within the cavity plane.
Sample description and characterisation

In previous related works, Zajac et al [145] showed that the cross-hatched dislocation density can be reduced by introducing strain-compensating AlP layers into the centre of the AlAs layer of the distributed Bragg reflectors (DBRs). To this effect a strain compensated 2\(\lambda\) GaAs microcavity with embedded InGaAs QWs was developed in Sheffield National Centre for III-V technologies by Dr. Edmund Clarke and Dr. Faebian Bastiman. In this structure strain compensation was achieved by using \(\text{AlAs}_{0.98}\text{P}_{0.02}/\text{GaAs}\) DBR layers instead of thin AlP inserts in the AlAs layers used in previous structures [145] as their effective composition could be better controlled during the growth process. The bottom DBR consists of 26 pairs of GaAs and \(\text{AlAs}_{0.98}\text{P}_{0.02}\) while the top has 23 of these pairs as shown in Fig. 3.10a, resulting in very high reflectance (>99.9\%) in the stop-band region of the spectrum as shown in Fig. 3.10b. Three pairs of 6 nm \(\text{In}_{0.08}\text{Ga}_{0.92}\text{As}\) QWs are embedded in the GaAs cavity at the anti-nodes of the field as well as two additional QWs at the first and last node to serve as carrier collection wells, as shown in Fig. 3.10c. The large number of QWs was chosen to increase the Rabi splitting and keep the exciton density per QW below the Mott density [146] for sufficiently high polariton densities in order to achieve polariton condensation. A wedge in the cavity thickness allows access to a wide range of exciton-cavity detuning. The average density of hatches along the \([110]\) direction was estimated from transmission imaging to be about 6/mm, while no hatches along the \([1\bar{1}0]\) direction were observed, as exemplified in Fig. 3.10d.

In the experiments the sample was held in a cold finger cryostat at a temperature of \(T = 6\) K. The optical excitation, for all the measurements described here, was at the first reflectivity minimum above the cavity stop band, as shown in fig. 3.10b. The photoluminescence from the lower polariton (LP) was acquired with \(\pm 40^\circ\) collection angle, by a 0.65 NA microscope objective and was spectrally resolved using a 1200 grooves/mm grating in a 300 mm spectrometer coupled to a cooled charge coupled device. The spectrally and in-plane wave-vector (\(k\)) resolved emission intensity at low excitation fluence and at a detuning of \(\Delta = -5\) meV is shown in fig. 3.10e. Extracting the upper polariton (UP) and LP energy at \(k \sim 0\) across the thickness gradient of our sample, we find the detuning dependence shown in fig. 3.10f. To fit the experimental data we use a system of two coupled harmonic oscillators [32]. The strong coupling between the exciton resonance and the cavity mode is observed with a vacuum Rabi-splitting of \(2\hbar\Omega \sim 8\) meV. From the transmitted spectra at \(\Delta = -5.8\) meV shown in fig. 3.10b, at which the LP has a (resolution corrected) linewidth of 120 \(\pm 50\) \(\mu\)eV and an exciton fraction of 20.5\%, we obtain a LP Q-factor of \(\sim 12000\) while the calculated bare cavity Q-factor, neglecting in-plane disorder and residual absorption, is \(\sim 25000\). This theoretical simulation was performed using the low temperature (\(\sim 6\)K) refractive indices of 3.556 and 3.015 for the GaAs
and AlAs$_{0.98}$P$_{0.02}$ layers respectively at the cavity resonance. As the emission energy of the InGaAs QWs is lower than the absorption of the GaAs substrate we can study the photoluminescence of the sample both in reflection and transmission geometry. The transmission geometry, which is not available for GaAs QWs, allows to filter the surface reflection of the excitation, and has been widely utilised to probe the features of polariton fluids [93, 147] under resonant excitation of the lower polariton branch. We use non-resonant excitation from the epi-side, and detect the emission from the substrate side, so that the excitation is filtered by the absorption of the GaAs substrate.

**Polariton condensation and transition to photon lasing**

In order to achieve condensation into the LP ground state at $k \sim 0$ we excite with a spot of 35 $\mu$m full width half maximum (FWHM). For smaller excitation sizes condensation at $k > 0$ was observed, which is due to a steeper potential profile induced by the repulsive exciton-exciton interactions in the reservoir.

The optical excitation pulses of 180 fs duration and 80 MHz repetition rate are provided by a Ti:Sapphire laser. They excite electron-hole pairs in the InGaAs QWs...
and GaAs cavity which rapidly relax to populate the LP dispersion and the weakly coupled QW exciton reservoir. With increasing exciton and polariton density the polariton relaxation rate increases, eventually overcoming the threshold for condensation when the relaxation into the ground state of the LP supersedes its radiative decay, resulting in a macroscopic ground state population [20]. Fig. 3.11a shows the energy and wave-vector resolved emission intensity in the low fluence regime, where re-normalisation due to particle interactions is insignificant. The lower polariton mode is clearly discernible, as well as the upper polariton mode but for a significantly lower emission intensity. Already at this very low density polaritons heavily populate the ground state which is a good indication that the cavity lifetime of the system is sufficiently high to allow for thermalisation of carriers before radiative decay. With increasing excitation fluence $P$ we observe a threshold
at $P_{thr} = 26 \, \mu J/cm^2$ at which the emission shrinks in momentum space as shown by the intensity profiles in fig. 3.11a-c. Also above threshold the emission at high $k$ is following the expected LP dispersion, confirming the strong coupling regime. The LP spectrum at $k \sim 0$ also displays the expected features for polariton condensation, namely linewidth narrowing in fig. 3.11d, a blue-shift of the polariton mode in fig. 3.11e, and a non-linear increase in intensity in fig. 3.11f. Increasing the fluence above threshold, interactions between the polariton condensate and the exciton reservoir increase, resulting in a broadening and blue-shift of the condensate emission (as will be shown in more detail in chapter 4). It is worth mentioning here that we also observe condensation under CW optical excitation for small excitation spot sizes were the condensate forms at a high wavevector as for the spot size required for condensation in the $K_{\parallel} = 0$ state our setup doesn’t have the necessary power requirements.

**Figure 3.12:** LP emission using an excitation size of $9.2 \mu m$ FWHM, as function of the excitation fluence $P$ relative to the polariton condensation threshold $P_{th} = 28 \, \mu J/cm^2$. (a) linewidth, and spectrally integrated intensity, collected over $|k| < 3.4 \, \mu m^{-1}$. (b) Average energy, color coded with the average wavevector $\langle |k| \rangle$. (c),(e) Spatially resolved emission intensity and (d),(f) fringe visibility in the regime of polariton condensation at $P = 3.8P_{th}$ (c,d) and photon lasing at $P = 20P_{th}$ (e,f), as indicated by the two blue arrows in (a,b). The visibility is averaged over 24 different phase shifts. The red spots in (c) and (e) indicate $r = 0$ used in (d), (f).
To observe the transition from polariton condensation to photon lasing in the weak coupling regime, we need a significantly higher excitation fluence, for which we reduce the excitation size to $9.2 \mu m$ FWHM. The smaller excitation spot leads to polariton condensation at $|k| > 0$ due to a steeper potential profile induced by the repulsive exciton-exciton interactions in the reservoir. To record the evolution of the emission intensity with increasing excitation fluence between the two regimes we integrate the emission over the entire LP, from $1.441 eV$ to $1.458 eV$ and $|k| < 3.4 \mu m^{-1}$. As shown in fig. 3.12a, we now find two thresholds, with the second one at about 20 times higher fluence than the first, showing an abrupt increase in intensity and decrease in linewidth. We note that directionally integrating the emission broadens the resulting linewidth compared to fig. 3.11 and reduces the intensity difference between the linear and non-linear plateau. Fig. 3.12b shows the energy shift of the emission colour-coded with the average $\langle |k| \rangle$ of the emission over the intensity distribution along the measured direction. As expected for a small excitation spot, the LP population build up occurs at $|k| > 0$, increasing with the excitation fluence. However upon crossing the second threshold the emission shifts towards the energy of the uncoupled cavity mode and $k = 0$. This second threshold is thus attributed to the transition to photon lasing \[148\]. To show the coherence build up above threshold we carried out interference measurements using an actively stabilised Michelson interferometer in a retro-reflector configuration measuring the coherence of the emission at $r$ relative to $-r$, with $r = 0$ set to the emission peak as indicated in fig. 3.12c,e. The extracted fringe visibility in the polariton condensate and photon lasing domains are shown in fig. 3.12d,f. The measured visibility $V$ of both the photon lasing and polariton condensate regime is extended and reaches up to about 80%, consistent with the expected coherence of the emission.

The observed non-linear increase of intensity, along with the observed linewidth momentum distribution narrowing and the appearance of a second threshold to photon lasing identify this phase transition as polariton condensation in the strong coupling regime. As this type of strain compensated microcavity has been shown to suppress cross-hatched defects \[145\], it promises to be a suited system for studying the intriguing nature of polariton quantum fluid phenomena \[83, 91\].

**Disclaimer:**

*The results on polariton condensation in the strain compensated microcavity were published in reference \[149\]. The author of this thesis conducted the experiments and analysis of the steady state measurements under CW excitation, as well as the analysis and part of the experiments for the detuning characterisation of the sample*
and performed the transfer matrix simulations. The analysis for the fringe visibility and of the $\langle |k| \rangle$ for the pulsed excitation experiments was also conducted by the author and finally the bulk of the manuscript was written by the author.
Part II

**Polariton Condensates in Optically Imprinted Potentials**
As mentioned previously (see section 2.2) polariton condensation in an ideal infinite two-dimensional cavity is theoretically un-achievable in the absence of a confining potential. In such a system, the polariton gas is instead expected to undergo the Berezinsky-Kosterlitz-Thouless (BKT) phase transition [51]. However in realistic structures, polaritons can condense in traps induced by random optical disorder [20] or mechanically created potentials engineered by applying external stress on the microcavity [73, 150]. Polariton condensation has also been observed in structures of lower dimensionality [151–156] where the structure itself acts as the trapping potential as well as in defect cites of planar structures [157]. More recently, the manipulation of polariton condensates by means of optically "imprinted" potentials has been demonstrated [131–133, 158–160]. In these works the condensation process was not assisted by the optical potential but used to localise an already formed polariton condensate.

In this chapter we study the manifestation of polariton condensation assisted by an optically generated two dimensional potential, in dynamic equilibrium. We describe the trapping and condensation mechanism and perform a qualitative and quantitative comparison of its spectral features with that of a condensate optically pumped with a typical Gaussian excitation spot. This scheme allows for the formation of a polariton condensate spatially separated from the excitation spot. Owing to the efficient trapping in the optical potential we observe a reduced excitation density threshold as well as higher coherence due to the decoupling of the condensate from the exciton reservoir.
4.1 Implementation of optical trapping

For the purpose of imprinting a two-dimensional trap on the microcavity plane, the spatial profile of the non-resonant pump was shaped into a ring and projected onto a microcavity sample. The pump excites a population of polaritons and uncoupled excitons (and dark excitons) around the pumping region. However, as excitons are much heavier than polaritons, their propagation length is considerably shorter. The pump thus forms a 2D repulsive optical potential originating from the interactions of polaritons with the localised excitonic reservoir [132]. Polaritons propagating towards the centre of the trap can scatter with each other, losing energy and becoming localised inside this potential. Increasing the population of particles in the trap eventually leads to the emergence of a confined polariton condensate that is spatially decoupled from the de-coherence inducing excitonic reservoir, before any build-up of coherence on the excitation region is observed. The observation of polariton condensation non-local to the laser excitation profile, prior to the build-up of coherence at the excitation area on the sample, conclusively proves that the coherence of the polariton condensate is not associated with or "seeded" by the coherence of the excitation laser [51]. Finally, we conduct a reference experiment, where the trapping mechanism is switched off, by changing the excitation intensity profile, and observe polariton condensation taking place for optical excitation densities more than two times higher, while the resulting condensate is shown to be subject to much stronger de-phasing and depletion processes as indicated by the comparison of the spectral features of the $k_{//}=0$ polariton state.

The trap was created on the high quality factor GaAs/AlGaAs microcavity sample described previously (see section 3.3.1) which was held at $\sim 6.5$ K in a cold-finger cryostat and excited non-resonantly at the first reflection minimum above the cavity stop band with the single-mode continuous wave laser (section 3.1.1.1). The excitation beam profile was shaped into a ring in real space with the use of two axicons and was projected to the microcavity through an objective lens (NA = 0.4) creating a polariton ring with a mean diameter of $\sim 20 \mu$m on the sample (see also fig. 3.3 section 3.2.2), which is of the order of the polariton mean free path in planar microcavities and of the exciton diffusion length of the quantum wells of our sample [156, 161, 162]. The excitation beam intensity was modulated with an acousto optic modulator (AOM) at 1% duty cycle with a frequency of 10 kHz to reduce heating effects. A high pass filter was used to block the reflection of the excitation beam.
Figure 4.1: Observation of polariton condensation in real space inside the optical trap as the polariton density is increased above the condensation threshold from a) to f). a) For densities below threshold, photoluminescence is stronger from the optical excitation region while emission from inside the trap is minimal. b) and c) Increasing the particle density towards threshold a strong emission peak is gradually builds up. d) Just above threshold density the emission from the peak overtakes the emission form the trap barriers for over three orders of magnitude. For even further increase of the density emission from the excitation region can not be detected without saturation of the detector by the condensate intensity e) and f). The intensities of figures b)-f) are scaled by 1.14, 1.23, 21.5, 130 and 356 respectively compared to a).

4.2 Condensation in real and momentum space

Increase of the intensity of the excitation beam results in increased density of particles in the reservoir effectively raising the trap barrier. Polaritons are injected in the trap with increasing concentrations until the stimulated scattering threshold is reached. Upon condensation threshold the macroscopic polariton population remains well confined within the trapping potential resulting in the emergence of a sharp peak in real space that quickly overtakes, in intensity, the emission from the excitation region. A detailed build up of the condensate in real space is presented in fig. 4.1a-f.

In addition to the real space measurements we conduct a series of power dependence experiments in dispersion imaging in to order to monitor the build up of particles populating the centre of the trap and document the emergence of condensation inside the trap. Polariton emission in real space for powers greatly below threshold outlines the pump profile while the emission from the centre of the trap
Optical trapping is minimal (fig. 4.2a). As the excitation density is increased however, emission from trapped particles becomes comparable to emission from the pump region marking the onset of condensation (fig. 4.2b). Above threshold (fig. 4.2c,g) a Gaussian shaped single-mode condensate, with full width at half maximum (FWHM) of 5.46 µm and standard deviation \( \sigma_x = 2.32 \mu m \), is formed and effectively confined inside the ring. The corresponding dispersion of polaritons originating from the entire emission of the ring and for different pumping powers can be seen at fig. 4.2d-f. Below threshold we observe a typical lower polariton branch. As the polariton density in the centre of the ring is increased close to threshold, we observe a blue-shifted dispersion from the polaritons in the trap, coexisting with the dispersion of un-trapped polaritons as will be made evident from spatially resolved dispersion imaging. The two lobes of the outer dispersion in fig. 4.2e correspond to high momentum polaritons travelling from the excitation region outwards. By further increasing the excitation power a condensate appears in the ground state of the blue-shifted dispersion with zero in-plane momentum and standard deviation \( \sigma_{k_x} = 0.24 \mu m^{-1} \), shown in logarithmic scale in fig. 4.2f. The macroscopically occupied ground state is very close to the Heisenberg limit, having \( \sigma_x \sigma_{k_x} = 0.56 \) lower than previously reported values [163] confirming that phase fluctuations within the condensate are strongly reduced and that this is a well defined quantum state.

Interferometric images of the emission above threshold, acquired with the stabilised Michelson interferometer, reveal coherent interference fringes (inset in Fig. 4.2c)
confirms the build-up of coherence in the system. Employing a digital holographic technique [136, 164], the condensate phase can be extracted revealing a uniform phase over the entire condensate wavefunction. Scanning the piezo stage and recording the interference pattern for a number of steps, allows for the extraction of the first order correlation function $g^{(1)}$, similar to what is described in ref. [155], and this can be seen in fig. 4.3a were we observe a plateau of high coherence. Additionally a tomographic experiment (see section 3.2.4) was conducted, where again the real space two-dimensional profile fig. 4.3b at the condensate energy level further corroborates that the above threshold emission originates from a single energy level.

Spatially filtering the polariton dispersion from different regions of the emission, reveals that outside the excitation area, polaritons populate high energies and large wave-vectors (fig. 4.4b), while those in the centre of the trap primarily populate the lower states even at pump powers greatly below threshold (fig. 4.4a). The dispersion of the polaritons escaping the ring does not change significantly with increasing power (for the power range that we have examined), while the dispersion images at the centre of the trap demonstrate condensation at $k = 0$ above threshold. The profile of the trap at threshold can be visualised by energy resolving a central slice ($\sim 1.3 \mu m$) of the excitation ring (fig. 4.4c). By extracting the energy that corresponds to the maximum intensity along each point of the $x$ axis of fig. 4.4c, the trapping profile can be assembled (fig. 4.4d). The profile of the trap depth at threshold is $\sim 1 \text{meV}$, while the two circles in fig. 4.4d annotate the points where the spatially filtered dispersions were acquired. It is worth noting here that this value gives only an approximate estimation of the trapping depth. Upon closer examination the signal at the trap barriers is of high momentum polaritons and therefore doesn’t exactly correspond to the real blue-shift of the $k=0$ state, while on the contrary the emission from the trap centre is dominated by polaritons around...
Figure 4.4: Trapping potential and spatially-resolved dispersions. (a), (b), Dispersion images below threshold \( P = 0.2P_{th} \) from a 5 \( \mu \)m diameter spatially filtered region from the centre of the ring (a) and from outside the excitation region (b). Energy profile of the central slice of the ring at threshold (c) and the extracted maxima of intensity along the \( x \) axis for visualisation of the trap profile (d). Points a and b at (d) correspond to (a) and (b) respectively.

\( k=0 \). Therefore the actual potential depth polaritons in the centre of the ring experience, due to increased interactions with the reservoir around the excitation region, is expected to be lower than 1meV.

\[ \langle |k| \rangle \] vs distance from the centre of the trap. The blue line in (b) denotes the excitation region.

Figure 4.5: (a) Energy integrated profiles of the polariton dispersion from different regions of the real space emission for \( P = 0.2P_{th} \). Profiles are colour-coded with the displacement from the centre of the ring trap. (b), Extracted \( \langle |k| \rangle \) vs distance from the centre of the trap.

The different average momentum of particles in these two regions (excitation region and trap centre) strongly suggests that polaritons inside the trap exhibit an increased relaxation efficiency. This can be directly demonstrated by comparing
the polariton dispersion from different areas of the trap. The real space emission is filtered by a pinhole which is swept with $\sim 5\mu m$ incremental steps along the plane (in the X direction) from the centre of the trap up to 45 $\mu m$ and for each step the polariton dispersion is recorded. Integrating the dispersion over energy yields the momentum (or wave-vector) profiles that can be seen in figure 4.5a where the colour-coding maps the distance of the filtering pinhole from the centre. It is straightforward to then extract $\langle |k| \rangle = \sum \frac{p_i I_i}{I}$ for every profile and this is displayed in fig. 4.5b. It is clear from this analysis that inside the excitation region polaritons strongly populate the ground state in stark contrast to the high average momentum observed for particles propagating away from the excitation region. It is therefore clear that inside the trap "boundary" polariton relaxation is considerably more efficient than outside. Taking into account that exciton-polariton interactions are substantially suppressed due to the minimal diffusion of excitons inside the trap region the only other available mechanism that can account for this relaxation is polariton-polariton interactions.

4.2.1 Description of condensate formation

![Figure 4.6: Polariton trap over real space excitation spot, displaying the trapping mechanism. Polaritons scattered to high energy states leave the trap, while those scattered to low energy and momentum remain confined.](image)

With this insight we can now proceed to describe the entire process of the condensate formation in this novel optical trap. The non-resonant excitation creates a hot electron-hole plasma, which then forms excitons. Hot excitons cool down by exciton-phonon scatterings [165]. When they enter the light cone they couple
strongly to the cavity mode and populate the lower polariton branch on the ring. Excitons diffuse around the excitation area but due to their large effective mass they are unable to reach the centre of the ring. The repulsion of polaritons from the ring-shaped exciton reservoir can be described by a mean-field ring-like trapping potential, which is approximately 1 meV deep in the center at the pumping power corresponding to the condensation threshold. Un-condensed polaritons start from the blue-shifted states on the ring and ballistically expand [166] either towards the centre or outside. Those which propagate to the centre, eventually collide with each other as well as with excitons (see fig. 4.6). The energy of the ensemble of particles is conserved by these scattering events, so that the kinetic energies of a fraction of the polaritons are reduced, while the rest have their kinetic energies increased. As a result, a fraction of the polariton gas is no more capable to escape from the trap due to the lack of kinetic energy, while the rest can easily propagate over the barriers. Further scatterings of the trapped polaritons lead to the increase of the kinetic energy of some of them so that they become able to leave the trap. By increasing the excitation power, the polariton population inside the trap builds up and a condensate forms at the centre of the ring that is quickly enhanced due to bosonic final state stimulation.

4.3 Comparison with Gaussian excitation

Having demonstrated the build-up of condensation inside this optically induced potential, it is meaningful to investigate whether the resulting condensate has any qualitative differences from typical non-resonant condensates formed by Gaussian spot non-resonant excitation. In a reference experiment we have excited the same sample (at the same detuning, $-4 \text{meV}$, temperature and pump on:off ratio) with a Gaussian beam with a spot size of FWHM $\sim 5 \mu m$. Fig. 4.7 shows the integrated photoluminescence (PL) intensity at $k = 0$ for different excitation powers of the two experiments. Remarkably the condensation threshold power density is found to be more than two times higher in the case of Gaussian excitation. However, in light of the previous discussion concerning the efficient relaxation to the ground state in the previous sections this is not entirely surprising. Furthermore, due to efficient trapping of polaritons in the trap centre the required density for the onset of the stimulated scattering process can be achieved with lower power densities, whereas for spot excitation, diffusion and ballistic ejection of particles away from the pumping region effectively hinders condensation by depleting the coherent state. Arguably the overlap of the condensate wavefunction with the incoherent reservoir can also play an important part regarding the efficiency of particle injection to the coherent state. Therefore, being able to tune this factor can have pronounced effects on the dynamics of the system, as well as in the steady state formation and the modulation
of the density required to reach the onset of coherence (for a more detailed discussion see section 5.2 and section 5.7 in the following chapter). From the description of the condensation process so far, it is evident that condensation will only occur after the trapping potential is deep enough to efficiently contain polaritons. Thus in polariton samples where the exciton-exciton interaction strength is much stronger, i.e. in organic microcavity samples [138], the density required to reach the condensation threshold could be reduced by an even bigger factor than what we observe in our GaAs microcavity sample. The dependence of the condensation threshold to the size of the ring has also been studied (on the same sample) and it has been shown that it is increasing for radii larger than 10 µm [167]. Lastly, there could also be some variation of the reduction of the threshold for different exciton-cavity detunings as this changes the exciton fraction of the polaritons which drives bosonic stimulation [168]. In order to quantify the contributions from all these different factors to the threshold reduction a detailed consistent study across different detunings, trap sizes and samples would be required.

![Integ.jpg](image)

**Figure 4.7:** Integrated intensity with increasing power density from the trapped condensate (open black circles) and from a Gaussian excitation (red circles) measured at $k = 0 \text{µm}^{-1}$ of the spatially filtered dispersions.

Full spatial separation of the condensate from the pump induced excitonic reservoir is also expected to have important implications on the spectral and dynamic properties of polaritons [169] even below threshold. Already in the linear regime the linewidth of the trapped particles in the ground state is almost two times lower ($\sim 250 \text{µeV}$) compared to polaritons in the ground state injected by a beam excitation, which interact strongly with excitons from the overlapping reservoir (fig. 4.8a). In the non-linear regime, a clear advantage of the decoupling of the coherent polaritons from the incoherent reservoir is the strong reduction of the depletion processes caused by the condensate-reservoir interactions [170]. Due to the absence of the de-coherence mechanisms instigated by the reservoir, in the case of ring-excitation, the measured linewidth is significantly narrower and close to the resolution limit of
our system. Increase of the density has a negligible effect on the observed linewidth which remains resolution limited even at 2.5 times above the condensation threshold. This behaviour is in stark contrast to the Gaussian excitation condensation. In this case the strong interactions with the un-condensed particles that are present in this configuration have been known to broaden the condensate energy level as the density of the system is raised (fig. 4.8a red line).

**Figure 4.8:** Linewidth and blue-shift of polaritons from the centre of the ring excitation (open black circles) and from a Gaussian excitation (red circles), measured at $k = 0 \mu m^{-1}$ of the spatially filtered dispersions. (a), Linewidth vs excitation power for polaritons at the centre of the ring and a Gaussian excitation. (b) Energy shift of the two condensates vs threshold power. Lines are guides for the eyes.

For the optically trapped polaritons the de-phasing of the condensate due to interaction with the exciton reservoir is strongly suppressed [171]. Thus, above threshold the main mechanism of spectral broadening of the condensate, in the absence of excitons, is governed by polariton-polariton scattering. The linewidth variation of the trapped condensate above threshold is notably small ($\sim 10 \mu eV$) evidencing that for the power range and detuning ($-4 \text{ meV}$) that we have examined, the contributions to broadening from polariton self-interactions [172] are negligible. Arguably, this feature is expected to scale with the polariton exciton fraction.

Interactions with the in-coherent reservoir will also affect the energy spectrum of the polaritonic system. The energy shift of the condensate, compared to the unperturbed energy level, increases linearly with the pumping intensity, for the optically
trapped condensate, reflecting a linear increase of the mean number of condensed polaritons fig. 4.8b. In the case of Gaussian excitation, below threshold, the blue shift is strongly affected by the interaction with the reservoir: the increase is four times steeper than in the ring-excitation case while at threshold there is a difference of 1.2 meV. The reduced blue-shift in the centre of the trap, reflects the reduced density of the reservoir around the trapped polaritons. Quantifying the blue-shift as $V_c = n_p V_{pol-pol} + n_r V_{exc-exc}$, where $n_p$ ($n_r$) is the polariton (reservoir) density, $V_{pol-pol}$ ($V_{exc-exc}$) the polariton-polariton (exciton-exciton) interaction strength and taking into account that $V_{pol-pol} \ll V_{exc-exc}$, especially for the negative detuning region of the measurements, it follows that $\frac{V_{cG}}{V_{ctrap}} \approx \frac{n_{rG}}{n_{trap}}$ (where $n_{rG}$ ($V_{cG}$) denotes the reservoir density (condensate energy blue-shift) excited with the Gaussian spot and $n_{trap}$ corresponds to the reservoir density at the centre of the trap). Therefore, the ratio between the blue shift of the two cases is approximately equal to the ratio of the exciton density that interacts with each condensate.

### 4.4 Approaching the Heisenberg limit

In a previous report of polariton condensates in a trap, induced by modulation of the cavity mode by deposition of a thin metal film with an annular hole on the sample surface and excited with a typical Gaussian spot [85], the uncertainty value despite being very close to the Heisenberg limit at threshold (~ 0.98) was reported to quickly diverge to significantly large values, evidencing the disintegration of the robust quantum nature of the condensate. This effect was attributed to the increasing polariton-polariton interactions due to increasing polariton density within the condensate. However it appears much more plausible that interactions between coherent and incoherent particles will have a more significant contribution to the de-phasing of the condensate.

We examine this scenario by performing a real space power-dependence measurement of the real space and energy distribution of the polariton emission, taking extra care to have corresponding power values. Subsequent extraction of $\Delta x, \Delta k_x$ and of the corresponding uncertainty principle for every power results in fig. 4.9. We observe that unlike the divergence of $\Delta x$ observed for increasing density by Utsunomiya et al. [85], in the present experiment the uncertainty over X is relatively stable for a range powers above threshold. Increasing the excitation density results in a deeper potential that more efficiently confines the coherent ensemble of trapped particles (for more on the discussion on increasing excitation density see section 5.3.1). Moreover the uncertainty value for the X direction remains very close to the Heisenberg limit of 0.5 despite some small fluctuations. These observations demonstrate that the inter-condensate scattering events between coherent particles have minimal contribution to de-phasing processes as one would expect.
from a coherent state whereas interactions with the incoherent-reservoir have a much more pronounced contribution.

4.5 Conclusion and discussion

In conclusion, we have demonstrated the condensation of a polariton bosonic gas in a two-dimensional optical trap. This configuration allows for the formation of a polariton condensate spatially separated from the excitation area minimizing de-phasing and depletion processes associated with the light imprinted excitonic reservoir. As a result, perturbation of the condensate from incoherent particles is greatly suppressed leading to the lowest reported measurement of the Heisenberg uncertainty for polariton condensates. This highly efficient excitation technique of exciton-polaritons results in the spontaneous formation of a polariton BEC spatially separated from the excitation laser at more than two times lower excitation densities compared to previous experimental configurations. In the case of a polariton BEC formed through optical trapping the linewidth reduces and clamps at threshold clearly evidencing that temporal coherence is not affected by increasing the occupation number of the condensate. Finally, dissociation of the condensate from the excitation beam, conclusively settles the debate on the inheritance of coherence of the polariton condensate from the excitation laser.

Disclaimer:

*Part of the results presented within this chapter were published in Physical Review B Rapid communications in 2013*
CHAPTER 5

Condensation into Higher Order Modes

Having established the properties of the ground state of the polariton trap, it is purposeful to investigate the effect of the trap size on the resulting condensation mode. We utilise as in the previous chapter a ring-shaped, non-resonant optical excitation scheme to create a size-tunable annular potential trap. Under continuous wave excitation, we study the steady-state regime of trapping and condensate formation. Interestingly increasing the trap diameter results in non-ground state condensation. By controlling the height of the potential trap by tuning the optical excitation density we observe that at coherence threshold, polaritons coalesce preferentially at the uppermost confined energy state that has the largest wavefunction overlap to the exciton reservoir that forms the trap barriers. We observe polaritons condensing in a single pure quantum state rather than condensation into multiple states. To confirm that excited state polariton condensates are realised predominantly by polariton confinement in the optically induced potential trap, we study the transient dynamics of the formation mechanism. For this purpose, we change from continuous wave to pulsed excitation, while keeping all other parameters unaltered, and time-resolve the evolution of the spatial polariton state. Under pulsed excitation, the height of the potential barrier is transiently diminishing following the decay of the exciton reservoir. We observe that the mesoscopic polariton condensate switches between states, progressively transforming to the highest available confined energy state. Finally, the experimental observations are accurately reproduced using an extended Gross-Pitaevski equation.
5.1 Coherent higher order spatial modes in an optical trap

Non-ground state condensates of spatially-confined polaritons were previously observed in optical defect sites and in pillar microcavities, under Gaussian-shaped non-resonant optical excitation incident to the confinement area \[157, 174, 175\]. While gain competition in thermodynamic equilibrium has been predicted to give rise to occupation of a single or several excited states \[176, 177\], in both cases, excited state condensates were shown to be driven by the dynamics of energy relaxation across the confined energy states resulting in multi-state condensation. In the case of ring-shaped excitation, two characteristically different regimes of polariton condensates have been realised. For ring radii comparable to the thermal de-Broglie wavelength a phase-locked standing-wave condensate co-localised to the excitation area was observed \[178\]. For ring radii comparable to the polariton propagation length in the plane of the cavity, the excitation ring acted as a potential barrier and a Gaussian-shaped ground state polariton condensate was realised \[179\].

Cristofolini and co-workers examined the transition between phase-locked and trapped condensates using multiple-excitation spots and a ring-shaped excitation pattern \[167\]. Despite earlier work by Manni et al \[178\], the authors claimed that for ring-shaped pumps, no phase-locked state is geometrically possible. More importantly they have discussed that when the spacing between the pumps reduces (in the transition to the ring shaped pump), the trapped condensate collapses into a Gaussian-shaped ground state. Here, we demonstrate that under ring-shaped excitation, the formation of excited state condensates is driven by polariton confinement in the linear potentials and that the presence of non-ground polariton condensates does not necessitate asymmetries in the shape and/or power distribution of the ring excitation. The dependence of the state selection on the height of the trap’s barrier and shape at threshold, provides a robust platform for engineering quantum switches of mesoscopic multi-particle coherent states.

![Figure 5.1: False color-scale experimental (a)-(e) states of polariton condensates.](image)

(a) $\Psi_{00}$, (b) $\Psi_{11}$, (c) $\Psi_{01}$, (d) $\Psi_{02}$, (e) $\Psi_{03}$. $\varepsilon$ denotes the ellipticity of individual configurations.
Chapter 5. Condensation into higher order modes

In the experiment we use the setup described previously for the hollow beam formation (fig. 3.3) with the addition of a variable telescope used to control the radii of the excitation beam, placed between the objective and the collimation lens while the sample is held in the cold finger cryostat at 6 K. We study the steady-state dynamics under non-resonant excitation at 752 nm using a single mode quasi-continuous wave (CW) laser (2% on-off ratio at 10kHz).

Figures 5.1a-e, show the spatial profile of mesoscopic wavefunctions for a range of excitation radii and asymmetries, characterised by the ellipticity and radius of the excitation ring, at the coherence threshold that defines the depth of the trap via the interactions in the reservoir. Theses states resemble the TEM modes of a harmonic oscillator and we will adapt this symbolism to annotate the state of the coherent polariton wavefunction for the rest of our analysis. For an excitation ring with a radius of $\sim 10 \mu m$ we observe a ground-state polariton condensate (fig. 5.1a), as described in the previous chapter, which remains in the ground-state as long as the long axis of the asymmetric excitation does not exceed $\sim 10 \mu m$. For larger excitation ring radius ($\sim 17 \mu m$) and similar ellipticity as in fig. 5.1a ($\epsilon = 0.22$) at coherence threshold we observe that polaritons coalesce at a higher symmetric excited state ($\psi_{11}$) as shown in fig. 5.1b. We note that the symmetry of the excited state wavefunction is robust to small asymmetries (ellipticity) in the excitation ring ($0 < \epsilon < 0.23$) and the transition from ground to non-ground polariton condensates is predominantly dependent on the radius of the ring. With increasing the ring radius and the asymmetry of the excitation it is possible to observe excited state polariton condensates as shown in fig. 5.1c-e. On top of each panel we have annotated the ellipticity of the excitation ring.

![Figure 5.2: Interference patterns of trapped polariton condensates: a) $\Psi_{01}$, b) $\Psi_{02}$, c) $\Psi_{03}$](image)

To confirm that these are indeed coherent mesoscopic wavefunctions of extended condensates we perform interferometric measurements with the stabilised Michelson interferometer setup (see section 3.4). The interferograms of modes $\psi_{01}, \psi_{02}, \psi_{03}$ are presented in fig. 5.2a-c. It is worth noting that the real space image is inverted.
in a centro-symmetric way (see the inset in fig. 5.2) in one of the arms of the interferometer so that, for instance in fig. 5.2a the top lobe is interfered with the bottom one.

We extract the phase and amplitude of the recorded interference patterns with the use of a digital holographic technique [136, 164]. This process reveals that the phase is smoothly varying along the surface of the condensate bound state (fig. 5.3a,b,c) while the relative amplitudes extracted from the interferograms again displays a well defined high contrast state.

![Phase and amplitude of excited state polariton condensates extracted form the interferograms of fig. 5.2. a), b) and c) are the extracted phase patterns of $\psi_{01}$, $\psi_{02}$ and $\psi_{03}$ respectively. In d) the corresponding amplitudes of the modes extracted from the interferograms are displayed.](image)

Interestingly, multi-state condensation is not observed contrary to previous non-optical trapping schemes. The most prominent difference with condensation into non-optical potentials is that the condensate is populated from the trap barriers were carriers are originally formed rather than a trap-overlapping reservoir as in defect [157] and stress traps [73, 150]. Moreover the selectivity of the mode is observed to be driven by the geometry of the trap. This leads to the supposition that the driving mechanism of the mode selectivity is the overlap of the condensate wavefunction with the incoherent “feeding” reservoir. Higher order bound states are by definition more spatially expanded, will have a larger component overlapping with the spatial profile of the reservoir, be more efficiently populated and will therefore reach the stimulation threshold for lower excitation densities. Above threshold stimulated processes will exponentially enhance the density of this state while diminishing the feeding processes to the lower states.
5.2 Simple one-dimensional trap model

It is straightforward to implement a one dimensional model of the trap and numerically solve the 1D Schrödinger equation for the experimentally calculated polariton mass. The 1D profile of the trap can be reasonably approximated by 2 Gaussian beams at a distance equal to the diameter of the trap. Increasing the radius of the trap inevitably modulates the energy levels of the available trapped states. Intuitively for large trap sizes the bound states closely match those of a square well potential while for smaller optical traps the trap profile is increasingly parabolic. Setting a constant barrier height we calculate the energy levels inside this 1D trap for increasing trap radius. Figure 5.4a shows the results of this calculation where the lines are colour-coded for each trap size. Under the simplification that the barrier height (blue-shift) would remain constant it is evident that the highest energy level, where we expect condensation to occur, doesn’t have a monotonic dependence on the size of the trap. As expected the smaller sizes display a linear energy dispersion (indicative of the parabolic potential) while the larger ones have an increasingly parabolic one as the system tends to resemble more a finite square potential.

![Figure 5.4: Energy levels and corresponding wavefunction reservoir overlap for increasing trap radii.](image)

Intuitively the overlap of the bound wavefunctions is greater for the higher order modes for each trap configuration. Nonetheless this should be explicitly demonstrated. Quantifying the overlap of the wavefunction with the reservoir as the integral of $\langle \Psi_N(x) | \Psi_R(x) \rangle^2$ we are able to compare the overlap of the calculated energy levels of fig. 5.4a. Figure 5.4b graphically depicts this calculation for each
5.3 Mode switching

This straight-forward interpretation/hypothesis concerning the mode selectivity can be easily tested, both in the dynamic equilibrium regime and the transient domain. Increase of the trapping barrier height, by increasing the reservoir density should eventually lead to a spontaneous mode transition when the trap becomes deep enough to accommodate an additional energy level. For the continuous wave excitation experiment we initialise the system in the $\Psi_{04}$ state as the energy spacing of larger traps is expected to be considerably less and therefore more likely that the expected transition will take place within the power range available in our excitation setup. In the transient domain, where the potential is formed with a femtosecond optical pulse we expect to witness the reverse process as the barriers gradually decay.

5.3.1 Steady state switching by modulation of the barrier height

We investigate the dependence of the quantum state selectivity on the barrier height by varying the non-resonant excitation density of a geometrically fixed, ring-shaped, excitation profile. We use an excitation ring of radius $\sim 16 \mu m$ and $\epsilon = 0.27$ that at coherence threshold produces the $\Psi_{04}$ polariton state as shown in fig. 5.5a. By increasing the excitation density above the coherence threshold, while keeping all other parameters the same, we observe the transition from $\Psi_{04}$ to $\Psi_{05}$ (fig. 5.5b) at approximately $1.12 P_{th}$. The order of the latter state is clearly revealed in fig. 5.5c, where we plot the normalised spatial profiles along the white dashed lines of the real space intensity images of fig. 5.5a,b. Fig. 5.5c shows the presence of an extra node at the higher excitation density indicative of $\Psi_{05}$.

Additionally, we perform a similar energy resolved power dependence experiment with the same parameters. Upon activation of the transition to the next state, we expect to observe a sharp energy jump of the energy spectrum of the condensate. In fig. 5.5d we plot the energy shift of the condensate in the transition from $\Psi_{04}$ to $\Psi_{05}$ with respect to its energy at threshold ($\Delta(E_P - E_{P_{th}})$). An increase of the energy shift ($\sim 45 \mu eV$) is observed in fig. 5.5d at $P \sim 1.12 P_{th}$. Although the resolution of our spectrometer is approximately $170 \mu eV$ we can still differentiate between individually measured peaks by Gaussian fitting of the extracted profiles as shown clearly

\footnote{For the one dimensional numerical model we used $t_{dec} = 200 ps$ for the reservoir decay, $V_0 = 0.3 meV$ for a potential consisting of two Gaussian barriers with FWHM of $7 \mu m$ separated by $2^\circ radius$}
Figure 5.5: Evolution of $\psi_{04}$ for increasing excitation density. Bottom panel: (a) $\psi_{04}$ at $P=1.03P_{th}$. (b) Subsequent increase of the power results in the appearance of $\psi_{05}$ at $P=1.12P_{th}$. Top panel: Schematic representation of the confined energy states for two different barrier heights. (c) Profiles of the wavefunction for different excitation densities extracted along the dashed white lines at (a) and (b). (d) Corresponding energy difference with respect to the energy at coherence threshold for increasing excitation power normalised at the coherence threshold power $P_{th}$.

Inset in (d) shows the spectra of the points denoted by the arrows in the inset of 5.5d. However the energy transition is not as sharp as theoretically expected. Nevertheless, taking into account the intensity fluctuations of the excitation beam during the acquisition time of the measurements can artificially blur the two states. The top panels in fig. 5.5a,b depict the calculated energy levels for the trap shape and the corresponding probability density of the confined states. In both panels, the red-filled probability density corresponds to the occupied state. It is worth noting here the greater overlap of the probability density of the highest energy level ($\psi_{04}$ in fig. 5.5a and $\psi_{05}$ fig. 5.5b) with the reservoir compared to the lowest energy levels. Evidently, with increasing the barrier height a polariton condensate is realised at the next confined energy level as a pure-quantum-state that can be singularly described by the principal quantum number $n$ ($\psi_{0,n}$).

It is worth pointing out the remarkable quantitative agreement of the 1D model, regarding the energy difference of the fourth and fifth excited states for a trap radius of the order of $\sim 20\mu m$ in fig. 5.4, with the experimentally measured value of $\approx 45\mu eV$. 

5.3.2 Dynamic mode switching

We further explore the robustness of the formation of the observed pure-quantum-states on density fluctuations in the exciton reservoir by extending our study from the excitation density dependent switching between successive states in the dynamic equilibrium regime to transitions in the time domain under non-resonant pulsed excitation. We use a ring-shaped non-resonant 200 femtosecond pulse at 755 nm with $\sim 11\mu$m radius of the major axis and $\epsilon = 0.3$ at $\sim 1.6P_{th}$. To resolve the spatio-temporal dynamics of the emission we employ the real space-transient tomographic setup as described in section 3.2.4 and then reconstruct the real space images for each pixel of the time axis of the streak.

![Image](image_url)

**Figure 5.6:** False color-scale real space tomographic frames in the time domain. (a) $\Psi_{01}$ state at -30ps and (b) subsequent transition to $\Psi_{00}$ at 30ps. (c)Intensity normalised time evolution of the emission energy over $|k| \leq 1.4\mu$m.

For early times we observe the formation initially of the $\Psi_{01}$ polariton state and its subsequent transition to $\Psi_{00}$. We set the transition point to define the zero time frame for the rest of our analysis. Figure 5.6a shows a snapshot of the $\Psi_{01}$ state at -30 ps. At later times, the two lobes of the $\Psi_{01}$ state drift closer together and the condensate rapidly transforms to the ground polariton state ($\Psi_{00}$) of fig. 5.6b. The decrease of the density in the barriers in the time-domain results in a shallower trap in which the $\Psi_{01}$ state is no longer confined, leading to the formation of a polariton condensate at the next available state, here the ground state $\Psi_{00}$, while the emission from the $\Psi_{01}$ mode quickly decays with the polariton decay rate.
In order to visualise the energy jump of the emission at the transition point, we
time resolve the full dynamics of the dispersion with our tomography streak setup.
From the time-resolved dispersion, we extract the profiles for each time "frame"
along the energy axis, integrated over an angular width corresponding to \(|k| \leq 1.4 \mu m\). The normalised (for clarity) profiles are assembled in fig. 5.6c, where we
observe a sharp energy jump upon the transition from \(\Psi_{01}\) to \(\Psi_{00}\). The energy
resolution of our system however limits us in this case from extracting a precise
measurement of the energy jump at zero time when the intensity of the two modes
is comparable. It is also worth noting that intensity normalisation at every time-
frame gives the artificial impression that energy-time uncertainty is violated. This
dynamic transition further illustrates that under optical confinement a polariton
condensate spontaneously occurs at the higher confined state as defined by the
barrier height of the trap and that the transition to the ground state is hindered
solely by the existence of higher energy levels that are more efficiently populated.

5.4 Theoretical treatment with a dissipative Gross-Pitaevski
model

The optical confined condensate can be theoretically modelled with a non-linear
Schrödinger equation, namely the Gross-Pitaevski equation. Simulations with the
Gross-Pitaevski equation with a potential similar to the one from the experimental
measurements in our system qualitatively reproduce the states recorded experi-
mentally. Using a potential \(V(r)\) that consists of the exciton-exciton interactions in
the reservoir, that blue-shift the polariton energy levels at the barriers, and of the
polariton-polariton interactions in the condensate, the Hamiltonian of the system
can be summarised to:

\[
H(r) = T + V(r) \tag{5.1}
\]
\[
V(r) = V_r(r) + V_c(r) \tag{5.2}
\]
\[
V_r(r) = N_r U_{ex-ex} f_r(r) \tag{5.3}
\]
\[
V_c(r) = U_{pol-pol} \Psi_c(r) \tag{5.4}
\]

where \(N_r\) is the density of excitons in the reservoir, \(N_c\) the condensate density,
\(U_{ex-ex}\) the exciton-exciton interaction strength, \(U_{pol-pol}\) the polariton-polariton in-
teraction strength and \(f_r(x)\) is the spatial distribution of the exciton reservoir taking
into account exciton diffusion. \(V_c(r)\) represents the energy shift caused by inter-
particle interactions in the condensate. In addition to kinetic and potential energy
terms in the above Hamiltonian, to account for polariton spatial dynamics, a gener-
alisation of the extended Gross-Pitaevski equation is required to include incoherent
In continuous wave experiments one expects the excitation of a steady state of hot excitons with the spatial profile set by the optical pumping extended by exciton diffusion. One can then make use of the Landau-Ginzburg approach for describing the dynamics of the 2D polariton wavefunction [89]:

\[
i\hbar \frac{d\psi(r, t)}{dt} = \left[ -\frac{\hbar^2 \nabla^2}{2m_p} + (U_{pol-pol} - i \Gamma_{NL}) |\psi(r, t)|^2 \\
+ (U_{pol-ex} + i r) N_r f_r(r) - \frac{i \Gamma}{2} \right] \psi(r, t) + i \hbar \Im [\psi(r, t)]
\] (5.5)

where \(m_p\) is the polariton effective mass and \(f_r(r)\) describes the 2D spatial distribution of \(N_r\) excitons. The condensation rate \(r\) describes the gain of polaritons in the presence of the exciton reservoir. The polaritons experience both a linear decay \(\Gamma\) and non-linear loss \(\Gamma_{NL}\), which represents the scattering of polaritons out of the condensate when its density is high [89]. The final term in eq. 5.5 represents a phenomenological energy relaxation [181] in the system, which can play an important role when non-ground state polaritons interact with a potential gradient [81, 159, 182]:

\[
\Im [\psi(r, t)] = -\lambda N_r f_r(r) \left( \hat{E}_{LP} - \mu(r, t) \right) \psi(r, t)
\] (5.6)

Kinetic energy relaxation of this form was derived with a variety of methods [183, 184] and offers a simple model for the qualitative description of our experiments. We note however that this model does not distinguish between different mechanisms of energy relaxation, which may have different power dependences [185].

Figure 5.7: False color-scale experimental (a)-(e) and theoretical (f)-(j) states of polariton condensates. (a),(f) \(\Psi_{00}\), (b),(g) \(\Psi_{11}\), (c),(h) \(\Psi_{01}\), (d),(i) \(\Psi_{02}\), (e),(j) \(\Psi_{03}\). \(\epsilon\) denotes the ellipticity of individual configurations.

Fixing \(N_r f_r(r)\) to represent a ring shaped excitation (with slight asymmetry), the numerical solution of eq. 5.5 gives the steady state intensity profiles shown in fig. 5.7f-j. Different configurations are accessed by varying the spatial distribution \((f_r(r))\)
and population of hot excitons \( (N_r) \), as in the experiment\(^2\).

### 5.5 Higher order assymetric modes

Apart from the modes presented so far, there is a plethora of extended modes observed for greater trap sizes (radius>15\( \mu \)m) fig. 5.8. With the “analog” experimental configuration we employed for the spatial shaping of the beam, it was increasingly more difficult to achieve a fully symmetric (i.e circular or elliptical with small ellipticity) trap configuration. Moreover as the trap radius is increased the number of modes that it can accommodate (for similar barrier height) increases and these higher order multi-lobed modes are more sensitive to the asymmetries in the trap profile. Nevertheless, they still share the common characteristics of the modes examined previously: they are observed above some condensation threshold, they occupy a single energy level and have spatial coherence. The most extended mode that we were able to observe, within the power range available in our experimental setup, on the high Q microcavity sample that we studied corresponded to a trap size with a radius of approximately 35\( \mu \)m and the condensate extended over an area of \( \approx 3000\mu \text{m}^2 \) fig. 5.8f). Recently, it has been reported that on a new state of the art GaAs microcavity sample with a Q factor of more than 300000 and thus increased polariton lifetime [186], condensation has been observed in a trap with a diameter of 85\( \mu \)m [173]. In this sample, where polaritons can propagate for hundreds of mi-

---

\(^2\)The following parameters were used in the simulations of the experiment our system: \( m_P = 7 \times 10^{-4} m_e, U_{pol-pol} = 2.4 \times 10^{-3} \text{meV} \mu \text{m}^2, U_{pol-ex} = 2U_{pol-pol}, \Gamma_{NL} = 0.3U_{pol-pol} [89], r = 6 \times 10^{-4} \text{meV} \mu \text{m}^2, \lambda = 1.2 \times 10^{-3} \mu \text{m}^3\text{ps}^{-1}\text{meV}^{-1}, \hbar/\Gamma = 5\text{ps} \) (also see Appendix A).
crometers [186, 187] it is conceivable that polariton condensation into traps with a radius greater than 100 µm can be observed.

### 5.6 Dispersion dynamics and dynamic tunnelling

The examination of the transient dispersion time-frames from which the evolution of the condensate mode energy has been extracted can further underline and clarify the dynamics of the condensate within the optical potential. In fig. 5.9, three characteristic snapshots of the dispersion evolution are presented. Fig. 5.9a corresponds to the Ψ₀₁ state 30 ps prior to the onset of the transition and features a non-zero momentum distribution. The two centro-symmetric lobes observed along the $k_x$ axis are in fact the two counter-propagating components of the coherent standing wave of this mode [188]. At 0 ps (fig. 5.9b), $\Psi_{01}$ starts diminishing in intensity while the $\Psi_{00}$ energy level ignites as particles from the reservoir coalesce at this energy as previously discussed, while fig. 5.9c displays the momentum distribution of the system 30 ps after the transition. Extracting the energy profile along the white dotted lines of fig. 5.9a for the entire experimental time range, while intensity normalizing for every frame yields fig. 5.6c.

![Figure 5.9](image)

**Figure 5.9**: Transition dispersion dynamics. False colour-scale dispersion images for $t=-30$ ps (a), $t=0$ ps (b) and $t=30$ ps (c).

As the barrier dynamically decays and the $\Psi_{00}$ mode is switched on as previously discussed, it quickly overtakes $\Psi_{01}$ in intensity at $\sim$0 ps. The first excited state quickly dissipates after this point with the polariton lifetime and the dispersion is dominated by the emission of the trap ground state. Interestingly, figures 5.9a-c also reveal distinct satellite modes at the same energy of the confined modes but for greater in plane wave-vector. For quantum states in traps with a finite barrier width (see fig. 5.10a), coherent tunnelling modes are a characteristic feature. Moreover, in our system these modes will be accelerated by the potential landscape outside the trap eventually acquiring momentum characteristic of the difference between the energy level in the trap and of the unperturbed polariton dispersion of the system outside the excitation region (fig. 5.10a). From this description it becomes clear that the tunnelling modes are expected to be at the same energy but with higher momentum, as observed in fig. 5.9a-c.
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Figure 5.10: a) Schematic representation of the momentum acquired by polaritons tunnelling outside of the potential trap (potential and dispersion energy not in scale). b) Intensity normalised time evolution of $k_x$ showing the characteristic $\Delta k_x$ jump of the tunnelling mode.

Integrating the time-dispersion images over energy, while intensity normalising for every time frame, we compile the time evolution of $k_x$ (fig. 5.10b). This analysis reveals the expected $\Delta k_x$ difference of the tunnelling modes of the two states. Intuitively, the relative (to the trapped state) intensity of the $\Psi_{01}$ tunnelling mode at the transition is substantial, as the width of the barrier goes to zero at this energy level, in contrast to the tunnelling amplitude of the ground state that is effectively suppressed as the potential width at the $\Psi_{00}$ energy level is still significant. Nevertheless, following the dynamic dissipation of the barrier, due to the decay of particles as well as draining of the reservoir by the condensate, we observe a continuous increase of the relative intensity of the tunnelling amplitude of the ground state at $k_x \sim 1.4 \mu m^{-1}$. Indeed as exemplified by fig. 5.11a the intensity ratio of the satellite mode relative to the ground state intensity exponentially increases toward unity. The observation of the satellite to condensate ratio close to unity signals the collapse of the trapping efficiency and that the coherent mode is no longer effectively confined.

We further examine this behaviour with our 1D model, by simulating a trap with similar geometric properties imposing an exponential decay of the trapping potential with decay constant $\tau = 200 ps$ and monitor the energy level of the ground state of the trap and the relative barrier width at this energy level. Fig. 5.11b displays the time evolution of the energy level of the ground state along with the energy of the top of the barrier of the trap (in logarithmic scale, left axis) and of the barrier width at the ground state energy (in linear scale, right axis). We find that for an exponential decay of the trap potential, the barrier width of the ground state decays
linearly. Indeed a linear decay of the confining barrier would facilitate an exponential increase of the coherent tunnelling as observed in the experiment (fig. 5.11a).

### 5.7 Effect of the reservoir condensate overlap on the transient dynamics of the system

In section 5.2 it was demonstrated that bound states have substantially different overlap with the trapping potential. Indeed this value was calculated from the one-dimensional model to range for over two orders of magnitude for the trapped modes of the bigger \( r = 24 \mu m \) trap sizes. Under a Gaussian excitation scheme the overlap of the condensate with the feeding reservoir is expected to be close to unity, much greater than what was calculated in fig. 5.4b for any trapped state. It is easy to see that when the condensate-reservoir overlap is greater the population of the reservoir will be depleted faster through increased scattering of particles to the condensate. Similarly, when condensate and reservoir are spatially de-localised, the drain of particles from the reservoir will be strongly suppressed and the dynamic behaviour of the coherent state will be much slower. To further quantify this discussion we can construct a coupled rate equation model for the condensate and reservoir populations. For a detailed description, one has to take into account the spatial characteristics of the system and also incorporate the slow diffusion kinetics of the reservoir. However, since the reservoir kinetics are much slower than the characteristic decay times, for a first order approximation we can neglect them and
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encode the spatial dependence of the system in the condensation rate $R$.

\[
\frac{dN_r(t)}{dt} = -RN_r(t) - \frac{N_r(t)}{\tau_r} + P(t) \quad (5.7a)
\]

\[
\frac{dN_c(t)}{dt} = RN_r(t) - \frac{N_c(t)}{\tau_c} \quad (5.7b)
\]

\[
P(t) = \frac{N_0}{t_w \sqrt{\pi}} e^{-\left(\frac{t-t_0}{2t_w}\right)^2} \quad (5.7c)
\]

\[\text{FIGURE 5.12: Simulated condensate (a) and reservoir (b) population dynamics for varying condensation rate } R.\]

In eq. 5.7a,b $N_r$ and $N_c$ are the population of the reservoir and of the condensate respectively, $\tau_r = 200\, ps$ and $\tau_c = 7\, ps$ are the reservoir and condensate decay rates respectively, while eq. 5.7c represents the initial excitation of a population $N_0$ in the reservoir by the laser pulse, where $t_w = 500\, fs$ is the pulse width and $t_0 = 50\, ps$ the pulse arrival time. As mentioned before $R$ is the condensation rate, describing particles scattering into the coherent quantum state, and will be proportional to the condensate reservoir overlap $R \propto |\langle \Psi_c | \Psi_r \rangle|^2$. In order to examine the effect of varying $R$ on the transient dynamics of the system we set the proportionality constant to 1 (in $ps^{-1}$) for the rest of this analysis. We then proceed to numerically solve eq. 5.7 for a range of values of $R$.

The results for varying $R$ from $10^{-3}\, ps^{-1}$ to $1\, ps^{-1}$, for an initial pulsed induced population $N_0 = 10^5$ are presented in Fig. 5.12a,b. As expected the condensate dynamics are radically affected by a change of $R$. The relevant time parameters extracted from the simulation are presented in fig. 5.13a. The time it takes for the condensate to reach peak population, after the arrival of the pulse (at $t_0 = 50\, ps$, brown dotted line in fig. 5.13a), is shown to increase with reducing $R$, while
as \( R \) approaches unity (in \( ps^{-1} \)) it asymptotically approaches the pulse arrival time \( (t_0 = 50 \text{ps}) \) (fig. 5.13a red line and dots). Similarly, the time that is required for the condensate density to fall to half its peak density, or the half-life of the condensate \( (t_{1/2}) \), is found to be substantially increased for low values of \( R \), despite the very fast decay \( (t_c = 7 \text{ps}) \) of polaritons (fig. 5.13a blue dots). Nonetheless, for increasing \( R \), \( t_{1/2} \) approaches the limit of \( \ln(2)t_c \) (dotted blue line) that is the time required for the population of a system with lifetime \( t_c \) to decay to half its initial density. A collateral effect of the decrease of the condensation rate, is that the peak population of the condensate \( (N_{max}) \) will also be strongly affected as shown in fig. 5.13b. This is due to the fact that for a slower condensation rate, a number of particles in the reservoir will decay before they have the chance to scatter into the condensate. Additionally, as was described previously, a smaller \( R \) also results in the peak density of the condensate \( (N_{max}) \) being reached later in time \( (t(N_c = N_{max}), \text{fig. 5.13a}) \), which in turn allows for a number of particles from the condensate to quickly decay (with the polariton decay rate \( t_c \)) and thus reduce the maximum intensity of the system.

**Figure 5.13:** Calculated condensate half life \( t_{1/2} \) and time of peak density \( t(N_c = N_{max}) \) a) and maximum population b) for the simulations of fig. 5.12

It is worth pointing out that modulation of the rate of condensation by an order of magnitude for the lowest simulated values, from \( R = 0.01 \text{ps}^{-1} \) to \( R = 0.001 \text{ps}^{-1} \) yields more than a two-fold increase of the condensate half-life. Taking into account that the condensate-reservoir overlap has been found to be strongly modulated with increasing trap size it is reasonable to assume that the condensate lifetimes of
the extended modes that we have experimentally observed will also be strongly affected.

Although, the coupled rate equation model of eq. 5.7 can serve as a good first order approximation in order to examine the dependence of the system dynamics on the condensation rate \( R \), it nonetheless has some inherent limitations. The stimulated scattering process is enhanced by the presence of a population of particles in the condensate, therefore realistically \( R \) will depend also on the density of the condensate for low densities of \( N_c \). Moreover, this description is effectively that of a two level system neglecting the continuum of polaritonic states. However, the qualitative features presented here can provide a valuable insight for the much more complex dynamics of optically confined polariton condensates.

### 5.8 Conclusion

In conclusion, we have investigated the dynamics of polariton condensates under optical confinement and observed that, in contrast to previously reported excited state condensation in defect traps and pillar structures, the injection of polaritons from the trap barriers leads to the preferential population of a single bound state, which upon reaching coherence threshold manifests itself as a pure-quantum-state with a mesoscopic coherent wavefunction. We have investigated the state selectivity of this system on the geometric properties of the trap and have demonstrated a highly controllable switching between successive mesoscopic coherent quantum states, in the dynamic equilibrium regime and in the time domain. These results demonstrate the capability of tailoring and manipulating on-chip pure-quantum states in semiconductor microcavities. Taking into account that the extensive propagation and malleability of the polaritonic flow has been widely demonstrated, optically confined polariton condensates emerge as a promising platform for applications such as many-body quantum circuitry and continuous-variable quantum processing.

**Disclaimer:**

*Part of the results presented within this chapter were published in *Physical Review B* in 2015. The simulations and theoretical modelling presented in section 5.4 were performed by Tim C.H. Liew.*
Implementation of all optical, integratable spin-polarisation switching devices is one of the essential ingredients for the realisation of novel solid state optoelectronic spin-logic architectures [27]. Semiconductor microcavities operating in the strong coupling regime, have recently emerged as ideal systems towards this end due to their inherent spin multi-stabilities [29, 189] and fast spin dynamics [190–194] that arise from their strong optical non-linearities [13]. As previously discussed (see section 1.3), exciton-polaritons, inherit the spin properties from their excitonic and photonic components while their decay gives rise to photons with a polarization defined by the polariton spin. This robust spin to photon polarization conversion is favourable for fast non-destructive readout of the spin state of the system. The advancement of fabrication techniques has yielded microcavity structures of high finesse featuring polariton lifetimes of the order of 10 picoseconds enabling the emergence of optically excited polariton lasing and condensation [137, 139] even at room temperature [21]. In state of the art microcavity structures, polariton condensates propagate ballistically [166] and this has enabled the first demonstrations of polariton condensate optical switches [158, 195, 196].

Initial realizations of resonant polariton spin-switches [197], followed by experimental demonstrations of extensive polariton spin transport in planar [198] as well as 1D structures [199], has emphasised the potential of theoretical propositions for fully integrated polariton based spin circuits [200, 201]. The short lifetime of polaritons considered to be an impediment for thermodynamic equilibrium and bosonic condensation can now be seen as an advantage in creating ultra-fast spin logic devices. In this regard, as non-resonant excitation schemes more closely resemble
polariton formation under electrical injection, they hold greater promise for the implementation of electrically controlled polariton spin devices. This remarkable possibility has been further highlighted by the development of novel electrically pumped polariton lasers [24, 25].

In this chapter we demonstrate that the spin imbalance of a polariton condensate can be vigorously modulated by the polarization properties of the non-resonant excitation when the interactions between coherent and incoherent states are suppressed due to the spatial separation of condensate and reservoir in the optical trap configuration. We show that the microcavity sample in the non-linear regime features a strong linear to circular polarisation conversion enabling the manipulation of the condensate circular polarization by tuning the linear polarization angle. The contribution of the exciton reservoir spin dynamics to the spin imbalance of the condensate is confirmed by a perturbation of the dynamic equilibrium state by a cross-polarised weak femtosecond pulse which is shown to trigger a spin flip on the order of tens of picoseconds. Moreover, the condensate density is shown to strongly affect the resulting spin imbalance leading to a spin reversal at high densities. This reversal is explained within the framework of coherent Josephson coupling between the condensate spin states while results of theoretical simulations closely reproduce the observed features. These experiments confirm that the polarization of non-resonant excitation indeed survives the relaxation mechanisms from electron and holes to excitons and polaritons and its effects are exacerbated when the strong interactions from the reservoir are filtered out. Furthermore, Josephson coupling effects between spin up and spin down coherent states are demonstrated to be an important factor governing the anisotropic population of the condensate spin states at high densities.

6.1 Polarisation build-up in polariton condensates

In polarization resolved experiments with resonant excitation [197], parametric stimulation [193] as well as in the OPO configuration [202], the extensive correlation of the polarization of the exciting photons with the polarization of the optically imprinted polaritons has been extensively studied. For non-resonant excitation, prior studies have demonstrated that upon condensation, the polarization of the condensate is pinned to one of the crystallographic axis of the microcavity structure independent of the exciting polarization [20, 203]. This effect has been originally attributed to a linear polarization splitting of \( \approx 0.1 \text{meV} \) (at \( k || = 0 \)), disputing that the emission polarization is inherited from the excitation under non-resonant excitation [20]. The spontaneous emergence of a strong linear polarization upon condensation threshold has in-fact been treated as a suitable order parameter for determining the emergence of coherence in the system [204, 205]. In more recent
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experiments however, a higher total degree of polarization was reported for circular non-resonant pulsed excitation than for linear [76]. Moreover in polariton spin textures generated under circular polarisation excitation a high degree of co-circular polarisation was reported in the vicinity of the pump spot [198, 199]. These experiments confirmed that there is indeed, to some extent, correlation between the optical excitation with the polarisation of the condensate, at least in GaAs/AlGaAs samples that don’t suffer from optical disorder to the same extent as CdTe samples.

6.2 Polarisation resolved study of optically trapped polariton condensate

To study the polarization properties of the optically trapped polariton condensate we initialize the condensate using the optical trap configuration of chapter 4. Using a non-resonant continuous wave (CW) linearly polarised pump spatially shaped in the form of an annular ring we create the $\Psi_{00}$ coherent state in the optically induced trap. The $S_+$ and $S_-$ components of the emission below and above threshold are resolved with the use of a $\lambda/4$ wave-plate and a linear polariser and we then reconstruct a real space image of the $S_z$ stokes component.

6.2.1 Circular polarisation build-up at threshold

Below threshold we do not detect any significant circular polarization from polaritons inside the trap (fig.6.1a), however, just above threshold we detect a strong circularly polarised emission with circular polarisation degree (CPD) of $\approx 0.6$ (fig.6.1b). This is in stark contrast to the linear polarization build-up previously reported for polariton condensates [20]. It is worth noting that the circular component originates exactly from the emission of the condensate while the CPD of the surrounding reservoir is negligible. Interestingly, this strong $S_z$ stoke component persists far from the peak of the condensate and has a value of $>0.5$ even where the condensate intensity is $10\%$ of its peak intensity (fig.6.1d). Comparison with the effective trapping profile in the form of the emission below threshold demonstrates that this spin anisotropy quickly goes to zero at the potential barrier of the trap.

6.2.1.1 Effects of tight focus

Although the emergence of a strong spin imbalance from a linearly polarised optical pump appears counter intuitive at first, it can nevertheless be interpreted if one takes into account that the polarisation of a monochromatic tightly focused optical field does not have a uniform polarisation in the focal plane. For high numerical
aperture systems, scalar diffraction geometry is insufficient to accurately describe the electromagnetic field in the focal plane. A vectorial analysis of light is required in order to precisely describe the electromagnetic field in the focal plane [206]. Indeed it is a well studied effect that the electric field in the focal plane of a high numerical aperture aplanatic system can induce a small degree of ellipticity even for a fully linearly polarised source [207, 208]. In our setup, we employ a microscope objective with $N_{\text{A}} = 0.4$, that yields a measured degree of circular polarisation at the centre of a focused linearly polarised beam of 0.1. Moreover, this ellipticity is calculated to be greater towards the periphery of the focal plane, where our ring-like excitation pattern is found, than in the central region [206].

This induced ellipticity does not play an important role below threshold where the emission is stronger in the excitation region. Indeed, it has been predicted that spin noise fluctuations are extremely sensitive to the ground state occupation number and strength of interactions in polariton systems [209]. The authors of ref.[209] also demonstrate that the spin noise spectrum strongly depends on whether the system is described by thermal or coherent statistics and that in the case of coherent statistics the spin noise spectrum is suppressed and the spin correlation time is
considerably enhanced. Therefore in the in-coherent state a small imbalance (pump with small ellipticity) in the injection of carriers is not expected to have a noticeable effect in the polarisation of the emission due to fast spin de-coherence. This effect has been demonstrated even for fully circular optical excitation schemes [76], where below threshold the degree of circular polarisation is negligible. However, upon crossing the condensation threshold, a drastically different picture emerges. Spin fluctuations are greatly suppressed and density dependent bosonic amplification favours the polariton spin state with higher occupation. Absent any spin relaxation mechanism between $S_+$ and $S_-$ polaritons this mechanism gives rise to a strongly circularly polarised polariton condensate. Furthermore the de-localisation of the condensate from the exciton reservoir further aggravates this behaviour as spin de-coherence channels associated with scattering with incoherent particles are considerably suppressed (fig. 6.1b, section 4).

6.2.2 Polarisation modulation with angle of linear polarisation of excitation

In order to further characterise the origin of this spontaneous circular polarisation in the condensate it is meaningful to establish whether it is isotropic and independent of the angle of the linear polarisation of the optical pump. To this end we initialize the condensate above threshold ($P = 1.1P_{th}$) as before and using a half wave-plate we rotate the linear polarisation of the excitation. Figure 6.2a displays the circular stokes component map for horizontal ($0^\circ$) excitation showing a high degree of circular polarisation. Rotating the angle initially has a marginal effect on the circular stokes component of the condensate. However, for polarisation rotation above $90^\circ$, the coherent emission starts to becomes less strongly circularly polarised eventually leading to a complete reversal of the polarisation at $130^\circ$ where the condensate emission is now cross-circularly polarised (CPD= -0.6) (fig. 6.2b). After a $\pi$ rotation the condensate has regained its original polarisation as expected. Figure 6.2c depicts the CPD when it is closest to the tipping point where some internal structuring can also be observed. Interestingly the CPD of the system has almost a $2\theta$ relation with the angle of the linear polarisation of the excitation, shown in figure 6.2d where the value of each point is the average of the CPD in the central region of the condensate. Although a strong correlation between the angle of the linear polarization of the excitation and the resulting linear polarization of the condensate has been previously reported in the OPO configuration [202], a correlation between the angle of the linear polarization of the pump and of the circular polarization degree of the condensate has not been reported.

The demonstrated $2\theta$ dependence on the angle of the excitation polarisation is a strong indication that a potent optical anisotropy is present in the sample. Light
focused on the surface of the sample propagates through the top DBR mirror, where there is no absorption for the excitation wavelength ($\lambda_{\text{laser}} = 752\,\text{nm}$), before exciting electrons and holes in the cavity and the QWs. As previously described (section 3.3.1), in our sample the DBR consists of pairs of AlAs/Al$_{0.3}$Ga$_{0.7}$As layers. A number of reports, of multi-layered structures composed of GaAs and AlAs, have reported linear birefringence [210–212]. The linear birefringence of the DBR will therefore exacerbate the ellipticity of the exciting electromagnetic wave. However the phase shift, between longitudinal and transverse modes, accumulated while propagating through the structure will not result in full circular polarisation, since under normal excitation conditions (Gaussian excitation) a linearly polarised pump in this specific sample features a linear polarisation upon threshold independent of the linear polarisation angle.

### 6.2.3 Condensate perturbation with a cross-polarised pulse

It is interesting to examine whether the spinor state is resilient or adaptable to external perturbations and if the condensate adjusts its final spin state if it is seeded with a different spin imbalance. To examine this, we devise a hybrid CW-pulsed
excitation scheme. The trap and condensate are formed with linearly polarised (0°) CW excitation just above threshold (P=1.1P_{th}) with a strong circular polarisation degree of 0.65. We proceed to perturb it with a non-resonant, cross-circularly polarised 200fs Gaussian pulse with a spot size of FWHM of 5µm which is comparable to size (FWHM) of the condensate. The optical power density of the pulse is adjusted to be well below the threshold power for condensation (≈ 0.5P_{th}), in order to only weakly affect the geometry of the trapping potential. In this way we effectively create an incoherent reservoir overlapping the condensate. We then resolve the evolution of the condensate spin populations over time by time-resolving the two spin components of the emission using a streak camera.

![Figure 6.3: Spin Dynamics of the perturbation of the confined polariton condensate by a femtosecond pulse](image)

Figure 6.3a depicts the time evolution of the two spin components, while the arrival of the pulse is set at zero time. Figure 6.3b displays the corresponding z component of the stokes vector. We observe a fast rise in the population of the S_− component shortly after the arrival of the pulse, eventually triggering a spin reversal in the condensate approximately at 110ps. This population reversal persists for more than 100ps orders of magnitude greater than the pulse duration, inadvertently demonstrating that this is a process driven by a highly polarised reservoir. Ultimately both spin populations decay towards their pre-pulse levels with a decay time of ≈ 190ps, indicative of the reservoir dynamics.
6.3 Density dependent spin switching

In the previously discussed results, the excitation power of the non-resonant, non-local pump and therefore the condensate population density was kept constant and close to the threshold value \(P = P_{\text{th}}\). In polariton condensates, increase of the density has been shown to have a strong impact on the resulting polarisation through the increase of spin dependent polariton-polariton interactions that tend to depolarize the emission \([76, 213]\). It is therefore interesting to investigate if this effect is also observable under optical confinement or if the de-localisation of the reservoir will lead to a density independent polarisation. To investigate this, we perform a power-dependent polarisation resolved experiment in the optical trap configuration.

\[
\text{Figure } 6.4: \text{ a) } S_z \text{ as a function of excitation power over threshold. b) Corresponding power dependence of the 1D profile of the } S_z \text{ component in the trap. The black line is the emission below threshold from the trap barriers.}
\]

In fig. 6.4a the dependence of the \(z\) stokes component on the threshold normalised excitation density is presented, where we observe the sharp rise at threshold is evident. Interestingly we observe a similar depolarisation behaviour as the power is increased up to 1.5 times the threshold value. However at 1.5 times the threshold power we observe a sharp reversal of the \(z\) component of the stokes vector of the polariton pseudo-spin and a subsequent gradual build up of the opposite polarisation. Fig. 6.4b depicts the 1D polarisation profile of the emission for increasing power while the black line outlines the relative position of the trap barrier. Interestingly, in the centre of the trap where the overlap with the reservoir is minimal, the effect is much more pronounced. In the pumping regions and outside of the trap the behaviour is more complex. In this implementation of the optical trap the intensity of the excitation along the ring was non-uniform resulting in asymmetric barrier height. It is noteworthy that within the excitation region of the highest
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barrier, the polarisation is almost completely suppressed, contrary to the opposite side where the barrier is shallower and a more complex behaviour is observed. This condensate spin reversal behaviour has not been previously reported or observed and cannot be explained with previously developed theoretical tools.

6.3.1 Theory of Spin Inversion in ring excitation experiment

In the ring excitation experiment, a non-resonant continuous-wave laser of linear polarisation induces a circularly polarised condensate. While the laser is linearly polarised, its oblique angle of incidence results in a slight ellipticity of light absorbed by the microcavity. This results in a slight non-zero circular polarisation of the reservoir of hot exciton states that feeds the condensate. Neglecting spatial dynamics, we can write the spin dependent evolution equations of the reservoir spin populations $N_{\sigma\pm}$:

$$\frac{dN_{\sigma\pm}}{dt} = -\left(\Gamma_R + R n_{\sigma\pm}\right) N_{\sigma\pm} + P_{\sigma\pm}$$ (6.1)

where $\Gamma_R$ is the reservoir decay rate, $R$ is the condensation rate and $n_\sigma$ represents the polariton condensate spin populations. The pumping rate can be written as $P_{\sigma\pm} = \frac{1 + \sigma_{\pm} \rho_p}{2} P_0$, where $P_0$ is the pumping strength and $\rho_p$ is the circular polarisation degree of light absorbed by the microcavity, which we take to be small $\rho_p = 0.05$.

The polariton spin populations are given by:

$$\frac{dn_{\sigma\pm}}{dt} = (R n_{\sigma\pm} - \Gamma) n_{\sigma\pm} - \sigma_{\pm} \lambda (G P_+ - G P_-) n_+ n_-$$ (6.2)

where $\Gamma$ is the polariton decay rate. The last term represents an energy relaxation term.

Assuming that $P_+ > P_-$ we can expect blue-shifts for the $\sigma_+$ and $\sigma_-$ polariton spin components of $G P_+$ and $G P_-$, respectively, where $G$ represents the “pump-induced repulsion” (previously introduced in Ref. [214]). The implicit assumption here is that the hot excitons introduced by the non-resonant pump can be classed into two types: “active” excitons with the correct spin, energy and momentum to directly scatter into the condensate and “inactive” excitons that do not. $N_\sigma$ represents only active excitons, while a majority of inactive excitons can still be expected to be present. The inactive excitons can be assumed to have a density proportional to the pump intensity and contribute only to the blueshift experienced by polaritons. The energy relaxation rate is assumed to be proportional to the difference in energies of the $\sigma_+$ and $\sigma_-$ components, caused by this blue-shift. In general this blueshift can be modified by polariton-polariton interactions as well as terms depending on $N_\sigma$. However, for the purposes of demonstrating qualitatively the effect of energy relaxation on the spin polarisation, it is more transparent to neglect these secondary effects and avoid introducing additional parameters.
The energy relaxation introduced in this form is phenomenological [181, 182], although physically can be understood in terms of scattering between polaritons and hot excitons [215]. The spin-flip of a polariton undergoing energy relaxation is balanced by a spin-flip of an exciton in a hot exciton state (although assuming the reservoir is large, we neglect any effect on $N_\sigma$). Given that the process may be stimulated, the scattering rate is dependent on the polariton density.

Equations 6.1 and 6.2 can be solved for the steady-state for a range of pump intensities, to obtain the circular polarisation degree, $\rho_z = \frac{n_+ - n_-}{n_+ + n_-}$. It is worth noting that, in addition to the pumping rate and the fixed value of $\rho_p$, only two dimensionless parameters affect the resulting circular polarisation degree: $\Gamma R / \Gamma$ and $\lambda G \rho_p \Gamma^2 / R^2$ (this can be seen by working with rescaled quantities $n_\sigma = n'_\sigma R$, $N_\sigma = N'_\sigma R$ and $P_\sigma = P'_\sigma R$).

The circular polarisation of polaritons is shown in Fig. 6.5.

![Figure 6.5: Variation of the condensate circular polarisation degree with pump intensity, $P_0/R$. Parameters: $\Gamma_R / \Gamma = 0.146$, $\lambda G \rho_p \Gamma^2 / R^2 = 2.392$, $\rho_p = 0.05$.](image-url)

Although the reservoir is only very slightly spin polarised, this is sufficient to create a significant imbalance of polariton spins due to the fact that the $\sigma_+$ population crosses the condensation threshold first. For large densities, the energy relaxation, favours population of the $\sigma_-$ polarised state, which has lower energy due to the pump induced blue-shifts.

### 6.4 Conclusions

We have demonstrated the spontaneous emergence of a strongly circularly polarised condensate with the use of an optical trapping scheme under linear excitation. The observed condensate features remarkable circular polarisation tunability by the polarisation properties of the external optical pump. Moreover we demonstrated
a hybrid cw-pulsed excitation scheme that flips the condensate in the ps scale. These results clearly demonstrate that the condensate spin population strongly correlates with the polarisation of the incoherent reservoir and that polariton condensate polarisation can be strongly affected by the optical anisotropy in the cavity mirrors and that decoupling the reservoir from the condensate suppresses spin noise and de-coherence. These results coupled with the understanding of the excited state condensation introduced in chapter 5 can facilitate design of complex polariton based spinoptronic devices [201, 216].

Disclaimer:

The simulations and theoretical modelling of section 6.3.1 were performed by Tim C.H. Liew.
Dispersion Linearisation in the High Density Regime

The unambiguous demonstration of a superfluid phase transition is the demonstration of the linearisation of the momentum distribution of thermalised particles. In solid state systems exciton-polaritons feature prominently as a system for the robust implementation and study of superfluid phenomena and dynamics. In this chapter we discuss the appearance of a linear Bogoliubov-like dispersion in the optical trap configuration under non-resonant pulsed excitation and examine the dynamics of its formation. As previously described, under ring excitation, we obtain polariton condensation in the centre of the ring spatially de-localised from the exciton reservoir. The advantage of this configuration is the increased temporal coherence with respect to Gaussian excitation, which is favourable for discerning linearisation of the dispersion. Additionally separating the condensate from the reservoir filters out the strong interactions of the condensate with the incoherent exciton reservoir allowing us to be in the weakly interacting regime where the interaction strength can be tuned by tuning the exciton coefficient of the lower polariton branch (LP) which can be accomplished by changing the energy detuning between the exciton mode and the cavity resonance. We demonstrate that the observation of the linearisation of the momentum distribution of a polariton condensate, under pulsed non-resonant excitation in the static time-integrated domain, does not necessarily occur due to the transition to a Bogoliubov excitation spectrum but can be an artificial feature arising from the integration over the time varying dynamics of the non-equilibrium system. We evidence how this can be more pronounced in experiments carried out in spatially confined polariton condensates which has
been the case for previous demonstrations of the Bogoliubov dispersion under non-resonant pulsed injection schemes.

### 7.1 Superfluidity in polariton condensates

Exciton-polariton superfluidity is an attractive prospect both theoretically and experimentally. A phenomenological description by Landau, as well as a microscopic theory by Bogoliubov are at the heart of understanding and quantifying this effect. Bogoliubov’s theoretical formulation for the description of a weakly interacting Bose gas predicts the re-normalisation of the parabolic excitation spectrum of the system to a phonon-like linear distribution for low momenta [217]. Shortly after the observation of the first atomic BECs [17, 18, 50], this linearisation of the moment distribution was experimentally authenticated by indirect measurements of the speed of sound in the condensed phase [218] and by the optical excitation of phonons in an atomic BEC [219]. The subsequent emergence of solid state analogues to atomic BECs has allowed for a more comprehensive study of the subtle relation of the BEC phase transition with superfluid phenomena [49] and the engineering of potential applications.

Experimental demonstrations of superfluid behaviour in microcavity polaritons have been extensively reported [83, 84, 109], as well as the “smoking gun” of superfluidity, the linear Bogoliubov excitation spectrum under non-resonant pulsed excitation [85, 86] and resonant four wave mixing experiments [87, 88]. Advantageously in polaritonic systems the momentum distribution of particles is directly observable.

![Figure 7.1: (i) Time-integrated dispersions for $P = 0.05P_{th}$ (a), $P = 1.2P_{th}$ (b), $P = 4P_{th}$ (c) and $P = 6P_{th}$ (d) from ref. [85]. (ii) Polariton dispersions on a logarithmic scale for different excitation densities and detunings: $\delta = 0\text{meV}, -2\text{meV}, -4\text{meV}, -7\text{meV}$ from top to bottom row respectively from ref. [86]. Both reports were done using the same sample on top of which a thin metal film with circular holes is incorporated a trapping potential and were excited with pulsed non-resonant excitation](image-url)
by means of far-field spectroscopy. Therefore the direct observation of the Bogoliubov excitation spectrum of a polariton condensate is experimentally straightforward compared to the atomic case. Interestingly, despite the numerous reports of polariton condensation, in many different materials (i.e [138, 139]), there have only been two reports of the experimental observation of the linear Bogoliubov dispersion above threshold for non-resonant excitation schemes (see fig. 7.1). Both of these reports employed pulsed optical injection in a sample where a thin metal film with circular holes is overlaid on the microcavity structure in order to create a trapping potential [85, 86]. Surprisingly there has not been a report of the linearisation in the dynamic-equilibrium steady state regime where Bosonic condensation was first reported [20]. Moreover, the theoretically expected dependence of the speed of sound on the density of the condensate ($E_{Bog}(k) \approx \hbar k \sqrt{\frac{N_0 U_0}{m_{pl}}}$, where $U_0$ is the polariton-polariton interaction constant [39]) has not been explicitly experimentally verified as in the atomic case [218], even though it is experimentally straightforward to examine, by increasing the excitation density ($N_0$) once a Bogoliubov spectrum is observed. Nevertheless, this dependence has been employed indirectly to interpret experimentally observed features in propagating polariton quantum fluids [109].

7.2 Linearisation of the polariton dispersion in the static regime

To probe the condensate features in the high density regime greatly above threshold we utilise a pulsed 100 KHz Q-switched system to amplify the 200fs pulses of our ultra-fast oscillator. Raising the power more than 10 times above threshold we observe the dispersions of fig. 7.2. We note that the emission recorded in this case is integrated for the entire duration of the lifetime of the pulse so that the resulting image is the average of the dynamics of the emission.

![Figure 7.2: Static dispersion images above threshold under pulsed excitation for $P = 4.4P_{th}$ a), $P = 5.6P_{th}$ b) and $P = 10.3P_{th}$ c).](image)

In fig. 7.2 the emission from the trapped particles as previously discussed in chapter 4, originates from the high intensity region around $k_x = 0$ while the high momentum polaritons populating the higher energies of the dispersion correspond to
emission from the periphery of the annular excitation. Already at excitation densities 4.4 times above threshold the polariton dispersion appears to strongly deviate from the expected parabolic shape at $k_x = 0$ (fig. 7.2a). Increasing the optical power of the non-resonant excitation pulse, the measured dispersion progressively appears to be linear around $k_x = 0$. Extracting the inclination around $k_x = 0$ for fig. 7.2 we note an increasing trend from $1.085 \text{meV} \mu\text{m}$ (fig. 7.2a), to $1.406 \text{meV} \mu\text{m}$ (fig. 7.2b) to $1.661 \text{meV} \mu\text{m}$ in fig. 7.2c. This behaviour strongly resembles the theoretically expected Bogoliubov distribution and its dependence on density. Namely the increase of the speed of sound in the system, that is proportional to the inclination of the linear Bogoliubov dispersion, for higher densities. Interestingly this apparent linearisation of dispersion forms only under pulsed excitation and this appears to be the case in all previous reports of Bogoliubov dispersion in polariton condensates under non resonant optical excitation [85, 86]. It is noteworthy that for low energies the momentum distribution appears as a filled triangle similar to the observations of ref. [86] presented in fig. 7.1b. It can be interpreted as an artifact of the transient relaxation of the system during the time integration. At this point it is meaningful to examine the real space emission of the system with these conditions under similar densities. Fig. 7.3 depicts the emission from the sample for similar excitation densities. Although, for these densities we don’t expect to observe a clear pattern in the static picture as transient relaxation will artificially mix the eigenstates of the trap we note that for increasing excitation density the emission becomes increasingly uniform while the high density regions are gradually washed out.

**Figure 7.3:** Static real space images above threshold under pulsed excitation for $P = 4.5P_{th}$ a), $P = 8P_{th}$ b) and $P = 13.5P_{th}$ c).

### 7.3 Transient domain dispersion imaging

To reveal the true nature of this apparent linearisation of the dispersion for high excitation densities as well as the dynamics of its formation we study the dispersions in the transient domain. Using the temporal tomographic setup section 3.2.4
described in section 3.2.4 we resolve the condensate dispersion with our streak system, while also spatially filtering out the emission coming from the ridges of the ring excitation. Initializing our system with an excitation power 8 times above threshold at a negative detuning of -5meV we reconstruct the transient frames of the dispersion which we also fit with our coupled oscillator model, where the values are set by steady state CW measurements.

Approximately 14 ps after the arrival of the pulse we see the formation of Figure 7.4a. The emission for this time frame has a very broad momentum distribution and is arguably in the weak coupling regime. As the excitons and polaritons decay, the dispersion relaxes in energy and also shrinks in momentum space 7.4b eventually entering the polariton condensate regime 7.4c and gradually approaches the unperturbed low density polariton dispersion approximately at 400ps. Previous studies on the crossover from photon to polariton lasing present a similar behaviour [148]. Interestingly, at no point during this dynamic process does the dispersion appear to be linearised close to \( k_x = 0 \) as in the time-integrated measurements.

A linearisation of the dispersion only appears as the result of integration over time from both the transient measurement or directly from time integrated dispersion imaging (CCD) fig. 7.5. It is worth noting here that when spatially filtering the
emission from the microcavity, the measured dispersion is broadened with respect to wave-vector in order to comply with position momentum uncertainty.

The transient energy relaxation of the emission from the weak coupling photon lasing regime to the confined polariton condensate state is indeed expected to shrink the $\Delta k$ of the energy distribution as the polariton condensate is formed inside the optical trap and the momentum degrees of freedom are reduced. Fig. 7.6b displays the extracted transient energy relaxation of the ground state of the dispersion ($k_x = 0$). An initial fast drop around 25ps is observed, corresponding to the crossover from photon ot polariton lasing, while in fig. 7.6a the dynamic narrowing of $\Delta k_x$ is observed. This combined dynamical behaviour can lead to an artificial impression of the linearisation of the polariton dispersion in the static, time-integrated domain. For increased density the system is expected to be in the photon

**Figure 7.5:** Comparison of time integrated dispersion images from the CCD (left part) and the streak (right part of the graph).

**Figure 7.6:** a) $k_x$ profile (integrated over the entire energy of the dispersion) evolution in time and b) energy relaxation (for $k_x = 0$) vs time. c) Intensity vs energy relaxation colour-coded with the corresponding time. a) and b) are both intensity normalised for every time-frame to better reveal the discussed features.
lasing regime for a longer period while polariton condensation occurs at a later time (after the pulse). This effectively results in a bigger part of the emission originating from the weak coupling regime and therefore the inclination of the time-integrated dispersion will be modified as a result.

### 7.4 Phenomenological model of dispersion relaxation

To simulate the observed phenomena we construct a phenomenological transient relaxation model based on the coupled oscillator model (COM) described in section 1.2. The lower polariton mode obtained from the COM is artificially dressed with a Bose-Einstein distribution with a temperature of 7K by modulating the intensity of the dispersion of the lower polariton mode. The transition to the weak coupling regime is then approximated by a quick collapse of the Rabi splitting for \( t < 25 \text{ps} \). A time-dependent blue-shift of the exciton resonance is then introduced in order for the energy of the simulated lower polariton mode to as closely correspond to the experimental one for the simulated time-range. Lastly, the maximum intensity for every moment in time is set to correspond to the experimentally measured intensity (fig. 7.6c). For this first order approximation, the cavity resonance and the temperature of the Bose Einstein distribution (T=7K) are kept constant throughout the simulation.

![Figure 7.7: Simulated dispersion time frames as described in the text, t=0ps a), t=40ps b), t=100ps c) and t=200ps d).](image)

The polariton dispersions of this model for different times are displayed in fig. 7.7. It is meaningful to point out that the anti-crossing of the polariton mode is not observable due to the imposition of the BED on the polariton dispersion, that suppresses the intensity of the higher energies. An indirect consequence of the blue-shift of the exciton resonance and the imposed collapse of the Rabi splitting for early times \( (t \leq 25 \text{ ps}) \) is the narrowing of the linewidth of the lower polariton dispersion.
which does not qualitatively agree with the experimental behaviour. Nonetheless, integrating over the simulated time-range (0-350 ps) produces fig. 7.8a that is in good qualitative agreement with the experimentally measured time-integrated dispersions of fig. 7.5. Indeed, the characteristic “filling” of the dispersion around \( k = 0 \) seen in previous reports [86](fig. 7.1b) as well as in fig. 7.2 and fig. 7.5 is reproduced.

![Figure 7.8](image)

**Figure 7.8**: a) Time averaged simulated dispersion, b) Intensity normalised experimental energy relaxation of \( E_{lp}(k = 0) \) overlaid with the corresponding simulated value (blue dots) as a function of time, c) Exciton energy used for the coupled oscillator model throughout the simulation as a function of time.

The time evolution of the energy level of the lower polariton branch at \( k_{\parallel} = 0 \) superimposed on the experimental values, for the time range of the simulation, is presented in fig. 7.8b and the corresponding exciton energy is shown in fig. 7.8c. In the simulated time-integrated image the artificial linearisation of the distribution is not so pronounced, which can be attributed to a number of reasons but most importantly to the constant temperature of the BED and to the fact that the dispersion at early times is still in the strong coupling regime, albeit with a greatly reduced exciton-photon coupling. However, despite its inherent limitations this phenomenological model is shown to qualitatively reproduce the observed time-integrated features.

### 7.5 Conclusions

Despite numerous observations of superfluid behaviour in polariton condensates, the fundamental theoretically expected distinction of the superfluid phase transition, the linearisation of the dispersion for small wave-vectors, remains to be confirmed in the dynamic equilibrium domain where the first observation of the BEC phase transition in polaritons was reported [20]. Considering the similarity of the observed features presented here as well as the close resemblance of the experimental specificities, previous observations of linearisation of the polariton dispersion under pulsed non-resonant excitation are not substantially conclusive.
Whereas a linear Bogoliubov excitation spectrum in polariton condensates under continuous wave excitation remains to be observed, linear dispersion features under pulsed non-resonant excitation schemes need to be thoroughly investigated also in the transient domain in order to ascertain the true nature of the observed linearities.
Part III

MAGNETIC FIELD EFFECTS ON POLARITON CONDENSATION
8.1 Polaritons under magnetic fields

The application of an external magnetic field can have pronounced effects on the energy spectrum of polariton both in the linear and non-linear regimes. Below condensation threshold the magnetic field affects polaritons in microcavities by affecting their excitonic part. Thus one can expect three kinds of linear magneto-polariton effects. Polaritons with spin parallel and anti-parallel to the orientation of the magnetic field will display an energy gap $\Delta E = \mu_B g B$, where $\mu_B$ is the Bohr magneton, $g$ is the exciton $g$-factor that is dependent on the materials and the thickness of the QW [220] as well as the applied magnetic field. Furthermore, the presence of an external magnetic field results in an increase of the Rabi splitting due to the enhancement of the exciton oscillator strength which results from the increase of its binding energy [221]. It is also worth noting that the detuning of the system will change with increasing magnetic field due to the diamagnetic shift of the exciton resonance [222]. Finally, a Landau quantization of the exciton resonance will occur resulting in the emergence of a fine structure of the lower polariton eigenstates.

More interesting phenomena however occur in the polariton condensate regime for magnetic fields parallel to the growth axis (Faraday geometry) which are the result of its inherent two spinor component nature. With no magnetic field present polariton condensates in planar structures and with a spot excitation have been shown to be linearly polarized [20]. When applying a weak magnetic field the condensate is
expected to emit elliptically polarized light. This is derived from the minimization of the free energy of the system over $S_z$ which is the normal-to-plane component of the pseudo-spin of the condensate and effectively shows the imbalance of the spin up and spin down populations [223]. Furthermore the Zeeman effect has been predicted to be fully compensated by an increase of the blue-shift of the polariton energy in the condensed phase [223] up to a critical magnetic field where it is recovered and the condensate becomes fully circular polarized. This effect has come to be known as the spin analogue of the Meissner effect. The suppression of the Zeeman splitting can be interpreted as a result of the full paramagnetic screening of the magnetic field from the polariton condensate. This is expected to take place for a polariton condensate at thermal equilibrium.

Since the original introduction of the polariton spin-Meissner effect [223], the suppression of the Zeeman splitting has been reported in a number of experimental configurations. In 2010, Larionov et al reported on the quenching of the lower polariton Zeeman splitting, in a high Q GaAs microcavity with 7 nm quantum wells, up to a critical field of $B_{cr} = 2$ Tesla under non-resonant pulsed excitation [224]. Shortly after, Walker et al, studied the effect in the OPO configuration and demonstrated a density dependent re-normalisation of the energy splitting of the spin components of a polariton condensate which was attributed to phase synchronization of the spinor condensates due to a Josephson-type coupling [225]. The effect was also observed for the lowest trapped state in etched polaritonic traps of 1 to 10$\mu$m [226]. Finally in 2014 Fischer et al, reported on the polariton spin Meissner effect under CW non-resonant linear polarization excitation and demonstrated taken into account the detuning modulation of the system by the magnetic field [227]. The density dependent re-normalization of the Zeeman splitting at high magnetic fields has thus to be reported in the CW excitation regime. This is caused by the anisotropic blue-shift of the polariton spin states due to different population densities, that tends to compensate the Zeeman effect. Moreover it is interesting to examine whether excitations of different polarization would have some effect on this phenomenon due to selective population of one of the two states as described in chapter 6.

### 8.2 Quenching of Zeemann splitting with increasing polariton density

As the exciton $g$ factor is strongly modulated, even reversing sign, by the width of the quantum well it is meaningful to examine the expected behaviour of the sample presented in section 3.3.1. In fig. 8.1a the $g$ factor for varying quantum well width for GaAs/AlGaAs quantum wells is shown as was recorded in [220]a. For a 10nm GaAs/AlGaAs quantum well the expectation value is shown to be very close to zero.
(g_{10nm} \approx 0.08), therefore the applied magnetic field will have a very weak affect on the energy spectrum for the magnetic field range available in our setup (fig. 8.1b).

Therefore a different microcavity sample with 7nm GaAs/AlGaAs quantum wells was used to study the density dependence of the Zeeman splitting at high magnetic fields. From fig. 8.1a (blue circle) the expected g factor is found to be \( g \approx 0.5 \) for this quantum well width. This second AlGaAs based sample was grown in Wilhelm Conrad Röntgen Research Centre for Complex Material Systems of Würzburg University by the group of Professor Sven Höfling. It consists of 3 quadruplets of 7nm GaAs quantum wells in a \( \lambda/2 \) cavity positioned similarly as in ref. [70], while the cavity Q factor was experimentally determined to exceed 10000 and the Rabi splitting is 14.5 meV [228]. It is worth noting here that the exciton g factor of fig. 8.1 is for \( Al_xGa_{1-x}As \) quantum well barriers with \( x=0.36 \) which is very close to \( x=0.3 \) of the sample of section 3.3.1 but substantially different to \( x=0.2 \) of the Würzburg sample.

To probe the density dependence of the polariton spin-Meissner effect we perform a series of spin resolved power dependence experiments using the setup described in section 3.2.5.1 at a temperature of \( T=5K \). We set the magnetic field \( B=4 \) Tesla in order to be well above the critical magnetic field range previously reported in GaAs based microcavities [227] and non-resonantly excite our sample at a detuning of \( \approx -4.5 \) meV with our Ti:Saph CW laser source (section 3.1.1.1) with a spot of \( \approx 25\mu m \) FWHM and 5% duty cycle modulation of the AOM at 10 kHz. We record the polariton dispersion for three different polarizations of the excitation; linear, left and right handed circular polarization. From the \( S_+ \) and \( S_- \) dispersions the spectra of the lower polariton branch at \( k=0 \) is extracted and fitted with a Gaussian curve. The energy difference of the spinor states for each power step is then deduced from the fitting constants of the curves.
8.2.1 Linearly polarised excitation

Fig. 8.2 displays the extracted k=0 spectra of the two spin components for excitation with a linearly polarised beam, for a field of B=4 Tesla. We note a strong Zeeman splitting of $\approx 90 \mu eV$ greatly below threshold (Fig. 8.2a) where polaritons are in the linear regime.

![Figure 8.2: Spectra of $S_+$ (red dots) and $S_-$ (black dots) of the lower polariton branch at k=0 in the linear regime (P=0.1P$_{th}$) a), for P=0.77P$_{th}$ b), just above threshold (P=1.1P$_{th}$) c) and for P=1.6P$_{th}$ d). Red and black lines are Gaussian fits to the data.](image_url)

While increasing the excitation density we observe the appearance of a broadened strongly blue-shifted mode fig. 8.2b that upon reaching the condensation threshold, undergoes a linewidth narrowing (fig. 8.2c,d). Moreover we note an obvious decrease of the energy splitting between the $S_+$ and $S_-$ modes. Extracting the energy difference for the power range that we have investigated, we note an almost linear reduction of the Zeeman splitting for increasing polariton density( fig. 8.3). It is worth pointing out that this effect was previously demonstrated in the out of equilibrium regime of the polariton optical parametric oscillator [224]. Interestingly,
the collapse of the $\Delta E$ is observed even below the polariton condensation threshold. The threshold value of $\Delta E \approx 40\mu eV$ is in quantitative agreement to previously reported values in a similar sample [227].

### 8.2.2 Circularly polarised excitation

A drastically different picture emerges when changing the polarisation of the excitation. Using a quarter wave plate to circularly polarise our excitation, we perform a second power dependence experiment at the same detuning, temperature and magnetic field but with left-handed circular polarisation of the excitation light. Greatly below threshold the energy splitting in the linear regime is very close to that observed under linear polarisation excitation $\Delta E = 105\mu eV$ (fig. 8.4a). However as the polariton density is increased the energy splitting quickly goes to zero before the onset of condensation and is negligible, within the experiment margin of error, for the range of powers that was examined ($P=1.4P_{th}$) (fig. 8.4b). This shows that the paramagnetic screening of the magnetic field and the critical field that this screening breaks down, are strongly dependent on the spin of the injected carriers. It is therefore interesting to examine whether injection of carriers with opposite spin will have the inverse effect on the condensate energy splitting. To this end we perform a reference experiment with the excitation beam cross circularly polarised with the previous case. Here we expect an enhancement of the energy splitting observed relatively to the linear polarisation excitation case. Fig. 8.4c shows the spectra of $S_+$ and $S_-$ just below threshold where the energy splitting between them is $\approx 135\mu eV$ while increasing the power above threshold up to $P=1.5P_{th}$ the Zeeman splitting is reduced to $\approx 114\mu eV$. 

![Figure 8.3: Polariton Zeeman splitting at k=0 as a function of threshold power density for B=4 Tesla under excitation with linear polarisation](image)
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Figure 8.4: Spectra of $S^+$ (red dots) and $S^-$ (black dots) of the lower polariton branch at $k=0$ for a magnetic field of 4 Tesla for left-handed circular polarisation (a,b) and for right-handed circular polarisation (c,d) below and above threshold. Red and black lines are Gaussian fits to the data.

The variation of the Zeeman splitting for increasing power density for left handed excitation polarisation are shown in fig. 8.5 and for right handed circular polarisation are shown in fig. 8.6.

The observed behaviour confirms the suppression of Zeeman splitting for increasing polariton density even below threshold while also clearly demonstrating that the polarization of the excitation can serve so as to counter balance or reinforce the spin-Meissner effect. As the polariton population is increased towards condensation threshold, the initially optically created polarized population will quickly scatter to the condensate state with spin preserving processes. This will result in a strong blue-shift of one of the two spin states, effectively reducing or augmenting the Zeeman splitting at threshold and modulating the critical magnetic field [223].
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#### 8.3 Discussion

The polarization modulation of the critical magnetic field demonstrates that the polarization of polariton injection and the magnetic field can be a significant tool in tailoring the polariton condensate spin spectrum. As fast modulation of the polarization is possible with liquid crystals optics a fast switching between circularly and linearly polarised condensates can thus be engineered. Moreover, since at the critical magnetic field the superfluid nature of the condensate is predicted to be
suppressed, the excitation polarization at magnetic fields close to this critical magnetic field can be effectively used as a switch between the superfluid and quantum fluid regimes.
9.1 Threshold modulation with magnetic fields

Clearly, microcavities present a unique laboratory rich in complex many-body processes, where fermionic and bosonic quasi-particles (electrons, holes, excitons and exciton-polaritons) co-exist and interact giving rise to new phases or pseudo-phases [229]. Magnetic fields are an efficient tool for switching between some of these phases, making use of the magnetic field sensitivity of both the internal structure and motion of excitons [230]. Here we present a detailed study of the magnetic field effect on the threshold modification of bosonic lasing in microcavities. So far, polariton lasers are the only existing example of bosonic lasers [231], where coherent light is emitted spontaneously from a bosonic condensate [232]. Magnetic fields was recently shown to be instrumental for the achievement of polariton lasing in electrically pumped microcavities through the enhancement of the exciton oscillator strength [24].

Charged particles in semiconductor microcavities, under the influence of magnetic fields, are bound to their cyclotron orbits, while polaritons being electrically neutral are allowed to move freely in the plane. In the dynamic equilibrium regime, under non-resonant CW excitation, electrons and holes are also abundantly created in the cavity medium before eventually forming excitons. In this section we demonstrate how magnetic fields strongly affect the phase diagram of this mixed Bose-Fermi system, switching between incoherent emission and bosonic lasing regimes in planar microcavities with non-resonant optical pumping.
We perform a series of power-dependence continuous wave excitation measurements for a range of magnetic fields, from 0T to 7T with 0.5T incremental steps. The magnet is oriented in the Faraday geometry and a description of the setup can be found in chapter 3 (see section 3.2.5.1 for a description of the setup). From the power dependent measurements we extract the threshold excitation density where we observe the onset of the non-linear response of the system. In fig. 9.1 the threshold power density for each magnetic field measurement is displayed normalised respectively to the threshold density in the absence of the external magnetic field. For fields of up to 3.5T the effect on the threshold is marginal. From 4T onwards the picture is quite different as the threshold quickly diverges with the applied field and for 7T is almost 1.8 times the original polariton threshold.

\[ \delta = -4 \text{meV} \]

**Figure 9.1**: Polariton condensation threshold modulation with increasing magnetic field for 40µm

### 9.1.1 Theoretical treatment

These results can be interpreted by the interplay of the magnetic field induced exciton Bohr radius shrinkage and field-controlled diffusion of electrons, holes and excitons. The coherent polariton state within our model is formed during the three-stage process illustrated schematically in fig. 9.2. The first stage is the non-resonant pumping of electrons and holes with high values of wave vectors; the second stage is the energy relaxation of charged carriers followed by the formation of an exciton reservoir, and the final stage is the formation of polaritons followed by their resonant scattering to the ground state of the condensate. The first two processes can be described by the following set of dynamical diffusion equations:
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Here \( n_e, n_h \) and \( n_{ex} \) are the densities of electrons, holes and excitons, respectively, \( D_e, D_h, D_{ex} \) are the diffusion coefficients, \( w \) describes the exciton formation rate, \( J_e \) and \( J_h \) are the pump rates for electrons and holes and \( \tau_{ex} \) is the exciton lifetime. The formation of excitons in our model is described by the term \( w n_e n_h \). Since in a strong coupling regime non-radiative losses are negligible, we assume that excitons decay mainly due to radiative processes, so that \( \tau_{ex} \) corresponds to the radiative lifetime.

\[
\begin{align*}
\frac{\partial}{\partial t} n_e &= D_e \Delta n_e - w n_e n_h + J_e \\
\frac{\partial}{\partial t} n_h &= D_h \Delta n_h - w n_e n_h + J_h \\
\frac{\partial}{\partial t} n_{ex} &= D_{ex} \Delta n_{ex} + w n_e n_h - \frac{n_{ex}}{\tau_{ex}}
\end{align*}
\] (9.1) (9.2) (9.3)

In order to describe the condensate formation, eq. 9.3 should be supplemented with the a term to account for scattering from the reservoir into the condensed state:

\[
\frac{\partial}{\partial t} n_{ex} = D_{ex} \Delta n_{ex} + w n_e n_h - \frac{n_{ex}}{\tau_{ex}} - \Gamma^{in} \left( |\psi_+|^2 + |\psi_-|^2 \right) n_{ex}
\] (9.4)

where \( \Gamma^{in} \) is the transition rate from the reservoir to the condensate. The equations for the condensate spin wavefunctions \( \psi_\pm \) are:
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\[ i\hbar \frac{\partial \psi_\pm}{\partial t} + \frac{\hbar^2 \nabla^2}{2m_p} \psi_\pm = -\frac{i\hbar}{2\tau_c} \psi_\pm + \left( a_1 |\psi_\pm|^2 + a_2 |\psi_\mp|^2 \pm \frac{\Delta z}{2} \right) \psi_\pm + \frac{i\hbar}{2} \Gamma n_{\text{ex}} \psi_\pm \]  

(9.5)

Here \( m_p \) is the effective mass of a polariton at zero wave vector, \( \tau_c \) is the lifetime of the condensate, \( \Delta z \) is the Zeeman splitting and \( a_{1,2} \) are the polariton-polariton interaction constants for the parallel and anti-parallel spin configurations. In the present equations, the variation of the drift terms, arising from the different spatial distribution of electrons and holes due to the possible difference in the diffusion coefficients \( D_e, D_h \) is neglected. For the exciton reservoir we set the onset of polariton lasing at \( n_x = n_x^{(th)} \), where \( n_x^{(th)} \) is a critical exciton concentration corresponding to the population of polariton ground state equal to unity. In the following we assume that the electron and hole components are pumped with equal rates by the Gaussian-shaped laser beam, \( J_e = J_h = J(r) \equiv J_0 \exp(-r^2/R^2) \) where R defines the radius of the pump spot. The absence of the drift currents implies equal concentrations for electrons and holes, \( n_e = n_h \equiv n \), satisfying the following equation in the stationary limit:

\[ D \Delta n - wn^2 + J(r) = 0 \]  

(9.6)

Non-linear eq. 9.5 can be solved numerically, however a simple variational procedure with the carrier density taken in the form \( n(r) = n_0 \exp(-r^2/a^2) \), where \( a \) is the spread of carrier density, gives a good approximation preserving all the physical insight. Moreover, there are two limiting cases for eq. 9.6. The first corresponds to a low density pumping regime: in that case one deals with low concentrations and the non-linear term in eq. 9.6 is negligible. The effective lifetime of a particle is then \( \tau = \frac{1}{wn_0} \), and the spread of carrier density is \( a = \sqrt{D \tau} \). Integration of eq. 9.6 over the space domain gives: \( a = \frac{D}{R \sqrt{wJ}} \). This effective radius obviously should be greater than the radius of the pump spot, R, so that \( a \geq R \). Neglecting excitonic diffusion, the excitonic density at \( r = 0 \) is \( n_{ex}(0) = wn_0^2 \tau_{ex} \) and it behaves quadratically with the pump intensity:

\[ n_{ex}^{\text{lowpump}}(0) \propto \frac{wR^4}{2D^2} J^2 \tau_{ex} = \frac{J^2}{J^* \tau_{ex}} \]  

(9.7)

In the opposite case of a high pumping regime, we can neglect the diffusion term in eq. 9.6 resulting in a very short, linear in pump, expression for the exciton density.

\[ n_{ex}^{\text{highpump}}(0) = J \tau_{ex} \]  

(9.8)
Since the transition between the discussed regimes is defined by $J^*$ which is inversely proportional to the fourth power of $R$, one should expect that the excitonic density distribution dependence on the pump power with and without a magnetic field significantly depends on the excitation spot radius. Application of a magnetic field alters parameters $D$ and $\tau_{ex}$ as it leads to suppression of the diffusion of charged carriers which can be described using the Einstein relation and the Hall expression for conductivity:

$$D(B) = \frac{k_B T \mu_0 / e}{1 + B^2 / B_0^2}, B_0 = c / \mu_0$$

(9.9)

Where $\mu_0 = (e\tau_p)/m$ is the mobility of the electron/hole gas for $B = 0$ and $T$ is the gas temperature. Excitonic lifetime decreases with the magnetic field due to the decrease of the exciton Bohr radius ($\tau_x \propto a_B^2$ in 2D structures [233]), and this dependence has been analysed variationally in Ref. [221]. The radiative life-time is inversely proportional to the exciton oscillator strength. Its dependence on the magnetic field can be approximated by a Lorentzian:

$$\tau_x(B) = \frac{\tau_0}{1 + B^2 / B_1^2}$$

(9.10)

with $B_1$ significantly greater than $B_0$. It becomes obvious now that for the low pumping regime, $n_{ex}(0) \propto \frac{\tau_x(B)}{D^2(B)}$ which (in the case of $B_1 > B_0$) results in the enhancement of exciton formation at $r=0$. Further, since parameter $J^*$ depends on the magnetic field via the diffusion coefficient, the magnetic field acts as a switch between the two regimes leading to a non-monotonous behaviour of the excitonic density as illustrated in Fig. 9.4.

**Figure 9.3:** Bohr radius and diffusion coefficient dependences on magnetic field as used in calculations.
9.1.2 Dependence on focusing of excitation

By varying the optical excitation size, a behaviour consistent with the previous theoretical interpretation is observed. These additional experimental measurements were performed on the same microcavity sample by two collaborating laboratories, namely, the Spin Optics Laboratory of St. Petersburg State university of Russia and the Institut Néel in Grenoble France. The polariton lasing threshold was again strongly sensitive to the magnetic field but also to the size of the excitation spot, as the phase diagrams of fig. 9.4 show. For a $10\mu m$ (FWHM) spot size, the threshold depends on the field non-monotonically (fig. 9.4a). For larger spots a steady and monotonic increase with magnetic field is recovered (fig. 9.4b,c). This behaviour is consistent with the kinetic model which predicts a qualitatively similar dependence of the threshold of the magnetic field. At zero fields, the exciton concentration is strongly diluted by carrying diffusion if the pump spot is narrow. On the other hand, for large spots, the diffusion has a marginal effect on the exciton concentration, which is why the suppression of diffusion by a magnetic field does not affect the threshold of polariton lasing so strongly. The threshold increase with a magnetic field observed for all spot sizes is again due to the shrinkage of the exciton Bohr radius. The predictions of the previous simple theoretical model deviate from the data, especially for the small spot sizes. This may be caused by a multitude of many-body effects in the complex Bose-Fermi system we study. One can mention, in particular, the repulsion of exciton-polaritons from the exciton reservoir and the electron-hole plasma.

![Figure 9.4: Polariton condensation threshold modulation with increasing magnetic field for a) 10\mu m, b) 40\mu m c) 100\mu m (FWHM) spot size. Open squares are experimental measurements. Dashed curves correspond to the theoretical calculation of the phase diagram. Figures a) and c) were measured in the Spin Optics Laboratory in St. Petersburg Russia and Institut Néel, CNRS/UJF 25 in Grenoble France respectively](image)

The values used in the simulation of the phase transitions of fig. 9.4 are: $D_0 = 900 cm^2/s$, $B_0 = 1T$, $B = 7T$, $w = 1cm^2/s$, $n_{th} = 3 \times 10^9 cm^{-2}$, while previous reports of the experimental values for $w$ found in literature are $w \geq 0.5 cm^2/s$ [234]
The model described here has also been utilised to describe the transition to photon lasing in pillar and planar samples with excellent qualitative agreement [235].

9.2 Conclusion

In conclusion, the polariton and photon lasing thresholds were shown to depend strongly on magnetic field. Particularly, the suppression of charged carrier diffusion may lead to reduction of the polariton lasing threshold. For comparison, photon lasing in the presence of a magnetic field was studied in the same samples, and is governed by the excitonic Mott transition. All the observed experimental features are described within a uniform model based on coupled diffusion equations for electrons, holes and excitons and the Gross-Pitaevskii equation for exciton-polariton condensates. Our results manifest a high potentiality of low threshold polariton lasers for spin-based logic applications.

Disclaimer:

The theoretical model and the simulations are the work of M. Durnev, I. Savenko, T.C.H. Liew and I. Shelykh conducted for the collaborative study of ref. [235]
CONCLUSIONS AND OUTLOOK
Conclusions and Perspectives

The inherent non-linearities of semiconductor microcavities operating in the strong coupling regime offer an ideal laboratory for studying and harnessing light-matter interactions in the micro and nano scale. The light mass of these two-dimensional quasi-particles part is inherited from the “heavy” cavity photons while their interaction strength, that can be fine tuned by the exciton-cavity detuning, originates from their matter component. The perfection of semiconductor growth techniques has made possible the realisation of state of the art structures with increased photon lifetime, even up to 100ps [186], enabling the thermalisation of particles. This allows for the spontaneous appearance of a BEC phase transition in the system driven by stimulated occupation of the ground state [20]. This phase transition has been reported for a wide range of temperatures from 4K for CdTe and GaAs based structures up to room temperature for GaN structures and even as high as 353K for ZnO [236] allowing for experimental studies of the rich physics of coherent quantum ensembles in cryogenic configurations. Robust malleability of the potential landscape in these structures by optical means, demonstrated in 2010 [132], further highlights the flexibility of the system and has triggered the realisation of a plethora of highly interesting phenomena [133, 167, 196, 237].

Summary of experimental results

This thesis presents an experimental investigation of polariton condensation under two-dimensional optically induced confinement. The reduced dimensionality of the system theoretically dictates that a true BEC phase transition can only be observed when the density of states is modulated by a trapping potential. This theoretical
understanding in addition to previous demonstrations of robust potential formation by optical means provided the motivation for fulfilling these experiments.

Polariton condensation facilitated by the presence of an optical potential has thus been demonstrated in chapter 4, where a density dependent non-linearity was demonstrated. A Gaussian shaped condensate was formed and its coherence features probed through energy tomography and interferometric measurements. Moreover, as was shown, efficient trapping of particles significantly reduces the density required for the emergence of a coherent state. This is also accomplished due to efficient ground state relaxation inside the trap. A comparative study with an “un-confined” condensate revealed notably different spectral features between the two cases. This discrepancy is attributed to the suppression of interactions with uncondensed, incoherent particles with high kinetic energies that are present around the pumping region. This de-localisation of the condensate and the excitonic reservoir allows for the formation of a condensate with well defined quantum features.

In chapter 5 the dependence on the geometrical properties of the trap was probed. Non-ground state condensation defined by the potential size and ellipticity in a pure quantum state was demonstrated. The physical mechanism responsible for the state selectivity under non-local pumping was introduced and successfully employed to explain dynamic as well as steady state transitions. The study of the dynamic transition documented the presence of coherent tunnelling modes propagating outside the trap, with an intensity consistently tunable by the dynamic relaxation of the potential barriers. A generalised Gross-Pitaevski model, that was previously used to describe one-dimensional polariton confinement was extended to this two-dimensional case with remarkable consistency with the observed results.

The intriguing spin properties of the ground state system were examined in chapter 6. The presence of the trap was found to facilitate preferential condensation in one of the two polariton spin components under the influence of marginally small imbalances in the injection of carriers, introduced by the tight focus of the excitation. A dependence on the spin selectivity was demonstrated by the modulation of the angle of the linear polarisation of the optical excitation beam. Strong dependence on the density of the condensate was also observed and attributed to coherent Josephson coupling between the two spinor states while experimental simulations qualitatively and quantitatively reproduced the observed effect.

The optical trap configuration was finally studied greatly above condensation threshold. Time integrated dispersion imaging under pulsed excitation revealed a linearisation of the polariton dispersion in the high density regime. However, careful examination of the observed features in the transient domain disproved the association of these feature with the Bogoliubov excitation spectrum. Transient relaxation from photon lasing and $\Delta k$ narrowing for relaxation inside the optical
trap are sufficient to explain these features, which raises the question for previous demonstrations under similar conditions.

The optical potential studied was imprinted by optical means and defined by the finite diffusion of carriers around the pumping region. Modulation of diffusion can thus be an important factor in defining the geometry of the trap and in extension of the resulting quantum state. In chapter 8 details the results of a study on the magnetic field mediated threshold modulation in polariton condensates. The results demonstrate that for the application of an external magnetic field perpendicular to the cavity growth axis a drastic modulation of the condensation threshold takes place. Although this effect is exacerbated for tight focused optical excitation it is also observable for excitation sizes up to 100\(\mu\)m. This effect originates from the finite diffusion length of injected carriers outside the excitation region. The presence of the magnetic field quenches the diffusion length of the reservoir which in turn modulates the required threshold density.

**Future Work and Perspectives**

The experimental results described here open the way for a number of fascinating prospects in the field of polariton condensates both in terms of the study of the rich underlying physics as well as towards the realisation of novel devices. The separation of the condensate with the excitonic reservoir filters out the strong exciton-polariton interactions so that intra polariton interactions can be more effectively studied and characterised.

A current direction in the field is the formation of polariton condensate lattices that can interact through dissipative coupling [238] with the implicit goal of creating quantum simulators [239]. However another possibility for the implementation of this scheme can now be envisaged. With the use of a spatial light modulator multiple trapping potentials in a lattice form can be imprinted. This would allow for controllable tunnelling assisted coherent coupling between neighbouring condensates by controlling the intensity of the individual barriers. In lattice condensates, tuning of the coupling is accomplished by changing the lattice constant and bringing the individual nodes closer. In the proposed confined condensate lattice configuration the inherent advantage lies in that the dimensionality need not be altered in order to tune the coupling. Moreover, the coupling between individual neighbours can be individually controlled and this enormously augments the flexibility and potentiality of this proposed system. Non-ground state condensation is an additional degree of freedom here as is the spin of the system.
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APPENDICES
Trapped modes calculation

1. The pump profile was taken as:

\[ f_r(r) = \frac{L_0^4}{\left((x^2 + \beta y^2 - r_0^2)^2 + L_0^4\right)} \] (9.11)

where \( L_0 \) determines the thickness of the ring, \( \beta \) is related to the ellipticity, and \( r_0 \) is the radius. Note that this profile has a non-zero intensity in the center.

2. In addition to the parameters already written in the text, we have \( \beta = 1.2 \). The other parameters were tuned to give the various mode profiles and we have taken:

3. To define the chemical potential, we follow a similar technique to Ref.[M Wouters, New J. Phys., 14, 075020 (2012)]. The energy relaxation term has the form:

\[ \Re \left[ \psi(r, t) \right] = -\lambda N_r f_r(r) \left( \hat{E}_{LP} - \mu(r, t) \right) \psi(r, t) \] (9.12)

\[ \Re \left[ \frac{d\psi(r, t)}{dt} \right] |_{\Re} \] (9.13)
where the notation used in the last line indicates that this is the contribution to $d\psi(r, t)/dt$ due to energy relaxation. The local effective chemical potential $\mu(r, t)$ is defined to enforce the condition that energy relaxation does not change the total polariton density, $n(r, t)$:

$$\left. \frac{d\sqrt{n(r, t)}}{dt} \right|_{\Re} = 0 \quad (9.14)$$

Note, however, that other terms in $d\psi(r, t)/dt$ may change the polariton density (e.g., pumping and decay terms). The polariton density is related to the wavefunction by $\psi(r, t) = \sqrt{n(r, t)}e^{i\theta(r, t)}$, where $\theta(r, t)$ is the local condensate phase. Note that:

$$\left. \frac{d\psi(r, t)}{dt} \right|_{\Re} = \left. \frac{d\sqrt{n(r, t)}}{dt} \right|_{\Re} e^{i\theta(r, t)} + i\sqrt{n(r, t)}e^{i\theta(r, t)} \left. \frac{d\theta(r, t)}{dt} \right|_{\Re} \quad (9.15)$$

Multiplying by $e^{-i\theta(r, t)}$ and taking the real parts, we find that:

$$\Re \left\{ \left. \frac{d\psi(r, t)}{dt} \right|_{\Re} e^{-i\theta(r, t)} \right\} = \Re \left\{ \Re \left[ \psi(r, t) \right] e^{-i\theta(r, t)} \right\} \quad (9.16)$$

$$= \Re \left\{ \Re \left[ \psi(r, t) \right] e^{-i\theta(r, t)} \right\} \quad (9.17)$$

$$= \Re \left\{ -\lambda N_r f_r(r) \hat{E}_{LP} \psi(r, t) e^{-i\theta(r, t)} \right\} \quad (9.18)$$

$$+ \Re \left\{ \lambda N_r f_r(r) \mu(r, t) \psi(r, t) e^{-i\theta(r, t)} \right\} \quad (9.19)$$

$$= \left. \frac{d\sqrt{n(r, t)}}{dt} \right|_{\Re} \quad (9.20)$$

According to condition 9.14, this term must vanish. This is precisely the condition enforced by the chemical potential $\mu(r, t)$. This leaves only the imaginary part non-zero:

$$\Re \left[ \psi(r, t) \right] e^{-i\theta(r, t)} = i\Im \left\{ \Re \left[ \psi(r, t) \right] e^{-i\theta(r, t)} \right\} \quad (9.21)$$

$$= i\Im \left\{ -\lambda N_r f_r(r) \hat{E}_{LP} \psi(r, t) e^{-i\theta(r, t)} \right\} \quad (9.22)$$

or

$$\Re \left[ \psi(r, t) \right] = i e^{-i\theta(r, t)} \Im \left\{ -\lambda N_r f_r(r) \hat{E}_{LP} \psi(r, t) e^{-i\theta(r, t)} \right\} \quad (9.23)$$

This shows that in practice we do not need the explicit form of $\mu(r, t)$ as the above expression can be used in the evolution equation for the polariton wavefunction.
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