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We present the most recent results for the $\Delta I = 3/2 \ K \to \pi \pi$ scattering amplitude calculated directly at physical kinematics using two lattice ensembles with Iwasaki gauge action and Möbius Domain Wall Fermion action with the Möbius parameter $\alpha = 2$. The ensembles have dimension $48^3 \times 96 \times 24$ and $64^3 \times 128 \times 12$ respectively with inverse lattice spacings of $1.728(4) \text{ GeV}$ and $2.357(7) \text{ GeV}$ respectively. We find that the continuum value of the $K \to \pi \pi \Delta I = 3/2$ decay amplitude is $\text{Re} A_2 = 1.50(4)(14) \times 10^{-8} \text{ GeV}$ and $\text{Im} A_2 = -6.99(20)(84) \times 10^{-13} \text{ GeV}$, which are consistent with both the experiment and the previous lattice calculation. This is the first calculation of this quantity which involves the continuum extrapolation, which keeps the discretisation errors under control and by doing so addresses the largest source of systematic error in the previous calculation. The new dominant source of systematic error is due to Wilson coefficient calculation.

We also confirm our previous observation about the cancellation of contraction within the $\text{Re} A_2$ amplitude. We believe that this cancellation gives the significant contribution to the $\Delta I = 1/2$ rule.

Finally, we present the results of $K \pi$ scattering lengths calculated using the same ensembles. The results are $a_{3/2}^0 m_\pi = -0.06(1)$ in the $I=3/2$ channel and $a_{1/2}^0 m_\pi = 0.16(2)$ in the $I=1/2$ channel. These results agree with both the dispersive calculations and previous lattice findings. Unlike previous lattice computations, ours is the first calculation of these quantities directly at a physical point, making it independent of the chiral perturbation theory.
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Chapter 1

Introduction

Combined charge conjugation and parity symmetry (CP) violation is one of the requirements for large matter-antimatter asymmetry in the Universe that we observe today. First of all, there is a possibility of CP-violation in the strong sector, where the inclusion of the so-called \( \theta \) term would induce explicit breaking of CP symmetry, however studies of electric dipole moment of the neutron show that this term is negligibly small. This is known as the strong CP problem and will not be discussed here. This leaves weak interactions as the only source of CP-violation in the Standard Model. At low energies the relevant parameters are the Pontecorvo-Maki-Nakagawa-Sakata (PMNS) matrix in the lepton sector and the Cabibbo-Kobayashi-Maskawa matrix in the quark sector. The CKM matrix is discussed in more detail in Chapter 2. By studying weak interactions we can hope to find out where the large matter-antimatter symmetry comes from as well as improving constraints on the Standard Model with hope of finding new physics.

In this thesis I will focus on CP violation in neutral kaon decays, specifically in \( K \rightarrow \pi \pi \) processes. As discussed in Chapter 3 these can be classified as indirect CP-violation which is a result of physical neutral kaon states not being CP-eigenstates, direct CP violation referring to the possibility of CP-even state decaying into a CP-odd state or vice versa, and interference CP violation, which can arise from a difference between indirect and direct CP phases. Historically, indirect CP violation in \( K \rightarrow \pi \pi \) decay was first observed in [5] and direct CP-violation was discovered later in [6; 7; 8; 9].

As will be discussed in Chapter 3, there are several interesting measurable quantities. Two of them are the parameters \( \epsilon \) and \( \epsilon' \), the former being associated to the indirect and interference CP violation and the latter to direct CP violation. The ratio of the two has been determined experimentally to be \( \text{Re}(\epsilon'/\epsilon) = 1.65(26) \times 10^{-3} \). The third quantity is the ratio of the real parts of the decay amplitude to two pions in the isospin 0 state \( (A_0) \) to the decay amplitude to two pions in the isospin 2 state \( (A_2) \). Experimentally the ratio \( \text{Re}A_0/\text{Re}A_2 \approx 22.5 \). This is a surprisingly large number, as naively one may expect
only a factor of 2 enhancement \[10; 11\]. This observation, known as the $\Delta I = 1/2$ rule has been an unresolved issue for almost fifty years.

From the theory side until recently we did not have any predictions. This is because the calculation of strong matrix elements is non-perturbative, which means that it can be done most reliably with lattice QCD. Thanks to both hardware and theoretical developments this calculation can now be done directly at physical kinematics. The two most important calculations prior to the one which is the subject of this thesis are the calculation of both $\text{Re}A_0$ and $\text{Re}A_2$ at threshold ($m_K \approx 2m_\pi$) at two different pion masses \[2\] and the calculation of $\text{Re}A_2$ directly at the physical point \[12\]. The threshold calculation is interesting because it gave us the first insight into the reason behind the $\Delta I = 1/2$ enhancement, which appears to be significantly affected by a cancellation of contraction in the $\text{Re}A_2$ amplitude. The physical point calculation of the $\text{Re}A_2$ was the first calculation of this type and it gave results which could be compared directly to the experiment. The major weakness of this calculation however was that it was done using a single lattice spacing, which meant that the discretisation errors were not well controlled and a conservative estimate of 15% was used.

The work described in this thesis follows \[3\] and attempts to address this issue by repeating the measurement of the $A_2$ amplitude using two physical-point ensembles which have the same volume but different lattice spacings. This allows us to take the continuum extrapolation and thus get a handle on the size of systematic errors.

The calculation of $A_0$ at physical kinematics is significantly more challenging. The main difficulty comes from ensuring that the pions have equal and opposite momenta, which requires the introduction of G-parity boundary conditions. The first calculation of $A_0$ at physical kinematics has recently been completed \[13\].

A separate calculation described in this thesis which we used the same ensembles for is the calculation of $K\pi$ scattering lengths. While conceptually the calculation is identical to $\pi\pi$ scattering, we found significant contribution from finite time effects in this calculation.

This thesis is structured as follows. Chapter 2 gives an introduction to the Standard Model explaining in particular where the CKM matrix comes from and how it gives rise to CP-violation, gives a brief summary of C, P and T symmetries. This is followed by the description of Fermi effective theory, which is a useful description for studying the low-energy flavour-changing processes such as $K \rightarrow \pi\pi$. The last section in chapter 2 gives a brief introduction to the chiral perturbation theory and explains how it can be used to study $K \rightarrow \pi\pi$ decays. Chapter 3 explains the phenomenology of $K \rightarrow \pi\pi$ decays, defining various types of CP violation (direct, indirect and interference), introduces the measurable quantities which can be used to parametrise CP violation and quotes some experimental results. The last section of this chapter describes the phenomenology of two-particle scattering, which is important in understanding the finite volume effects.
Chapter 4 introduces lattice QCD describing both concepts and computational tools used for this analysis. Section 4.1 describes our choice of gauge field and fermion field formulation, section 4.2 describes how the rotational symmetry is broken to the cubic symmetry and the effect of this breaking on particle states. Section 4.3 and 4.4 introduce the Euclidean correlation functions, describing the calculation from the path integral and their spectral decomposition respectively. Section 4.5 introduces propagator smearing which can be used to improve the overlap of interpolating operators with physical states. Section 4.6 and 4.7 describe the correlation functions used in $K \to \pi\pi$ projects, which are $\pi\pi \to \pi\pi$ and $K \to \pi\pi$ correlation functions respectively. Section 4.8 describes the technique of all mode averaging, which can be used to significantly reduce statistical error at a cost increasing the computational time. Section 4.9 describes how the fitting procedure used to fit the correlation functions works. Section 4.10 describes the Maiani-Testa no-go theorem, which states that matrix elements of multi-particle states can not be extracted from infinite volume Euclidean correlation functions. This restriction is lifted in the finite volume. Section 4.11 discusses the continuum scaling and explains why $K \to \pi\pi$ matrix elements are $O(a)$ improved. Section 4.12 describes the finite volume effects and explains how phase shifts can be calculated and how finite volume matrix elements are related to the infinite volume ones by the Lellouch-Lüscher factor. Section 4.13 discusses the nonperturbative renormalisation, in particular how matrix elements calculated on the lattice can be related to $\overline{MS}$ matrix elements. Finally, section 4.14 outlines the main differences between $\Delta I = 3/2$ and $\Delta I = 1/2$ calculations.

Chapter 5 discusses the ensembles which are used for this project and gives results. Finally, Chapter 6 summarises and concludes this thesis. There is one appendix, which contains transformation matrices corresponding to transformations of a 3-vector under cubic symmetry transformations sorted by their conjugacy classes. This is relevant for section 4.2.
Chapter 2

The Standard Model

The Standard Model of particle physics is a very successful theory, which explains all fundamental interactions (except gravity) and is consistent with all experimental observations (with the exception of neutrino masses). While there are slight tensions between theory and experiment such as the measurement of the anomalous magnetic moment of the muon [14] or the discrepancy in $B \rightarrow K^* \mu^+ \mu^-$ [15] which may point towards new physics at high energies, the Standard Model remains an excellent tool for describing low energy physics, such as kaon decays. When working at low energies it is convenient to ‘integrate out’ the high-energy degrees of freedom and work with an effective theory. In section 2.1 I will introduce the Standard Model Lagrangian, then in section 2.2 I will describe how going below the electroweak symmetry breaking scale leads to flavour mixing and CP violation by means of the Cabibbo-Kobayashi-Maskawa matrix. I will then proceed to remove the heavy vector boson degrees of freedom which results in Fermi effective theory and describe how to renormalise the theory at a desired scale. This will be the subject of section 2.4. Section 2.3 describes the symmetries of QCD which will be useful throughout the thesis. Finally, section 2.5 introduces chiral perturbation theory, which is a useful tool for studying low energy QCD.

2.1 Matter content of the Standard Model

The Standard Model has an $SU(3) \times SU(2) \times U(1)$ gauge structure, with the particle content shown in Table 2.1. The most general Lorentz invariant, gauge invariant and
Chapter 2 The Standard Model

<table>
<thead>
<tr>
<th>Field</th>
<th>SU(3)</th>
<th>SU(2)</th>
<th>U(1)</th>
<th>spin</th>
</tr>
</thead>
<tbody>
<tr>
<td>G (gluon)</td>
<td>8</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>W (W, Z and photon)</td>
<td>1</td>
<td>3</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>B (Z and photon)</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>H (Higgs)</td>
<td>1</td>
<td>2</td>
<td>-1/2</td>
<td>0</td>
</tr>
<tr>
<td>$L_i$ (left-handed lepton)</td>
<td>1</td>
<td>2</td>
<td>-1/2</td>
<td>1/2</td>
</tr>
<tr>
<td>$Q_i$ (left-handed quark)</td>
<td>3</td>
<td>2</td>
<td>1/6</td>
<td>1/2</td>
</tr>
<tr>
<td>$e_i$ (right-handed electron)</td>
<td>1</td>
<td>1</td>
<td>-1</td>
<td>1/2</td>
</tr>
<tr>
<td>$u_i$ (right handed up-type quark)</td>
<td>3</td>
<td>1</td>
<td>2/3</td>
<td>1/2</td>
</tr>
<tr>
<td>$d_i$ (right handed down-type quark)</td>
<td>3</td>
<td>1</td>
<td>-1/3</td>
<td>1/2</td>
</tr>
</tbody>
</table>

Table 2.1: Matter content of the Standard Model: fields and their representations under gauge and spin groups.

A renormalisable Lagrangian than can be built of out these fields is:

$$\mathcal{L} = \mathcal{L}_{\text{gauge}} + \mathcal{L}_{\text{fermion}} + \mathcal{L}_{\text{Higgs}} + \mathcal{L}_{\text{Yukawa}},$$

$$\mathcal{L}_{\text{gauge}} = \sum_{\alpha B,W,G} -\frac{1}{4} F_{\alpha}^{\mu\nu} F_{\alpha}^{\mu\nu},$$

$$\mathcal{L}_{\text{fermion}} = \sum_{\alpha L_i,Q_i,e_i,u_i,d_i} \bar{\psi}_\alpha (i\gamma_\alpha) \psi_\alpha,$$

$$\mathcal{L}_{\text{Higgs}} = \frac{1}{2} D_\mu H^\dagger D^\mu H - \mu^2 H^\dagger H - \lambda \left( H^\dagger H \right)^2,$$

$$\mathcal{L}_{\text{Yukawa}} = -Y_{ij}^L \bar{L}_i e_j - Y_{ij}^d \bar{Q}_i u_j - Y_{ij}^u \bar{Q}_i (i\sigma^2) H^* u_j + h.c.,$$

where $i$ and $j$ are the family indices, ‘h.c.’ stands for ‘hermitian conjugate terms’ which are required to make the Lagrangian real. Explicitly, $u_i = (u_c t)^T$ and $d_i = (d_s b)^T$.

2.2 Electroweak symmetry breaking

Although the Standard Model is a very successful theory, for the purpose of studying kaon physics it is more convenient to use the low energy approximation to the Standard Model. In this section I will show the steps we use to achieve a convenient approximation.

2.2.1 Higgs vacuum expectation value

The most important feature of the Higgs sector is the spontaneous symmetry breaking mechanism. The Higgs potential can be read off from $\mathcal{L}_{\text{Higgs}}$ to be:

$$V(H) = \lambda \left( H^\dagger H \right)^2 + \mu^2 H^\dagger H.$$
When $\lambda > 0$ and $\mu^2 < 0$, this potential is minimised for $|H| = \sqrt{-\frac{\mu^2}{2\lambda}} \equiv \frac{v}{\sqrt{2}}$. Without loss of generality, we may choose the vacuum state to be $H_{\text{vac}} = \begin{pmatrix} 0 \\ \frac{v}{\sqrt{2}} \end{pmatrix}$. The Higgs field can then be rewritten in terms of four scalar fields:

$$H = e^{i\pi^a(x)v^a/v} \begin{pmatrix} 0 \\ \frac{v}{\sqrt{2}} + h(x)\frac{v}{\sqrt{2}} \end{pmatrix},$$ (2.7)

where $\sigma^a$ are the Pauli matrices. The coefficients here were chosen such that the fields $\pi^a$ and $h$ are canonically normalised, i.e. the kinetic terms are $\frac{1}{2}(\pi^a)^2$ and $\frac{1}{2}h^2$. The $\pi^a$ fields correspond to the Goldstone bosons (which should not be confused with QCD pions) while the $h$ field corresponds to the Higgs boson. The change in the $\pi^a$ fields acts on this doublet like an SU(2) gauge transformation. We can therefore choose the gauge such that $\pi^a(x) = 0$, known as the unitary gauge. As will become apparent in the following section, the choice of unitary gauge gives masses to $W$ and $Z$ bosons. The original four degrees of freedom of the Higgs doublet then become a Higgs boson and longitudinal polarisations of $W^+$, $W^-$ and $Z$ bosons (recall that massless bosons have only two transverse polarisations).

### 2.2.2 Masses of vector bosons

Above the electroweak scale all gauge bosons are massless and therefore have two spin degrees of freedom. In the unitary gauge, the degrees of freedom of Goldstone bosons combine with degrees of freedom of gauge bosons. As a result, the gauge bosons gain mass (massive spin 1 particles have 3 degrees of freedom). Their masses can be found from the $(D^\mu H)^\dagger D_\mu H$ term, where the covariant derivative is in this case:

$$D_\mu = \partial_\mu + ig_2 W_\mu^a \sigma^a + \frac{ig'}{2} B_\mu,$$ (2.8)

$$= \begin{pmatrix} \partial_\mu + \frac{ig}{2} W_3^\mu + \frac{ig'}{2} B_\mu & \frac{ig}{2} (W_1 - iW_2) \\ \frac{ig}{2} (W_1 + iW_2) & \partial_\mu - \frac{ig}{2} W_3^\mu + \frac{ig'}{2} B_\mu \end{pmatrix}.$$ (2.9)

In the unitary gauge the $(D^\mu H)^\dagger D_\mu H$ term contains the following contributions to the gauge boson mass:

$$\frac{g^2 v^2}{4} W^+ W^- + \frac{g^2 v^2}{8} \left( \frac{g'}{g} B_\mu - W_3^\mu \right)^2,$$ (2.10)

where $W^\pm \equiv \frac{1}{\sqrt{2}} (W_1 \pm iW_2)$. The first term can be compared with the mass term for charged vector field $m_W^2 W^+ W^-$ to give $m_W = \frac{g v}{2}$. The second term mixes $W^3$ and $B$ fields, so the mass can not be read off directly. Instead we can remove the mixing by making the rotation:

$$\begin{pmatrix} W_3^\mu \\ B_\mu \end{pmatrix} = \begin{pmatrix} \cos \theta_W & \sin \theta_W \\ -\sin \theta_W & \cos \theta_W \end{pmatrix} \begin{pmatrix} Z_\mu \\ A_\mu \end{pmatrix}.$$ (2.11)
This rotation results in kinetic terms for $A$ and $Z$, which are canonically normalised. Choosing

$$\tan \theta_W = \frac{g'}{g} \quad (2.12)$$

gives for the second term:

$$\frac{g^2 v^2}{8} \left( \frac{Z_{\mu}}{\cos \theta_W} \right)^2 \equiv \frac{m_Z^2}{2} Z_{\mu} Z^{\mu}. \quad (2.13)$$

$\theta_W$ is known as Weinberg angle. As a result, we have a massless field $A$ corresponding to a photon, and a massive $Z$ boson with mass

$$m_Z = \frac{g v}{2 \cos \theta_W} = \frac{m_W}{\cos \theta_W}. \quad (2.14)$$

### 2.2.3 Charged and neutral currents

The interactions of electroweak gauge bosons with fermions can be read off from $\mathcal{L}_{\text{fermion}}$. This term can be written as:

$$i \bar{\psi} D \psi = i \bar{\psi} \gamma^\mu \left( \partial_\mu - ig T^a_R W^a_\mu - ig \tan \theta_W Y B_\mu \right) \psi$$

$$= i \bar{\psi} \gamma^\mu \left( \partial_\mu - i g (T^a_R W^-_\mu - i g T^a_R W^+_\mu) - ig \sin \theta_W (T^3_R + Y) A_\mu \right)$$

$$- i g (T^3_R \cos \theta_W - Y \sin^2 \theta_W \cos \theta_W) Z_\mu \psi, \quad (2.16)$$

where $T^a_R = \frac{1}{\sqrt{2}} (T^a_1 \pm iT^a_2)$ and $T^a_R$ are the generators of SU(2) in representation $R$. The right-handed fields in the Standard Model are in the trivial representation of SU(2), so for these fields $T^+ = T^- = T^3 = 0$. These fields can’t couple to the $W$ bosons and their coupling to photon is given by $ig \sin \theta_W Y \bar{\psi} A \psi$ and to the $Z$ boson is given by $ig \tan \theta_W Y \bar{\psi} Z \psi$. Comparing the former with the electron-photon coupling in QED ($e \bar{\psi} A \psi$) we have:

$$e = g \sin \theta_W. \quad (2.17)$$

Left-handed fields transform under the fundamental representation of SU(2) with $T^a_F = \sigma^a/2$. The couplings are as follows:

- $W^+_\mu$

$$\frac{ie}{\sqrt{2} \sin \theta_W} \begin{pmatrix} 0 & 0 \\ 1 & 0 \end{pmatrix} \quad (2.18)$$

- $W^-_\mu$

$$\frac{ie}{\sqrt{2} \sin \theta_W} \begin{pmatrix} 0 & 1 \\ 0 & 0 \end{pmatrix} \quad (2.19)$$
\[ A_\mu \]

\[ ie \begin{pmatrix} Y + \frac{1}{2} & 0 \\ 0 & Y - \frac{1}{2} \end{pmatrix} \]  

\[ (2.20) \]

\[ Z_\mu \]

\[ ie \begin{pmatrix} \frac{1}{2} \cot \theta_W + Y \tan \theta_W & 0 \\ 0 & -\frac{1}{2} \cot \theta_W + Y \tan \theta_W \end{pmatrix} \]  

\[ (2.21) \]

2.2.4 Quark masses and mixings

Now consider the Yukawa sector, \( \mathcal{L}_{\text{Yukawa}} \). Below the electroweak scale, the term giving mass to the down-type quarks (ignoring the fermion-Higgs interaction coming from the same term) is:

\[ Y^d_{ij} \bar{Q}_i H d_j + h.c. \rightarrow M^d_{ij} \bar{d}_L d_R + h.c., \]  

with

\[ M^d_{ij} = \frac{v}{\sqrt{2}} Y^d_{ij}. \]  

\[ (2.22) \]

Similarly, for the up type quarks we get:

\[ Y^u_{ij} \bar{Q}_i (i\sigma^2) H^* d_j + h.c. \rightarrow M^u_{ij} \bar{u}_L u_R + h.c., \]  

with

\[ M^u_{ij} = \frac{v}{\sqrt{2}} Y^u_{ij}. \]  

\[ (2.23) \]

\[ (2.24) \]

To find the (tree-level bare) fermion masses, we change the basis as follows:

\[ u_{L/Ri} \rightarrow U^u_{L/Rj} u_{L/Rj} \]  

\[ (2.26) \]

\[ d_{L/Ri} \rightarrow U^d_{L/Rj} d_{L/Rj} \]  

\[ (2.27) \]

\[ M^{u/d}_{ij} \rightarrow U^{u/d}_{L} \begin{pmatrix} m_{u/d} & 0 & 0 \\ 0 & m_{c/s} & 0 \\ 0 & 0 & m_{t/b} \end{pmatrix} U^{u/d \dagger}_{R}. \]  

\[ (2.28) \]

This is known as the mass basis. Changing to the mass basis has no effect on the kinetic and neutral current interactions, but the charged interactions become:

\[ \frac{ie}{\sqrt{2} \cos \theta_W} \bar{u}_L W^+ d_L + h.c. \rightarrow \frac{ie}{\sqrt{2} \cos \theta_W} \bar{u}_L W^+ V_{ij} d_L + h.c. \]  

with

\[ V_{ij} \equiv U^u_{Lj} U^d_{Li}. \]  

\[ (2.29) \]

\[ (2.30) \]

\( V_{ij} \) is the Cabibbo-Kobayashi-Maskawa (CKM) matrix and it is the source of CP violation in the weak sector as discussed below.
With these results, the Standard Model Lagrangian below the electroweak scale can be written as

\[ \mathcal{L} = \mathcal{L}_{QCD} + \mathcal{L}_W \]  

\[ \mathcal{L}_{QCD} = \frac{1}{4} G^a_{\mu\nu} G^{\mu\nu a} + \sum_{\psi \in u,d,s,c,b,t} \bar{\psi}(i\gamma_5 QCD - m_{\psi}) \psi \]  

\[ \mathcal{L}_W = -\frac{1}{4} W^{\mu\nu a} W^a_{\mu\nu} - \frac{1}{4} F^{\mu\nu} F_{\mu\nu} + \frac{m_Z^2}{2} Z^\mu Z_\mu + m_Z^2 W_\mu W^\mu \]  

\[ + \frac{ie}{\sqrt{2}\cos\theta_W} \bar{u}_L W^+ V_{ij} d_{Lj} + h.c. \]  

While the following section describes in more detail the CP transformations of asymptotic states, in order to examine the effect of the CKM matrix on CP violation I will introduce the CP transformations of fermion fields now. Under CP, the fields transform as:

\[ \psi \rightarrow \gamma^2 \bar{\psi}^T, \]  

\[ \bar{\psi} \rightarrow \psi^T \gamma^2, \]  

\[ W^\mu \rightarrow -W_\mu. \]

where

\[ \gamma^i = \begin{pmatrix} 0 & \sigma^i \\ -\sigma^i & 0 \end{pmatrix} \]  

and \( \sigma^i \) are the Pauli matrices. Using these relation in Eq. (2.29) shows that the Lagrangian will be CP invariant only if \( V^* = V \), i.e. if the CKM matrix is real.

The CKM matrix, being a \( 3 \times 3 \) unitary matrix, has \( 3^2 = 9 \) real parameters. Five of these parameters can be absorbed into quark field phases (there are 6 phases corresponding to the 6 fields, but an overall phase doesn’t change the form of the CKM matrix). This leaves \( 9 - 5 = 4 \) independent parameters. If the CKM matrix were real (so that there is no CP violation) and orthogonal (unitary and real), it would have \( (3-1)3/2 = 3 \) parameters (recall than an orthogonal matrix of size \( N \) has \( N(N-1)/2 \) independent parameters). This means that one of the CKM matrix parameters must be CP-violating.

Using the PDG parametrisation of the CKM matrix we have

\[ V_{CKM} = \begin{pmatrix} c_{12}c_{13} & s_{12}c_{13} & s_{13}e^{i\delta} \\ -s_{12}c_{23} - c_{12}s_{23}s_{13}e^{i\delta} & c_{12}c_{23} - s_{12}s_{23}s_{13}e^{i\delta} & s_{23}c_{13} \\ s_{12}s_{23} - c_{12}c_{23}s_{13}e^{i\delta} & -c_{12}s_{23} - s_{12}c_{23}s_{13}e^{i\delta} & c_{23}c_{13} \end{pmatrix} \]  

where the following shorthand notation is used

\[ c_{ij} \equiv \cos \theta_{ij} \quad s_{ij} \equiv \sin \theta_{ij} \]  

(2.40)
and $\theta_{12}, \theta_{13}, \theta_{23}$ and $\delta$ are four independent parameters of the CKM matrix. In particular, the values of the CKM matrix elements I'll be using in this thesis are ([16]):

\begin{align*}
V_{ud} &= 0.2252 \\
V_{us} &= 0.97425 \\
\tau &\equiv -\frac{V_{ts}^* V_{td}}{V_{us}^* V_{ud}} = 0.0014148 - 0.0005558i.
\end{align*}

(2.41) (2.42) (2.43)

### 2.3 Symmetries of QCD

Other than Lorentz and gauge invariance, the QCD Lagrangian exhibits a number of useful symmetries, which will be the topic of this section.

#### 2.3.1 C,P and T

C and P are the charge conjugation and parity transformations respectively. C is defined as the transformation that changes the particle to a corresponding particle with opposite charge (i.e. its antiparticle), while leaving its four-momentum and spin unchanged. Therefore, if we write our single-particle states as $|p, s_z, Q, n\rangle$ with quantum numbers corresponding to the momentum, component of the spin in z-direction, charge (which can refer to any conserved charge, not necessarily electromagnetic) and particle species (e.g. electron, positron etc.) respectively, the action of the operator C on this state will be:

$$C |p, s_z, Q, n\rangle = e^{i\xi_C} |p, s_z, -Q, \bar{n}\rangle.$$  

(2.44)

The charge conjugation changes the particle $n$ into its antiparticle $\bar{n}$. The phase $\xi_C$ is the charge conjugation phase and, if the particle is not its own antiparticle, it can be absorbed by redefinition of the anti-particle state (states differing by an overall phase correspond to the same physics). The $\xi_C$ phase has therefore no physical meaning in this case. On the other hand, if the particle is its own antiparticle, it is an eigenstate of C and such a redefinition can not take place. The charge conjugation phase then becomes a real physical quantity.

P is the parity symmetry which corresponds to the spatial reflection $x \rightarrow -x$. The effect of this symmetry on single-particle states is:

$$P |p, s_z, Q, n\rangle = e^{i\xi_P} |-p, s_z, Q, n\rangle$$  

(2.45)

for massive particles. Unlike C, the phases of P operator are always physical (strictly speaking, the parity operator can always be modified by multiplying it by a global U(1) phase, which in QCD are the electric charge, baryon number or lepton number; choosing parities of proton, neutron and electron to be +1 fixes the parities of all the remaining
particles). This is because any state can be written as a Lorentz boost acting on a momentum 0 state, and it is clear from the above equation that momentum 0 states are eigenstates of $P$ operator.

Combined $C$ and $P$ transformations gives a CP transformation:

$$CP | p, s_z, Q, n⟩ = e^{iξ} | -p, s_z, -Q, n'⟩.$$  \hfill(2.46)

For brevity, from now on I am going to use the notation where CP transformed states are denoted with a bar, e.g.:

$$CP | a⟩ = e^{iξ} | \bar{a}⟩.$$  \hfill(2.47)

If CP is the symmetry of the system, the S-matrix must satisfy:

$$(CP)S(CP)^{-1} = S,$$  \hfill(2.48)

which implies that

$$⟨f | S | i⟩ = e^{i(ξ_i - ξ_f)} ⟨\bar{f} | S | \bar{i}⟩.$$  \hfill(2.49)

It follows from there that decay rates for particles are the same as decay rates for antiparticles:

$$Γ(i → f) = \int |⟨f | S | i⟩|^2 dLIPS = \int |⟨\bar{f} | S | \bar{i}⟩|^2 dLIPS = Γ(\bar{i} → \bar{f}),$$  \hfill(2.50)

where $dLIPS$ denotes the Lorentz-invariant phase space volume element.

The third useful discrete symmetry is the time reversal symmetry, defined as the operator that switches the time direction $t → -t$. What makes the time reversal operator unique is that, unlike other operators, it’s antiunitary and antilinear, meaning that:

$$T(α | φ_1⟩ + β | φ_2⟩) = α^∗ T | φ_1⟩ + β^∗ T | φ_2⟩.$$  \hfill(2.52)

This is necessary to ensure that the energy spectrum of the theory is bounded from below. Time reversal has the following effect on massive particle states:

$$T | p, s_z, Q, n⟩ = e^{iξ_T} (-1)^{s-s_z} | -p, -s_z, Q, n⟩,$$  \hfill(2.53)

where $s$ is the total spin of the particle. Unlike $C$ and $P$, the phase $ξ_T$ is never physical. This is a direct consequence of antilinearity of $T$:

$$Te^{in} | p, s⟩ = e^{-i(2n-ξ_T)} (-1)^{n-s} e^{in} | p, -s⟩.$$  \hfill(2.54)

This shows that simply rephasing the state (which has no effect on physics) changes the value of the $T$ phase.
An important property of any field theory is that, if we assume Lorentz invariance, the combined CPT transformation is a symmetry of the theory. One of the consequences of CPT is that CP violation (as observed in weak decays) also implies T violation. This is one of the reasons why CP violation is necessary to generate matter-antimatter asymmetry in the Universe - without it, time reversal symmetry, all processes would have the same rates as the reverse processes.

2.3.2 Chiral symmetry

Chiral symmetry is an approximate flavour symmetry. One can see that if we exclude the mass terms of up, down and strange quarks, the QCD Lagrangian 2.32 will not mix left and right-handed fields of these quarks with each other. This is because \( \bar{\psi} D\psi = \bar{\psi}_L D\psi_L + \bar{\psi}_R D\psi_R \), while the inclusion of the mass term would spoil this relation because \( \bar{\psi}\psi = \bar{\psi}_L \psi_R + \bar{\psi}_R \psi_L \). This approximation is reasonable, because by ignoring these three quark masses we’re introducing an error of order \( m_s/\Lambda_{QCD} < 1 \). Furthermore, if we ignore electric charges of these three quarks (which is reasonable for low energies where the electromagnetic interactions are much weaker than the strong interactions), the covariant derivatives acting on all three light flavours will become equal and the Lagrangian will remain invariant under the following transformation:

\[
\begin{pmatrix}
  u \\
  d \\
  s
\end{pmatrix}_{L/R} \rightarrow U_{L/R} \begin{pmatrix}
  u \\
  d \\
  s
\end{pmatrix}_{L/R},
\]

(2.55)

with \( U_{L/R} \in U(3) \). Even though the Lagrangian is invariant under \( U(3)_L \times U(3)_R \), the S-matrix is not. This is a consequence of the axial anomaly - the QCD action in the chiral limit is invariant under \( \psi \rightarrow e^{i\phi} \psi \) but the integration measure in the path integral is not. As a consequence, \( U(1)_A \) does not satisfy Ward identities and is not a valid symmetry transformation. The full chiral symmetry group is \( SU(3)_L \times SU(3)_R \times U(1)_B \).

2.3.3 Isospin

A very useful subgroup of the chiral symmetry group is \( SU(2)_V \) relating up and down quarks to each other. This symmetry is valid in the limit where \( m_u = m_d \) and electromagnetic effects can be neglected as before.

Isospin is a quantum number associated with up and down quarks and antiquarks which form isospin doublets \( (I = 1/2) \) with the value of the 3rd component of the isospin \( I_3 \) given by:
I will use the convention where both quark and antiquark fields transform under the fundamental representation of $SU(2)_V$:

\[
q_\alpha = \begin{pmatrix} u \\ d \end{pmatrix} \quad (2.56)
\]

\[
\bar{q}_\alpha = \begin{pmatrix} -\bar{d} \\ \bar{u} \end{pmatrix} \quad (2.57)
\]

A light quark and antiquark can form a bound state which can be either an isospin singlet or a triplet. An example of mesons forming such an isospin triplet are the pions, which have the following flavour composition:

<table>
<thead>
<tr>
<th>Pion</th>
<th>$I_3$</th>
<th>Flavour content</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\pi^+$</td>
<td>+1</td>
<td>$-du$</td>
</tr>
<tr>
<td>$\pi^0$</td>
<td>0</td>
<td>$\frac{1}{\sqrt{2}}(\bar{u}u - \bar{d}d)$</td>
</tr>
<tr>
<td>$\pi^-$</td>
<td>-1</td>
<td>$\bar{u}d$</td>
</tr>
</tbody>
</table>

Kaons consist of one strange quark/antiquark (with strangeness -1/+1 and isospin 0) and one light antiquark/quark, and therefore form isospin doublets

<table>
<thead>
<tr>
<th>Kaon</th>
<th>S</th>
<th>$I_3$</th>
<th>Flavour content</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K^+$</td>
<td>+1</td>
<td>+1/2</td>
<td>$\bar{s}u$</td>
</tr>
<tr>
<td>$K^0$</td>
<td>+1</td>
<td>-1/2</td>
<td>$\bar{s}d$</td>
</tr>
<tr>
<td>$\bar{K}^0$</td>
<td>-1</td>
<td>+1/2</td>
<td>$\bar{d}s$</td>
</tr>
<tr>
<td>$K^-$</td>
<td>-1</td>
<td>-1/2</td>
<td>$\bar{u}s$</td>
</tr>
</tbody>
</table>
A pair of pions, which are isospin 1 particles, can form an I=2, I=1 or I=0 state, which are

\[ | I = 2, I_3 = 2 \rangle = \pi^+ \pi^+ \]  
\[ | I = 2, I_3 = 1 \rangle = \frac{1}{\sqrt{2}} (| \pi^+ \pi^0 \rangle + | \pi^0 \pi^+ \rangle) \]  
\[ | I = 2, I_3 = 0 \rangle = \frac{1}{\sqrt{6}} (| \pi^+ \pi^- \rangle + | \pi^- \pi^+ \rangle + 2 | \pi^0 \pi^0 \rangle) \]  
\[ | I = 2, I_3 = -1 \rangle = \frac{1}{\sqrt{2}} (| \pi^- \pi^0 \rangle + | \pi^0 \pi^- \rangle) \]  
\[ | I = 2, I_3 = -2 \rangle = | \pi^- \pi^- \rangle \]  
\[ | I = 1, I_3 = 1 \rangle = \frac{1}{\sqrt{2}} (| \pi^+ \pi^0 \rangle - | \pi^0 \pi^+ \rangle) \]  
\[ | I = 1, I_3 = 0 \rangle = \frac{1}{\sqrt{2}} (| \pi^+ \pi^- \rangle - | \pi^- \pi^+ \rangle) \]  
\[ | I = 1, I_3 = -1 \rangle = \frac{1}{\sqrt{2}} (| \pi^0 \pi^- \rangle - | \pi^- \pi^0 \rangle) \]  
\[ | I = 0, I_3 = 0 \rangle = \frac{1}{\sqrt{3}} (| \pi^+ \pi^- \rangle + | \pi^- \pi^+ \rangle - | \pi^0 \pi^0 \rangle) \].

All kaons are pions are spin 0 particles, which means that in \( K \rightarrow \pi\pi \) decays, the resultant pions will have total angular momentum \( l = 0 \) (i.e. they form an s-wave). Such a state must be even under parity transformation. This means that \( I = 1 \) two pion states, which are odd under parity, can not contribute to the overall decay amplitude. Consequently, in the isospin limit, there are only two possible \( K \rightarrow \pi\pi \) channels:

- \( \Delta I = 3/2 \) where the two-pion final state is in \( I = 2 \) state.
- \( \Delta I = 1/2 \) where the two-pion final state is in \( I = 0 \) state.

### 2.3.4 G-parity

G-parity is a combination of charge conjugation and isospin rotation by \( \pi \):

\[ G = e^{i\pi\sigma_2}C. \]  

(2.67)

It has the following effect on the light quarks:

\[ u \overset{G}{\rightarrow} -Cd^T, \]  
\[ d \overset{G}{\rightarrow} Cu^T. \]  

(2.68)

(2.69)

where \( C \) is the charge conjugation matrix \( \gamma^0\gamma^2 \). Taking \( m_u = m_d \), the QCD Lagrangian preserves both the isospin and charge conjugation symmetries, so G-parity must be the symmetry of QCD as well.
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All pions are G-parity odd. This will be useful for two reasons. First, it forbids $2\pi \rightarrow 3\pi$ scattering, which means that a two-pion system at centre-of-mass energy given by the kaon mass will scatter elastically, which is a necessary condition for calculating the two-pion phase shift as will be discussed in section 4.12.1. Second, this property will be very useful for construction of boundary conditions that result in a moving pion in the ground state in $\Delta I = 1/2$ $K \rightarrow \pi\pi$ decay. For details see section 4.14.3.

2.4 Fermi effective theory

When studying kaon decays, we are working at energy scales which are much lower than the W boson mass. This means that the W boson will never appear on-shell, so Green functions with an external W boson can be ignored and any internal W lines can be replaced with effective operators. This replacement can be understood in two (equivalent) ways:

**Operator product expansion** Operator product expansion is a technique which allows us to separate long-distance and short distance contributions in a product of two operators. In the regime where the two operators come close together, they can be replaced with series of local operators with (Wilson) coefficients, which can be worked out from perturbation theory. In the case of W-boson, we have a product of two left-handed currents

$$\frac{\eta_{\mu\nu} - \frac{p_{\mu}p_{\nu}}{m_W^2}}{p^2 - m_W^2 + i\epsilon} \int d^4xe^{ipx} J_L^\mu(x)J_L^\nu(0) = \sum_i C_i(p)O_i$$

$$= C(p) + C_{\bar{q}q}(p^2)\bar{m}q + \cdots$$

$$+ C_1(p^2)(\bar{s}_id_j)_L(\bar{u}_ju_i)_L + \cdots$$

We have thus separated the long-distance contribution ($O_i$) from the short-distance contribution $C_i(p)$. Not all of these operators will be relevant for $K \rightarrow \pi\pi$ scattering and in the remainder of this thesis I will focus only on the relevant ones, such as the four-quark operator in the last line.

**Effective field theory** The second approach is more straightforward - write down the effective field theory Lagrangian for energies below the W mass, which will include higher-dimension operators, and choose the low energy coefficients by matching to the full theory at $m_W$ scale. This approach is equivalent to the operator product expansion, in particular the momentum (scale) dependence of Wilson coefficients is recovered by renormalisation as shown in section 2.4.3.2.
An important restriction on the operators mediating the $K \rightarrow \pi\pi$ transition is that they must be parity odd $PO(x^\mu)P^{-1} = -O(x^\mu)$. To see this consider a matrix element $\langle \pi(p_1)\pi(p_2) | O(x^\mu) | K(p_K) \rangle$. Under parity it transforms as

$$\langle \pi(p_1)\pi(p_2) | O(x^\mu) | K(p_K) \rangle = \langle \pi(p_1)\pi(p_2) | P^{-1}PO(x^\mu)P^{-1}P | K(p_K) \rangle$$

where $\eta_\pi = \eta_K = -1$ are the intrinsic parities of pion and kaon respectively and $\eta_O$ is to be determined. The matrix element $\langle \pi(p_1)\pi(p_2) | O(x^\mu) | K(p_K) \rangle$ is a Lorentz scalar and the above equation says that under simultaneous exchange of all upper and lower Lorentz indices ($p_1^\mu \leftrightarrow p_{1\mu}$) it picks up a phase ($-\eta_O$). However, there is no way of constructing a Lorentz scalar with a phase $-1$ using only $p_1^\mu, p_2^\mu$ and $p_K^\mu$ (the simplest object with this property is $\epsilon_{\mu\nu\rho\sigma}p_1^\mu p_2^\nu p_3^\rho p_4^\sigma$, which requires four independent four-momenta). The conclusion is that $\eta_O = -1$ and only parity-odd operators contribute to $K \rightarrow \pi\pi$ decays.

### 2.4.1 Dimension-6 operators

Consider a four quark Green function:

$$\langle \bar{s}(p_1)u(p_2)\bar{u}(p_3)d(p_4) \rangle.$$  \hspace{1cm} (2.74)

Various contributions to this diagram are shown in Figs. 2.1, 2.2 and 2.3. The contributions from various diagrams can be replaced in an effective field theory by a four-quark operators explicitly given by:
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Figure 2.2: Lowest order short distance contributions to QCD penguin operators

Figure 2.3: Lowest order short distance contributions to electroweak penguin operators

\[ Q_1 = (\bar{s}_i d_i)_L (\bar{u}_j u_j)_L \]  
\[ Q_2 = (\bar{s}_i d_j)_L (\bar{u}_j u_i)_L \]  
\[ Q_3 = (\bar{s}_i d_i)_L \sum_{q \in \{u,d,s\}} (\bar{q}_j q_j)_L \]  
\[ Q_4 = (\bar{s}_i d_j)_L \sum_{q \in \{u,d,s\}} (\bar{q}_j q_i)_L \]  
\[ Q_5 = (\bar{s}_i d_i)_L \sum_{q \in \{u,d,s\}} (\bar{q}_j q_j)_R \]  
\[ Q_6 = (\bar{s}_i d_j)_L \sum_{q \in \{u,d,s\}} (\bar{q}_j q_i)_R \]  
\[ Q_7 = \frac{3}{2} (\bar{s}_i d_i)_L \sum_{q \in \{u,d,s\}} e_q (\bar{q}_j q_j)_R \]  
\[ Q_8 = \frac{3}{2} (\bar{s}_i d_j)_L \sum_{q \in \{u,d,s\}} e_q (\bar{q}_j q_i)_R \]  
\[ Q_9 = \frac{3}{2} (\bar{s}_i d_i)_L \sum_{q \in \{u,d,s\}} e_q (\bar{q}_j q_j)_L \]  
\[ Q_{10} = \frac{3}{2} (\bar{s}_i d_j)_L \sum_{q \in \{u,d,s\}} e_q (\bar{q}_j q_i)_L \]
In these expressions, lower case Roman letters denote colours, while the spins are contracted within each pair of brackets, which either have the left-chiral structure $(\bar{q}q)_L = \bar{q}\gamma^\mu(1 - \gamma^5)q$ or right-chiral structure $(\bar{q}q)_R = \bar{q}\gamma^\mu(1 + \gamma^5)q$ and the Lorentz indices $\mu$ are contracted between the brackets. For example, the explicit expression for $Q_1$ is $(\bar{s}_i \gamma^\mu(1 - \gamma^5)d_j)(\bar{u}_j \gamma^\mu(1 - \gamma^5)u_j)$. In this basis, operators $Q_1$ and $Q_2$ correspond to the current-current diagrams in Fig. 2.1, operators $Q_3$ to $Q_6$ correspond to the QCD penguin operators in Fig. 2.2 (the structure $\sum_q (\bar{q}q)_V$ with $V=L+R$ mimics the coupling of a gluon to fermions) and operators $Q_7$ to $Q_{10}$ correspond to electroweak penguin operators in Fig. 2.3 ($\sum_q e_\gamma \bar{q}q$ comes from coupling of the photon to external quarks).

Because of the left-left Fierz identity
\[
[q_1 \gamma^\mu(1 - \gamma^5)q_2] [q_3 \gamma^\mu(1 - \gamma^5)q_4] = [\bar{q}_1 \gamma^\mu(1 - \gamma^5)\bar{q}_4] [\bar{q}_3 \gamma^\mu(1 - \gamma^5)\bar{q}_2]
\]
only 7 of these operators will be linearly independent. Indeed, we have:
\[
\begin{align*}
Q_4 &= -Q_1 + Q_2 + Q_3, \\
Q_9 &= \frac{3}{2}Q_1 - \frac{1}{2}Q_3, \\
Q_{10} &= \frac{1}{2}Q_1 + Q_2 - \frac{1}{2}Q_3.
\end{align*}
\]

### 2.4.2 Dimension 6 operators in chiral basis

It is convenient to express the remaining seven dimension-six operators in a basis that transform as irreducible representations of $SU(3)_L \times SU(3)_R$ chiral symmetry group. A generic four quark operator has the form:
\[
O_{AB} = T_{\alpha\beta}^\alpha (\bar{q}^\alpha q_\gamma)_A (\bar{q}^\beta q_\delta)_B
\]
where Greek indices label flavours, $A$ and $B$ label spin structure (either left or right handed current). The colour structure of the operator is irrelevant for the following argument and so the colour indices will be suppressed. The lower indices transform according to $\bar{3}$ (i.e. fundamental) representation of SU(3) while upper indices transform according to $\bar{3}$ (antifundamental) representation.

We need to consider two cases here: LL and LR spin structures (RR is forbidden, since flavour changing is mediated by the W-boson which only couples to left-handed fields; on the other hand LR operators are allowed because of penguin diagrams in Figs. 2.2 and 2.3).

Recall that for SU(N) groups, one can construct a general irreducible representation from the fundamental representation by either symmetrising or antisymmetrising the group indices. For example, if $\phi_\alpha$ and $\chi_\alpha$ both transform under the fundamental representation
of SU(N), then $\phi_\alpha \chi_\beta + \phi_\beta \chi_\alpha$ and $\phi_\alpha \chi_\beta - \phi_\beta \chi_\alpha$ are the irreducible representations of SU(N) with dimensions $N(N+1)/2$ and $N(N-1)/2$ respectively. Similarly, one can create the irreducible representations from fundamental and antifundamental representations by taking either a trace or a traceless combination. For example if $\phi_i$ transforms under the fundamental representation and $\chi_j$ transforms under antifundamental representation, we can have a singlet representation $\chi^i \phi_i$ and an $N^2 - 1$ dimensional representation $\chi^\alpha \phi_\beta - \frac{1}{N} \chi^\gamma \phi_\gamma \delta^\alpha_\beta$.

**Case 1: LR operator**

By using

$$3 \otimes \bar{3} = 8 \oplus 1$$

(2.90)

This means that the two possibilities for $\Delta S = 1$ LR operators are $(8,1)$ and $(8,8)$. Again, left handed singlets are forbidden, since they cannot contribute to flavour changing processes. We can write them explicitly by taking a trace and traceless component of the right handed current:

$$Q^{(8,1)}_{LR \alpha} = (\bar{s}q_\alpha)_L \sum_\delta (\bar{q}\delta q_\delta)_R$$

(2.91)

$$Q^{(8,8)}_{LR \alpha \gamma} = (\bar{s}q_\alpha)_L \left( (\bar{q}^{\beta} q_\gamma)_R - \frac{1}{3} \delta^{\beta}_{\gamma} \sum_\delta (\bar{q}\delta q_\delta)_R \right)$$

(2.92)

From here one can immediately identify that $Q_5$ and $Q_6$ operators are in the $(8,1)$ representation while $Q_7$ and $Q_8$ operators are in the $(8,8)$ representation. It should be noted that the $(8,1)$ operators can only contribute to $\Delta I = 1/2$ channel (since the only non-singlet contribution to the isospin comes from a single light quark, meaning these operators transform as isospin doublets). $(8,8)$ operators contribute to both kaon decay channels.

**Case 2: LL operator**

The LL case is significantly more complicated. The irreducible representations can be obtained by (anti)symmetrising the upper/lower indices and taking traces/traceless components between upper and lower indices of tensor $T$ in equation 2.89. Noting that $T$ is symmetric under simultaneous exchange of $\alpha \leftrightarrow \beta$ and $\gamma \leftrightarrow \delta$ it is clear that we either need to simultaneously symmetrise or antisymmetrise upper and lower indices. Furthermore, the singlet representations can again be ignored by flavour changing argument. Note that completely antisymmetric representation can be rewritten in terms of a two-index tensor using:

$$T^{[\alpha \beta]}_{[\gamma \delta]} = \epsilon_{\gamma \delta \zeta} \epsilon^{\alpha \beta \eta} T^{\zeta}_{\eta}$$

(2.93)

and, as argued above, a tensor with one lower and one upper index can be in either a singlet or an octet representation. This leaves the following representations:
In this equation ‘ perm’ refers to other permutations of indices $\alpha \leftrightarrow \beta$ and $\gamma \leftrightarrow \delta$. The factors of $1/5$ and $1/20$ are chosen so that traces over all pairs of upper and lower indices vanish (in 3 flavour theory).

The operator we are interested in contains $(\bar{s}d)_L(\bar{u}u)_L$ and thus the above expression simplifies to:

$$O^{(27,1)} = 2(\bar{s}d)_L(\bar{u}u)_L + 2(\bar{s}u)_L(\bar{u}d)_L - (\bar{s}d)_L(\bar{d}d)_L - (\bar{s}d)_L(\bar{ss})_L$$

(2.95)

– Symmetric one trace - $(8,1)_S$

The only operator of this form containing $\bar{s}d$ is:

$$O^{(8,1)}_S = (\bar{s}d)(\bar{u}u) + (\bar{s}u)(\bar{u}d) + 2(\bar{s}d)(\bar{d}d) + 2(\bar{s}d)(\bar{ss})$$

(2.96)

– Antisymmetric one trace $(8,1)_A$ This operator takes the form:

$$O^{(8,1)}_A = (\bar{s}d)(\bar{u}u) - (\bar{s}u)(\bar{u}d)$$

(2.97)

A generic left-left $(8,1)$ operator can be any linear combination of $Q^{(8,1)}_S$ and $Q^{(8,1)}_A$.

The complete set of seven linearly-independent operators in the chiral basis is then:

$$Q'_1 = 3Q_1 + 2Q_2 - Q_3$$

(2.98)

$$Q'_2 = \frac{1}{5}(2Q_1 - 2Q_2 + Q_3)$$

(2.99)

$$Q'_3 = \frac{1}{5}(-3Q_1 + 3Q_2 + Q_3)$$

(2.100)

$$Q'_{5/6/7/8} = Q_{5/6/7/8}$$

(2.101)

It is worth noting that all $(8,1)$ operators are isospin doublets. This can be seen easily by noting that $\bar{s}d$ is an isospin doublet and the remaining part of each $(8,1)$ operator is an isospin singlet (which should be obvious given that it is a singlet of chiral symmetry group of which isospin is a subgroup). This means that $(8,1)$ operators can only change the isospin by 1/2.

In the $\Delta I = 3/2$ decay only $(27,1)$ and two $(8,8)$ operators contribute and because $(27,1)$ is left-left and $(8,8)$ are left-right operators, they will be automatically in the chiral basis,
without the need to invoke Eqs. (2.99)-(2.101). Explicitly, the operators are given by:

\[
Q^{\Delta I=3/2}_{(27,1)} = (\bar{s}_id_i)_L(\bar{u}_ju_j - \bar{d}_jd_j)_L + (\bar{s}_iu_i)_L(\bar{u}_jd_j)_L, \\
Q^{\Delta I=3/2}_{(8,8)} = (\bar{s}_i d_i)_L(\bar{u}_ju_j - \bar{d}_jd_j)_R + (\bar{s}_i u_i)_L(\bar{u}_jd_j)_R, \\
Q^{\Delta I=3/2}_{(8,8)_{mx}} = (\bar{s}_i d_j)_L(\bar{u}_ju_i - \bar{d}_jd_i)_R + (\bar{s}_i u_j)_L(\bar{u}_jd_i)_R.
\]

This is the operator basis which we used for \(\Delta I = 3/2\) operators. It is related to the chiral basis (which was used for all \(\Delta I = 1/2\) calculations) by the relations

\[
Q^{\Delta I=3/2}_{(27,1)} = \frac{3}{5}Q'_1, \\
Q^{\Delta I=3/2}_{(8,8)} = 2Q'_7, \\
Q^{\Delta I=3/2}_{(8,8)_{mx}} = 2Q'_8.
\]

### 2.4.3 Renormalisation

Loop integrals that arise in quantum field theory are often divergent. On the other hand, Green functions (which are related to scattering matrix elements) must be finite. This can be achieved by choosing parameters in the Lagrangian to be infinite in such a way that the divergences cancel with the divergences coming from loop diagrams. The procedure that achieves this is renormalisation. It consists of two steps:

- **Regularisation** - a procedure which introduces a regulator, which makes the loop integrals convergent. Examples of regulators which are used here are the lattice spacing and \(\epsilon\) in dimensional regularisation.

- **Subtraction** - regulated Green functions will contain a piece which depends on the cutoff (and is divergent as the cutoff is removed) and a finite piece. It is clear that the divergent piece must be removed, but this procedure is not unique - any part of finite piece can be removed as well. Two common subtraction prescriptions are the minimal subtraction scheme which just removes the divergent piece, and the on-shell subtraction scheme, where the subtraction is defined by demanding that the Green function satisfies a given condition.
2.4.3.1 Renormalisation of QCD

As an example of the above procedure, consider the QCD Lagrangian, Eq. 2.32. We can rewrite it in terms of renormalised quantities:

\begin{align}
    m_0 &= Z_m m_R \\
    \bar{\psi}_0 &= \sqrt{Z_q} \psi_R \\
    A^\mu_0 &= \sqrt{Z_A} A^\mu_R \\
    g_0 &= Z_g g_R \mu^\epsilon
\end{align}

where the factor \( \mu^\epsilon \) arises in dimensional regularisation and is needed to correct the mass dimension of the interaction term.

Then the QCD Lagrangian can be written as:

\[ \mathcal{L} = \mathcal{L}_R + \mathcal{L}_{ct} \]

The counterterm Lagrangian, \( \mathcal{L}_{ct} \), contains additional interactions, which depend on renormalisation constants \( Z \).

I will now illustrate this approach by considering the renormalisation of the strong coupling constant \( g \). Consider the three-point amputated Green’s function

\[ \langle \bar{\psi}_R \psi_R A^\mu_R \rangle_{\text{amp}} = \int D\phi_i \bar{\psi}_R \psi_R A^\mu_R e^{i \int d^4x \mathcal{L}_R + \mathcal{L}_{ct}} \]

where 'amp' denotes removing the external propagators. For example, the tree-level formula for this Green function, which arises from \( \bar{\psi}_R \gamma_\mu A^\mu_R \lambda^a / 2 \psi \) in the renormalised Lagrangian would be

\[ \langle \bar{\psi}_R \psi_R A^\mu_R \rangle_{\text{tree}} = \gamma_\mu \lambda^a / 2. \]

The counterterm depends on the renormalisation constants, which are chosen such that the counterterm cancels the divergence arising from loops in the renormalised Lagrangian. This fixes the value of the product \( Z_q Z_g \sqrt{Z_A} \). To extract \( Z_g \), we can calculate \( Z_q \) and \( Z_A \) from quark and gluon two-point functions respectively.

Taking the derivative of Eq. (2.111) with respect to \( \ln \mu \) gives

\[ \beta(\mu) = -\frac{1}{Z_g} \frac{\partial Z_g}{\partial \ln \mu} g_R - c g_R \]

where the \( \beta(\mu) \) function is defined by

\[ \beta(\mu) \equiv \frac{\partial g_R}{\partial \ln \mu}. \]
The $\beta$ function can be calculated in perturbation theory and the renormalised coupling can be obtained by integrating the above equation. The advantage of this approach is that it results in summation of logarithmic contributions to the coupling constant.

I will now describe the procedure of obtaining the renormalised coupling at a given scale $\mu$. The value of the coupling constant at the scale of the $Z$-boson mass in the $\overline{MS}$ scheme has been determined using experimental and lattice input to be $\alpha(m_Z) = 0.1185(6)$ [16]. We then use the 5-flavour running to go down to the $b$-quark scale, then $c$-quark scale and finally to the desired scale $\mu$ applying threshold corrections at each quark mass scale. The threshold corrections are calculated by comparing $Z_g(\mu)$ in $(n+1)$-flavour theory with $Z_g(\mu)$ in $n$-flavour theory. These will differ, as the former will contain more quark loops, the divergent parts of which will have to be absorbed by $Z_g$. An example of such a loop is shown in Fig. 2.4.

Following this procedure we find the value of $\alpha_s$ at 3 GeV in a three-flavour theory to be

$$\alpha_s(3 \text{ GeV}) = 0.24544.$$  \hfill (2.117)

### 2.4.3.2 Renormalisation of four-fermion operators

If we add the electroweak sector to the above considerations in the form of Fermi effective theory, we will find that the conditions (2.108)-(2.111) are no longer sufficient to renormalise the theory. To see this, consider the contribution to the four-point Green function shown in figure 2.5. Explicitly, they can be written as
where \( \bar{\psi}\bar{\psi}\psi\psi \) are four fields corresponding to external legs of an unamputated Green’s function, which in our case will consist of one strange antiquark field and three light (up or down) quark fields. I introduced a shorthand notation \( G_4[H_W] \) for future convenience.

The diagram in the full theory (left) is convergent (counting powers of loop momentum gives \( d^4p \) from the loop itself, \( 1/p \) for each internal fermion line and \( 1/p^2 \) for each internal boson line so it behaves like \( \int \frac{d^4p}{p^6} \)), while the corresponding diagram in the effective theory is logarithmically divergent (goes like \( \int \frac{d^4p}{p^4} \)). The additional divergence can only be absorbed by the coefficients in multiplying the operators, so we have:

\[
G_4[H_W] = \sum_i C_i(\mu)G_4[O_i(\mu)].
\] (2.122)

The coefficients \( C_i \) are called Wilson coefficients and depend on both the renormalisation scheme and scale. The index \( i \) runs over all relevant operators in the theory. If we are considering transitions that change isospin by \( 3/2 \) there are 3 such operators: one \( (27,1) \) and two \( (8,8) \). Transitions that change the isospin by \( 1/2 \) have the index \( i \) running over 7 operators: one \( (27,1) \), four \( (8,1) \) and two \( (8,8) \).

The operator (or equivalently Wilson coefficient) renormalisation works just like renormalisation in full theory, i.e. define the renormalised Wilson coefficient in terms of the bare one in the effective Hamiltonian as

\[
C_i^0 = C_j(\mu)Z_{ji}(\mu),
\] (2.123)

so the effective Hamiltonian can be written as

\[
H_{eff} = C_i^0O_i^0 = C_i(\mu)O_i + (Z_{ji}(\mu)Z_q^2 - \delta_{ij})O_j,
\] (2.124)

where \( Z_q \) factors come from renormalisation of quark fields in the four-quark operator. The second term is the counterterm, which is later tuned to remove the divergences from Green functions. Then the renormalisation matrix can be absorbed into the amputated Green function

\[
G_4[H_W] = \sum_i C_i^0G_4[O_i^0] = \sum_{i,j} C_j(\mu) Z_{ji}(\mu) Z_q^2 G_4[O_j^0].
\] (2.125)
This is equivalent to the operator renormalisation

\[ O_i = Z_{ij}(\mu)O_{ij}^0. \]  

(2.126)

The additional factor of \( Z_q^2 \) comes from the fact that we’re considering the amputated Green functions.

Note that in general operators will mix under renormalisation. This can be seen most easily by considering the diagrams in Figs. 2.7, 2.8. The gluon exchange diagram in Fig. 2.7 will mix colour unmixed and colour mixed operators \( \bar{q}_i \Gamma q_j \leftrightarrow \bar{q}_j \Gamma q_i \). This is because the additional gluon line will introduce a factor

\[ T_{ij} T_{kl} = -\frac{1}{2N} \delta_{ij} \delta_{kl} + \frac{1}{2} \delta_{ik} \delta_{jl}. \]

The first term of this expression preserves the colour structure, but the second one does not. This introduces mixings between operators \( Q_{2n-1} \) and \( O_{2n} \) in the original ten operator basis (2.75-2.84).

A different mixing is introduced by QCD penguin diagrams (also called ‘eye’ diagrams in the literature) as shown in Fig. 2.8. These diagrams will have the flavour structure \( \bar{s} \gamma^\mu (1-\gamma^5)d \sum_{q\in u,d,s} \bar{q}_i \gamma_\mu q_j \), which will mix any operator with \( Q_3 \) to \( Q_6 \) in the ten-operator basis (or equivalently with (8,8) operators in the chiral basis).

If we assume chiral symmetry then the basis of seven linearly independent dimension-six operators in Eq. (2.99)-(2.101) is complete - no new operators will arise as a result of renormalisation procedure. To see this, first consider the symmetry which combines CP with simultaneous exchange of \( d \) and \( s \) flavours (CPS symmetry). This is a symmetry of the QCD Lagrangian and hence it will forbid mixings between operators with different CPS parity. All six-fermion operators considered so far have CPS= +1. This puts a strong constraint on the operator mixing. Other operators that we may have to consider are:

1. dim-6 pseudoscalar-scalar operators of the form

\[ (\bar{s}d)(\bar{d} - \bar{s}s)_{P \pm S} = (\bar{s}d)_{P}(\bar{d} - \bar{s}s)_{S} \pm (\bar{s}d)_{S}(\bar{d} - \bar{s}s)_{P} \]  

(2.127)

where

\[ (\bar{q}_1 q_2)_{S} = \bar{q}_1 q_2, \]  

(2.128)

\[ (\bar{q}_1 q_2)_{P} = \bar{q}_1 \gamma^5 q_2. \]  

(2.129)

2. dim-5 operators (dim-6 including the mass factor) of the form

\[ O_1 \equiv (m_s - m_d)\bar{s} \sigma^{\mu\nu} F_{\mu\nu}(1-\gamma^5)d \]  

(2.130)

\[ O_2 \equiv (m_s - m_d)\bar{s} \sigma^{\mu\nu} G^{\mu\nu}_a T^a_a(1-\gamma^5)d \]  

(2.131)
3. dim-3 (dim-4 including mass factor) operator

\[ O_P \equiv (m_s - m_d)\bar{s}\gamma^5d \]  

(2.132)

I will now argue that given chiral symmetry none of these operators can contribute to the weak Hamiltonian.

1. (a) PS+SP These operators arise as a parity odd component of \((\bar{s}_Ld_R)(\bar{s}_Ls_R - \bar{d}_Ld_R)\) (or a similar operator with \(L \leftrightarrow R\)). In the chiral limit, such an operator cannot be constructed in the Standard Model and therefore will not contribute to the operator product expansion. In practice we do not have an exact chiral symmetry, but chiral symmetry breaking effects will have an additional mass dependence. Because construction of these operators requires two mass insertions, the chiral symmetry breaking term will appear as a dimension-8 operator and can be neglected for our purposes.

(b) PS-SP These operators can be related to VA-AV operators by Fierz identity \[17].

\[
(\bar{q}_1i\gamma^\mu q_2)(\bar{q}_3j\gamma^\nu q_4)_{PS-SP} = \frac{1}{2}(\bar{q}_1i\gamma^\nu q_2)(\bar{q}_3j\gamma^\mu q_4)_{AV-VA}.
\]  

(2.133)

Because VA-AV operators are already included in the analysis, adding PS-SP operators will not add any new information to the theory.

2. In principle the dim-5 electromagnetic and chromomagnetic penguin operators should be included, however their Wilson coefficients are known to be small (proportional to \(m_2^2/m_K^2\) in chiral perturbation theory) \[18\] and as a first approximation can be neglected.

3. The dim-3 operator can arise from the diagram shown in figure 2.6. The function of the additional \(\bar{s}\gamma^5d\) operator is to act as a counterterm for the quadratic divergence in these diagrams. It is useful to notice that the operator \(\bar{s}\gamma^5d\) satisfies the partially-conserved axial current (PCAC) relation

\[
\partial_\mu (\bar{s}\gamma_\mu\gamma^5d) = (m_s + m_d)\bar{s}\gamma^5d
\]  

(2.134)

and is therefore proportional to a total derivative.
As a consequence, any on-shell matrix element of this operator must vanish because

$$\langle f | \partial_\mu O^\mu(x) | i \rangle = \partial_\mu \langle f | e^{iP^\nu x^\nu}O e^{-iP^\nu x^\nu} | i \rangle$$  \hspace{1cm} (2.135)

$$= i(p_f - p_i)_\mu \langle f | O | i \rangle e^{i(p_f - p_i)^\nu x^\nu}$$  \hspace{1cm} (2.136)

where $P^\mu$ is the four-momentum operator. Because on-shell matrix elements conserve energy and momentum, this additional contribution will vanish identically. This statement does not hold on the lattice, as will be discussed in section 4.14.2.

### 2.4.3.3 Dimension-6 operators without chiral symmetry

It is interesting to note that even without full chiral symmetry, if the flavour $SU(3)_V$ symmetry is present the parity-odd four-fermion operators exhibit the same mixing pattern as in the case where the chiral symmetry is present. This was pointed out in [19] and their discussion is summarised in the remainder of this section.

The proof is split in two parts corresponding to two types of diagrams that enter the renormalisation procedure: gluon exchange diagrams (see Fig. 2.7) and penguin diagrams (Fig. 2.8).

For the choice of operators, most of the discussion from the previous section applies, however without chiral symmetry we need to include the PS+SP operators:

$$O_X = (\bar{s}_i d_i)(\bar{d}_j d_j - \bar{s}_j s_j)_{PS+SP}$$  \hspace{1cm} (2.137)

$$O_Y = (\bar{s}_i d_j)(\bar{d}_j d_i - \bar{s}_j s_i)_{PS+SP}.$$  \hspace{1cm} (2.138)
Gluon-exchange diagrams In $SU(3)_V$ limit, the $u$, $d$ and $s$ quarks all have the same masses, which means that the gluon exchange diagrams will all contribute the same way regardless of the flavours of the external quark lines. This allows us to use a clever trick by [20], which is to work in a four-flavour theory with flavours labelled $\psi_1, \psi_2, \psi_3, \psi_4$, which has the following symmetries:

$$S' \quad \psi_1 \leftrightarrow \psi_2, \quad \psi_3 \leftrightarrow \psi_4$$

$$S'' \quad \psi_1 \leftrightarrow \psi_4, \quad \psi_2 \leftrightarrow \psi_3$$

The four-fermion operators of the form $(\bar{\psi}_1 \psi_2)(\bar{\psi}_3 \psi_4)$ have the following transformation properties under CPS' and CPS'':

<table>
<thead>
<tr>
<th></th>
<th>CPS'</th>
<th>CPS''</th>
</tr>
</thead>
<tbody>
<tr>
<td>$VA+AV$</td>
<td>+1</td>
<td>+1</td>
</tr>
<tr>
<td>$VA-AV$</td>
<td>+1</td>
<td>-1</td>
</tr>
<tr>
<td>$PS+SP$</td>
<td>-1</td>
<td>-1</td>
</tr>
</tbody>
</table>

This means that these 3 types of operators cannot mix under renormalisation. Because gluon exchange diagrams are flavour-blind, the same conclusion will hold for any choice of flavours.

Consider an $(8,8)$ operator, which is a LR operator, with parity-odd component $VA-AV$. The above considerations forbid mixings to LL (parity-odd component $VA+AV$) operators $(27,1)$ and $(8,1)_{LL}$, but leave the possibility of mixing with $(8,1)_{LR}$. However, these two types of operators have different flavour structure - see Eq. (2.101) and (2.75-2.84).
Because gluon exchange diagrams preserve flavours, they won’t mix the above two operators. As a consequence, there is no mixing between (8,8) operators and any other operators.

This leaves the mixing (27,1) and (8,1) operators. These operators transform as 27 and 8 representations of \( SU(3)_V \) respectively, and since \( SU(3)_V \) is an approximate symmetry broken by terms of order \( m_s - m_d \), we conclude that there is no mixing between these operators at dimension 6.

To conclude, gluon exchange diagrams won’t induce mixings between any of the four types of operators: (27,1), (8,1)\(_{LL}\), (8,1)\(_{LR}\), (8,8).

**Penguin diagrams** We can’t use the CPS’ and CPS” trick here, because we need to work in a 3-flavour theory (u,d and s quarks going in a loop). Penguin operators can, in principle, mix any operator with an (8,1) operator. There are two types of penguin diagrams shown in figure 2.8.

- Fig. 2.8 (left) diagram In the (8,8) operator case, the self contraction gives (in terms of propagators) 2U-D-S, which in the isospin limit reduces to D-S. Similarly, the \( Q_{X,Y} \) operators are proportional to D-S.

- Fig. 2.8 (right) diagram Here we use the fact that the (8,8) operator has a LR structure, so its parity-odd component has the VA-AV chiral structure. In the following I will label the penguin contractions \( P_{d/s}^{d/s} \_{VA/AV} \), where the superscript denotes the quark going inside the loop and the chiral structure is defined such that the first label is the coupling to the external strange quark and the second is to the external down quark.

For example the contribution from \((\bar{s}d)_V(\bar{d}d)_A\) is \( P_{VA}^d \) and the contribution from \((\bar{s}d)_V(\bar{s}d)_A\) is \( P_{AV}^s \). The contractions to the VA operator give \( P_{VA}^d + P_{AV}^s \), while the contractions to the AV operator give \( P_{VA}^d + P_{AV}^s \). The contribution to the full operator is then \( P_{VA}^d - P_{VA}^s + P_{AV}^s - P_{AV}^d \). Similarly, the PS+SP operator is proportional to \( P_{SP}^d - P_{SP}^s - P_{PS}^s + P_{PS}^d \).

In both cases the penguin contractions are proportional to the difference between s and d penguins, which means that the mixing with (8,1) operators must be proportional to \( m_s - m_d \), resulting in a scale suppression. The above argument forbids mixing between (8,1) and (8,8) and \( Q_{X/Y} \) operators. The mixing of (27,1) and (8,8) operators is again suppressed by \( SU(3)_V \) symmetry, just like in the case of gluon exchange diagrams.

The above arguments show that the mixing pattern of dimension-6 operators is the same with \( SU(3)_V \) symmetry as with the full chiral symmetry. Before we mark chiral symmetry as redundant, it is worth noting that it prevents mixings at dimension 7, arising
both from \((m_s - m_d)\) times the dimension-6 operator terms mentioned above as well as additional dimension-7 operators such as \((\bar{s}(1 - \gamma^5)d)(\bar{q}\gamma(1 - \gamma^5)q)\) (these operators can have \((15, \bar{3}), (\bar{6}, 3)\) or \((3, \bar{3})\) chiral structure). The magnitude of these higher-order effects (and in lattice calculations their effect on scaling) is currently unknown.

### 2.4.3.4 Calculation of Wilson coefficients

All the discussion so far has been valid for three-flavour theory. The calculation of Wilson coefficient will depend on running from \(m_W\) scale down to the charm quark scale, which will depend on 5- and 4-flavour theories as well. There are three main differences with respect to three-flavour theory:

- All the flavour sums in Eq. (2.75)-(2.84) run over all available flavours: \(u, d, s, c, b\) in 5-flavour and \(u, d, s, c\) in 4-flavour theory.
- There are two additional operators:
  \[
  Q_1^c = (\bar{s}_i d_j)_L(\bar{c}_j c_i)_L, \tag{2.139}
  \]
  \[
  Q_2^c = (\bar{s}_i d_j)_L(\bar{c}_j c_i)_L. \tag{2.140}
  \]
- There are no penguin contributions proportional to \(V_{us}^* V_{ud}\) due to GIM mechanism.

GIM cancellation in this case works as follows. From the unitarity of CKM-matrix we have \(V_{us}^* V_{ud} = \delta_{sd} = 0\). Then, labelling the penguin diagrams with quark \(q\) inside the loop by \(P_q\) we can conclude that the penguin diagram contribution to any Green’s function will be proportional to

\[
\sum_i V_{is}^* V_{id} P_i = V_{us}^* V_{ud}(P_u - P_c) + V_{ts}^* V_{td}(P_t - P_c). \tag{2.141}
\]

The \(V_{us}^* V_{ud}\) coefficient is proportional to the difference of charm and up penguin diagrams. If up and charm quarks were both massless, the difference would be zero. At the scale \(\mu = m_W\) the up and charm quark masses are small and we can think of up and charm penguins as a massless quark penguins with two mass term insertions (we require two insertions because the mass term changes chirality and the W boson only couples to left-handed fields). The difference \(P_u - P_c\) at \(m_W\) scale is therefore proportional to \((m_c - m_u)^2/m_W^2\), which we can neglect in our approach, because we’re only expanding up to order \(1/m_W\). Furthermore, working in a massless renormalisation scheme (see below) the renormalisation group running will preserve this difference for all scales all the way down to \(\mu = m_c\), at which point threshold corrections will re-introduce the penguin diagrams.
We can calculate the (renormalised) Wilson coefficients as well as the renormalisation matrices $Z_{ij}(\mu)$ at $\mu = m_W$ scale by calculating amputated Green functions both in full QCD theory and in the effective five-flavour theory and comparing the results:

$$\langle O \rangle_{\text{full}} = \langle O \rangle_{\text{eff}}^{(5)} ,$$  \hfill (2.142)

where the angle brackets denote the amputated Green functions:

$$\langle O \rangle_{\text{full/eff}} = \int D\phi_i O e^{iS_{\text{full/eff}}}_{\text{amp}},$$  \hfill (2.143)

where the integral runs over all the fields in the theory. This must be true for any operator $O$.

Just like in the case of the running coupling, Wilson coefficients will contain terms of the form $\ln (\mu/m_W)$, which become large when the difference in scales $m_W - \mu$ becomes large and have to be resummed as before. Acting with $\frac{d}{d\mu}$ on both sides of Eq. (2.123) gives

$$0 = \frac{dC_i}{d\mu} Z_{ji} + C_j \frac{dZ_{ji}}{d\mu}.$$  \hfill (2.144)

Defining the anomalous dimension matrix $\gamma$ as

$$\gamma_{ij} = \frac{dZ_{ik}}{d\log \mu} Z^{-1}_{kj}$$  \hfill (2.145)

gives

$$\frac{dC_i}{d\log \mu} = - C_j \gamma_{ji}.$$  \hfill (2.146)

This expression can be integrated using Dyson’s formula:

$$U(\mu_f, \mu_i) = T^\mu_f \int \phi^{\mu_f}_{\mu_i} d\ln \mu \gamma(\mu)$$  \hfill (2.147)
$$= T^g \int \phi^{g(\mu_f)} \phi_{g(\mu_i)} d\mu \gamma(\mu)$$  \hfill (2.148)

In a mass-independent renormalisation scheme the coefficients $Z_{ij}$ do not depend on mass and therefore the anomalous dimension matrices (and hence the running) will not depend on quark masses either. This means that we have the same running for operators proportional to $V_{us}^* V_{ud}$ as for the operators proportional to $V_{ts}^* V_{td}$. Another advantage of mass-independent schemes is that because the anomalous dimension matrices do not depend on masses, they must be identical to the anomalous dimension matrices in a massless theory. In a massless theory the chiral symmetry is exact, which means that the anomalous dimension matrices (and hence operator mixing) will preserve exact chiral symmetry, even though it is only an approximate symmetry of the Lagrangian. This argument does not apply to threshold corrections however, which can re-introduce the mass dependence.
Because $\overline{MS}$ scheme does not satisfy the decoupling theorem, we need to apply threshold corrections by hand. This is done by comparing Green functions in n-flavour theory with the ones in $(n+1)$-flavour theory

$$\langle O \rangle_{\text{eff}}^{(n)} = \langle O \rangle_{\text{eff}}^{(n+1)} ,$$

which can be done because the Wilson coefficients in $(n+1)$-flavour theory are known from the running. An example of diagrams which need to be integrated for threshold matching are shown in figure 2.9.

Above the charm scale it is convenient exploit the GIM mechanism by parametrising the weak Hamiltonian in the following way:

$$H_W = \frac{G_F}{\sqrt{2}} V_{us}^* V_{ud} \left( (1 - \tau) \sum_{i=1,2} z_i(\mu)(O_i - O_i^c) + \tau \sum_{i=1}^{10} v_i(\mu)O_i \right)$$  

with $\tau \equiv -V_{ts}^* V_{td}/V_{us}^* V_{ud}$ and operators defined in Eqs. (2.75) - (2.84) and (2.139) - (2.140). The coefficient proportional to $V_{cs}^* V_{cd}$ does not appear because of the CKM matrix unitarity relation:

$$V_{us}^* V_{ud} + V_{cs}^* V_{cd} + V_{ts}^* V_{td} = 0.$$  

The first sum runs only over the current-current operators due to GIM suppression. Matching to three-flavour theory reintroduces the penguin diagrams via processes with charm quark loop in figure 2.9. In a three-flavour theory the weak Hamiltonian is instead parametrised as:

$$H_W = \frac{G_F}{\sqrt{2}} V_{us}^* V_{ud} \left( \sum_{i=1}^{10} (z_i(\mu) + \tau y_i(\mu))O_i \right)$$
Table 2.2: Wilson coefficients at 3 GeV in $\overline{\text{MS}}$ scheme calculated at leading (LO) and next-to-leading (NLO) order in $\alpha_s$ and $\alpha$.

<table>
<thead>
<tr>
<th>$z_i$</th>
<th>3 GeV LO</th>
<th>3 GeV NLO</th>
<th>$y_i$</th>
<th>3 GeV LO</th>
<th>3 GeV NLO</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.391608</td>
<td>-0.241415</td>
<td>1</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>1.19262</td>
<td>1.11228</td>
<td>2</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>-0.00590226</td>
<td>-0.00392423</td>
<td>3</td>
<td>0.0245797</td>
<td>0.0211096</td>
</tr>
<tr>
<td>4</td>
<td>0.0227256</td>
<td>0.0169695</td>
<td>4</td>
<td>-0.0592354</td>
<td>-0.0558734</td>
</tr>
<tr>
<td>5</td>
<td>-0.00818322</td>
<td>-0.00349963</td>
<td>5</td>
<td>0.0180197</td>
<td>0.0117843</td>
</tr>
<tr>
<td>6</td>
<td>0.0199481</td>
<td>0.0120747</td>
<td>6</td>
<td>-0.0698914</td>
<td>-0.0610235</td>
</tr>
<tr>
<td>7</td>
<td>-0.0000852011</td>
<td>0.0000940198</td>
<td>7</td>
<td>0.000405289</td>
<td>-0.000161911</td>
</tr>
<tr>
<td>8</td>
<td>0.000020126</td>
<td>-0.000104478</td>
<td>8</td>
<td>0.000489482</td>
<td>0.000652032</td>
</tr>
<tr>
<td>9</td>
<td>-0.0000708857</td>
<td>0.0000275290</td>
<td>9</td>
<td>-0.0103101</td>
<td>-0.0103828</td>
</tr>
<tr>
<td>10</td>
<td>-0.0000233252</td>
<td>0.0000798557</td>
<td>10</td>
<td>0.00327317</td>
<td>0.00243775</td>
</tr>
</tbody>
</table>

with

$$y_i(m_c) = v_i(m_c) - z_i(m_c). \quad (2.153)$$

As a final step, we can calculate the running in a three-flavour theory up to a desired scale.

The anomalous dimension matrices (including QED corrections) as well as the threshold matching matrices are given in [21].

Wilson coefficients calculated by running down to 3 GeV using LO and NLO running are shown in table 2.2.

## 2.5 Chiral perturbation theory

A popular way of studying low energy QCD is by means of chiral perturbation theory (ChPT). In this approach the spontaneous breaking of flavour $SU(N_f)$ axial symmetry by the chiral condensate, which gives rise to $N_f^2 - 1$ Goldstone bosons, which are treated as fundamental degrees of freedom. Chiral perturbation theory can be done either for $N_f = 2$ flavours, in which case the theory describes pions, or $N_f = 3$ flavours, in which case the Goldstone bosons are 3 pions, 4 kaons and an eta meson.

The importance of chiral perturbation theory for this project is twofold:

1. It is used for a (short) chiral extrapolation to correct for the differences in observables arising from small differences in physical and simulated meson masses. See section 5.6.1.

2. It is used to evaluate the magnitude of finite volume effects - see section 4.12.
Specifically, the theory is formulated in terms of \( SU(N_f) \) fields \( \Sigma(x) \), which transform under \( SU(N_f)_L \times SU(N_f)_R \) as

\[
\Sigma(x) \rightarrow U_L \Sigma(x) U_R^\dagger.
\]  

(2.154)

Furthermore, \( \Sigma(x) \) can be written in terms of elementary (Goldstone boson) fields as

\[
\Sigma(x) = e^{\frac{2i\sum_{a=1}^{N_f^2-1} \phi^a T_a^a}{f_0}} \tag{2.155}
\]

where \( T_a \) are the generators of \( SU(N_f) \) and \( f_0 \) is a constant, which turns out to be the tree-level approximation of the pion decay constant. For example, taking \( N_f = 3 \) we have

\[
\sum_{a=1}^{8} \phi^a \lambda^a = \begin{pmatrix}
\pi^0 + \frac{1}{\sqrt{3}} \eta & \sqrt{2} \pi^+ & \sqrt{2} K^+ \\
\sqrt{2} \pi^- & -\pi^0 + \frac{1}{\sqrt{3}} \eta & \sqrt{2} K^0 \\
\sqrt{2} K^- & \sqrt{2} K^0 & -\frac{2}{\sqrt{3}} \eta
\end{pmatrix} \tag{2.156}
\]

where \( \lambda^a \) are the Gell-Mann matrices, which are the generators of the fundamental representation of \( SU(3) \).

Chiral symmetry forbids quark masses, but the chiral symmetry breaking effects due to the mass terms can be included by using the following trick. First, note that in the QCD Lagrangian the mass term has the form \( \bar{\psi} M \psi \), where \( \psi = (u \ d \ s)^T \) and \( M = \text{diag}(m_u, m_d, m_s) \). This term is not invariant under chiral transformations, but if we upgrade \( M \) to a field \( \chi \) (‘spurion’), which transforms as \( \chi \rightarrow U_L \chi U_R^\dagger \) then the term would be invariant. In a similar way, we can use \( \chi \) in the effective field theory to construct all possible terms which are invariant under chiral symmetry and replace them with \( M \) matrices later.

The leading order \( (O(p^2)) \) ChPT Lagrangian can then be written as:

\[
\mathcal{L}^{(0)} = \frac{f_0^2}{8} \text{Tr} \left( \partial_\mu \Sigma^\dagger \partial^\mu \Sigma \right) + \frac{B_0 f_0^2}{4} \text{Tr} \left( \chi^\dagger \Sigma + \Sigma^\dagger \chi \right). \tag{2.157}
\]

To study \( K \rightarrow \pi \pi \) transitions, we need to add operators corresponding to \( \Delta S = 1 \) transitions. As we have seen in section 2.4.2, such operators can be in a \((27,1)\), \((8,1)\) or \((8,8)\) representation of \( SU(3)_L \times SU(3)_R \). In ChPT the \( O(p^2) \) contributions to the Lagrangian coming from these operators are ([22], [23]):

\[
\mathcal{L}_{(27,1)} = \alpha_{27} \text{Tr} \left( \Sigma \partial_\mu \Sigma^\dagger \partial^\mu \Sigma \right) + h.c. \tag{2.158}
\]

\[
\mathcal{L}_{(8,1)} = \alpha_1 \text{Tr} \left( \lambda_6 \partial_\mu \Sigma \partial^\mu \Sigma^\dagger \right) + \alpha_2 B_0 \text{Tr} \left( \lambda_6 (\chi \Sigma^\dagger + \Sigma^\dagger \chi) \right) \tag{2.159}
\]

\[
\mathcal{L}_{(8,8)} = \alpha_{88} \text{Tr} \left( \lambda_6 \Sigma Q \Sigma^\dagger \right) \tag{2.160}
\]
where \( t_{kl} \) is a completely symmetric and traceless tensor with \( t_{12}^{12} = 1, t_{22}^{22} = 1/2 \) and \( t_{32}^{32} = -3/2 \), \( Q = \text{diag}(2/3, -1/3, -1/3) \) and \( \lambda_6 \) (not to be confused with the Gell-Mann matrix \( \lambda^6 \)) is given by \( (\lambda_6)_{ij} = \delta_{i3} \delta_{j2} \). The matrix \( \lambda_6 \) was introduced because we are interested in \( \Delta S = 1 \) transitions. It can be easily verified that (8,1) and (8,8) operators transform in the desired way by recalling the discussion in section 2.4.2 and noting that \( Q \) and \( \lambda_6 \) are traceless. Similarly the (27,1) operators transform as desired, because the \( t^{ij}_{kl} \) tensor is symmetric and traceless.

This Lagrangian can be used to derive the \( K \rightarrow \pi \pi \) matrix elements. For the \( \Delta I = 3/2 \) transitions only the (27,1) and (8,8) operators contribute. Their matrix elements have been calculated to next-to-leading order of ChPT in [24; 25]. The result is:

\[
\mathcal{M}_{\text{LO}}^{27} = (\pi^+ \pi^- | \mathcal{O}^{(27,1),3/2} | K^0)_{\text{LO}} = -\frac{4i\alpha_{27}}{f_K f_\pi^2} (m_K^2 - m_\pi^2), \tag{2.161}
\]

\[
\mathcal{M}_{\text{LO}}^{88} = (\pi^+ \pi^- | \mathcal{O}^{(8,8),3/2} | K^0)_{\text{LO}} = -\frac{4i\alpha_{88}}{f_K f_\pi^2}, \tag{2.163}
\]

\[
\mathcal{M}_{\text{LO}}^{88} = (\pi^+ \pi^- | \mathcal{O}^{(8,8),3/2} | K^0)_{\text{LO}} = -\frac{4i\alpha_{88}}{f_K f_\pi^2} \]

\[
\mathcal{M}_{\text{LO}}^{88} = (\pi^+ \pi^- | \mathcal{O}^{(8,8),3/2} | K^0)_{\text{LO}} = -\frac{4i\alpha_{88}}{f_K f_\pi^2} \]

\[
\mathcal{M}_{\text{LO}}^{88} = (\pi^+ \pi^- | \mathcal{O}^{(8,8),3/2} | K^0)_{\text{LO}} = -\frac{4i\alpha_{88}}{f_K f_\pi^2} \]

At this order \( m_\eta \) is given by the Gell-Mann-Okubo relation: \( 3m_\eta^2 = 4m_K^2 - m_\pi^2 \). The functions \( \ell(m^2) \) and \( \beta(q^2, m_1^2, m_2^2) \) correspond to diagrams with one and two pseudo Goldstone boson propagators respectively as illustrated in Fig. 2.10.
Figure 2.10: Loop diagrams which contribute to $K \rightarrow \pi\pi$ matrix elements in ChPT: (a) $\ell(m^2)$, where $m$ is the mass of the boson in the loop and (b) $\beta(q^2, m_1^2, m_2^2)$. 
Chapter 3

Phenomenology of hadronic kaon decays

3.1 Review of CP-violation

One of the biggest puzzles in modern physics is the abundance of matter over antimatter in the Universe. This means that there must be a fundamental law which generates matter-antimatter asymmetry. The conditions necessary for this asymmetry to arise are the Sakharov conditions:

1. Baryon number violation
2. Out of thermal equilibrium
3. CP violation

Condition 1 is self-explanatory - we start in a symmetric phase with baryon number equal to 0 and end in a phase with a large baryon number corresponding (approximately) to the sum of the numbers of all protons and neutrons in the Universe. This can only be achieved if the baryon number is violated. In the Standard Model the baryon number violation is present because the baryon number is anomalous, which can lead to baryon number violation via sphaleron processes.

Condition 2 is necessary, because in thermal equilibrium the rate of any process \( A \rightarrow B \) is the same as the rate of the reverse process \( B \rightarrow A \). This means that in equilibrium the total numbers of particles and antiparticles will, on average, remain constant.

Condition 3, CP-violation, as discussed in section 2.3.1, generates the matter-antimatter asymmetry and it will be the topic of the remainder of this chapter.
3.2 Neutral kaon mixing

Experimentally, CP violation was first discovered in the neutral kaons. Neutral kaon has an interesting property that it is the lightest neutral meson, which is not its own antiparticle, which makes it an ideal candidate for studying CP-violation at low energies.

Neutral kaon flavour eigenstates are $|K^0\rangle$ and $|\bar{K}^0\rangle$ with flavour content of $\bar{s}d$ and $\bar{d}s$ respectively. Because these states have the same conserved quantum numbers they can be thought of as components of some state $|\psi\rangle$ such that

$$|\phi(t)\rangle = \psi_1(t) |K^0\rangle + \psi_2(t) |\bar{K}^0\rangle + \sum_n c_n(t) |n\rangle$$ (3.1)

where the sum runs over all states with the same quantum numbers as $K^0$ and $\bar{K}^0$, such as e.g. $|\pi^+\pi^-\rangle$, $|\pi^+\bar{e}\nu\rangle$ etc. The state $|\phi(t)\rangle$ satisfies the Schrödinger equation

$$H |\phi(t)\rangle = i\frac{d}{dt} |\phi(t)\rangle.$$ (3.2)

To proceed we need to restrict ourselves to states $|K^0\rangle$ and $|\bar{K}^0\rangle$. This pair of states satisfies a similar equation

$$R \begin{pmatrix} \psi_1(t) \\ \psi_2(t) \end{pmatrix} = i\frac{d}{dt} \begin{pmatrix} \psi_1(t) \\ \psi_2(t) \end{pmatrix}.$$ (3.3)

The main difference between this equation and the Schrödinger equation is that the matrix $R$ is not required to be Hermitian. Indeed, we find for the probability density

$$\frac{d}{dt} (|\psi_1(t)|^2 + |\psi_2(t)|^2) = -(\psi_1^*(t)\psi_2^*(t))\Gamma \begin{pmatrix} \psi_1 \\ \psi_2 \end{pmatrix}$$ (3.4)

where $\Gamma = i(R - R^\dagger)$. Because kaons decay, the rate of change of the probability density is negative, and $\Gamma$ is a Hermitian, positive-definite matrix. $R$ can then be written as

$$R = M - \frac{i}{2} \Gamma.$$ (3.5)

We can write explicit expression for the matrices $M$ and $\Gamma$ using second order time-independent perturbation theory

$$M_{ij} = m_0 \delta_{ij} + \langle i | H_W | j \rangle + \sum_n P \frac{\langle i | H_W | n \rangle \langle n | H_W | j \rangle}{m_0 - E_n}$$ (3.6)

$$\Gamma_{ij} = 2\pi \sum_n \delta m_0 - E_n \langle i | H_W | n \rangle \langle n | H_W | j \rangle.$$ (3.7)

where $H_W$ is the weak Hamiltonian and the states now exclude weak interactions.
Now consider CP and CPT transformations of neutral kaon states:

\[ CP | K^0 \rangle = e^{i\xi} | \bar{K}^0 \rangle, \]
\[ CP | \bar{K}^0 \rangle = e^{-i\xi} | K^0 \rangle, \]
\[ CPT | K^0 \rangle = e^{i\eta} | \bar{K}^0 \rangle, \]
\[ CPT | \bar{K}^0 \rangle = e^{i\eta} | K^0 \rangle. \]

The states \( | K^0 \rangle \) and \( | \bar{K}^0 \rangle \) have opposite CP phases because we require that \((CP)^2 = 1\) and equal CPT phases because \((CPT)^2 = 1\) and CPT is antilinear. As before, the phases \( e^{i\xi} \) are unphysical and can be absorbed by redefinition of \( | \bar{K}^0 \rangle \). Without loss of generality we can choose the phase to be \( \xi = 0 \).

For the remainder of the chapter I will assume that CPT is conserved so that \((CPT)H_W(CPT)^{-1} = H_W\). Then we have from Eqs. (3.6)-(3.7) it follows that \( M_{11} = M_{22} \) and \( \Gamma_{11} = \Gamma_{22} \).

From Eq. (3.3) we can infer the masses and mixings between \( | K^0 \rangle \) and \( | \bar{K}_0 \rangle \) states by calculating the eigenvalues and eigenvectors of the matrix \( R \). Assuming CPT invariance, the eigenvectors are of the form \((p \pm q)^T\) with \( q/p = R_{21}/\sqrt{R_{12}R_{21}} \). We also choose the overall normalisation so that \(|p|^2 + |q|^2 = 1\). Then the physical states \( | K_L \rangle \) and \( | K_S \rangle \) are given by

\[ | K_L \rangle = p | K_0 \rangle + q | \bar{K}_0 \rangle, \tag{3.8} \]
\[ | K_S \rangle = p | K_0 \rangle - q | \bar{K}_0 \rangle. \tag{3.9} \]

If on top of that we assume CP invariance, \((CP)^{-1}H_W(CP) = H_W\), we will have an additional condition on the off-diagonal matrix elements:

\[ M_{12}^* = M_{12}e^{2i\xi}, \tag{3.10} \]
\[ \Gamma_{12}^* = \Gamma_{12}e^{2i\xi}. \tag{3.11} \]

This allows us to construct a CP-violating quantity

\[ \delta \equiv \frac{|R_{12}| - |R_{21}|}{|R_{12}| + |R_{21}|}, \tag{3.12} \]

which quantifies the amount of CP-violation in the mixing. Finally, \( \delta \) can be rewritten in terms of \(|p|\) and \(|q|\):

\[ \delta = |p|^2 - |q|^2 = \langle K_L | K_S \rangle. \tag{3.13} \]

Using \(|p|^2 + |q|^2 = 1\) we can rewrite

\[ |p|^2 = \frac{1 + \delta}{2}, \tag{3.14} \]
\[ |q|^2 = \frac{1 - \delta}{2}. \tag{3.15} \]
Another useful consequence of CP-symmetry is

\[ \frac{p}{q} = \sqrt{\frac{M_{12}^* - i\Gamma_{12}^*}{M_{12} - i\Gamma_{12}}} \]  
\[ = \pm e^{i\xi} \]  

(3.16)  
(3.17)

or in terms of magnitudes

\[ \left| \frac{q}{p} \right| = 1, \]  

(3.18)

which will be used in defining the interference CP violation below.

### 3.3 Direct CP violation

Another possible source of CP violation can arise in kaon interactions. Suppose that CP is conserved. Then, for any process, the transition matrix (related to the S-matrix by \( S = 1 + iT \)) will satisfy:

\[ (CP)^{-1}T(CP) = T. \]  

(3.19)

Consider a system with two possible final states, \( |f\rangle, |g\rangle \) which are CP-eigenstates so that:

\[ CP | f\rangle = \eta_f | f\rangle, CP | g\rangle = \eta_g | g\rangle. \]  

(3.20)

The phase factors \( \eta_f \) and \( \eta_g \) can not be removed by rephasing \( |f\rangle \) or \( |g\rangle \) and are therefore physical quantities. Furthermore, the condition \( (CP)^2 = 1 \) constrains them to be \( \pm 1 \). The matrix elements will transform as:

\[ \langle f \mid T \mid i \rangle = e^{i\xi} \eta_f \langle f \mid T \mid \bar{i} \rangle, \]  
\[ \langle g \mid T \mid i \rangle = e^{i\xi} \eta_g \langle g \mid T \mid \bar{i} \rangle. \]  

(3.21)  
(3.22)

This is a system of two equations with one unphysical phase \( \xi \), which can be solved to give the following constraints on the matrix elements:

\[ |\langle f \mid T \mid i \rangle| = |\langle f \mid T \mid \bar{i} \rangle| \]  
\[ |\langle g \mid T \mid i \rangle| = |\langle g \mid T \mid \bar{i} \rangle| \]  
\[ \epsilon' \equiv \langle f \mid T \mid i \rangle \langle g \mid T \mid \bar{i} \rangle - \eta_f \eta_g \langle f \mid T \mid \bar{i} \rangle \langle g \mid T \mid i \rangle = 0. \]  

(3.23)  
(3.24)  
(3.25)

The first two equations can not be used to measure CP violation, because they are also a consequence of CPT. The third equation on the other hand defines \( \epsilon' \), which is the measure of direct CP violation. Note that in order to define it, at least two possible finite state interactions are needed.
3.4 Interference CP-violation

We can define a parameter $\lambda_f$, which mixes direct and indirect CP-violation

$$\lambda_f \equiv \frac{\bar{A}_f q}{A_f p}$$

(3.26)

where

$$\langle f \mid T \mid K^0 \rangle \equiv \sqrt{2} A_f e^{i\delta_f}$$

(3.27)

$$\langle f \mid T \mid \bar{K}^0 \rangle \equiv \sqrt{2} \bar{A}_f e^{i\delta_f}$$

(3.28)

where $\delta_f$ are the phase shifts associated with the final state $|f\rangle$ defined as usual $\langle f \mid f; \text{in} \rangle = e^{2i\delta_f}$ where $|f; \text{in}\rangle$ is the ‘in’ state corresponding to the ‘out’ state $|f\rangle$. This is explained in more detail in section 3.7. For example, if the final state is the I=2 or I=0 two-pion state, then the phase will be the two-pion phase shift in I=2 ($\delta_2$) or I=0 ($\delta_0$) channel respectively.

The reason for excluding the phase shifts from the definitions of $A_f$ and $\bar{A}_f$ is that, if time reversal invariance holds, one can show that $A_f$ and $\bar{A}_f$ become purely real. This is known as Watson’s theorem, which I will now prove. Starting from the definition in Eq. (3.28) we have:

$$\sqrt{2} A_f e^{i\delta_f} = \langle f \mid T \mid K^0 \rangle$$

(3.29)

$$= \langle f; \text{in} \mid T \mid K^0 \rangle \lambda_f^{*} e^{i(\xi_f^T - \xi_K^T)}$$

(3.30)

$$= \langle f \mid T \mid K^0 \rangle \lambda_f^{*} e^{i(\xi_f^T - \xi_K^T + 2\delta_f)}$$

(3.31)

$$= \sqrt{2} \bar{A}_f e^{i(\xi_f^T - \xi_K^T + \delta_f)}$$

(3.32)

where in the second line I used time reversal invariance of the transfer matrix combined with the fact that time reversal changes the outgoing partial waves $|f\rangle$ into incoming partial waves $|f; \text{in}\rangle$ and in the third line I used $\langle f; \text{in}\rangle = e^{2i\delta_f} |f\rangle$. Recalling that the time-reversal phases are unphysical, we can choose the phase convention such that $\xi_f^T = \xi_K^T = 0$. This gives $A_f = A_f^*$, which is the statement of Watson’s theorem. In practice time reversal (and equivalently CP) is not conserved, but because the the amount of CP-violation is small we still have $|A_f| \approx \text{Re} A_f$.

If CP were conserved, we would have from Eq. (3.17) and (3.21):

$$\lambda_f^2 = 1.$$
On the other hand, treating direct and indirect CP violation separately only imposes constraints Eq. (3.18) and (3.23) which give

$$|\lambda_f| = 1. \quad (3.34)$$

This means that even if $|\lambda_f| = 1$, if $\text{Im}\lambda_f \neq 0$ there is still a CP-violation, which is a consequence of a mismatch between direct and indirect CP phases. Hence $\text{Im}\lambda_f$ (or equivalently $\text{Arg}\lambda_f$) is the measure of interference CP-violation.

### 3.5 Measurable CP-violating parameters in the kaon system

We can define the following measurable (up to a phase) amplitudes:

$$\epsilon \equiv \frac{\langle \pi\pi; 0 \mid T \mid K_L \rangle}{\langle \pi\pi; 0 \mid T \mid \bar{K}_0 \rangle} \frac{q}{p} \quad (3.35)$$

$$\epsilon_2 \equiv \frac{\langle \pi\pi; 2 \mid T \mid K_L \rangle}{\langle \pi\pi; 0 \mid T \mid \bar{K}_0 \rangle}$$

$$\omega \equiv \frac{\langle \pi\pi; 2 \mid T \mid \bar{K}_0 \rangle}{\langle \pi\pi; 0 \mid T \mid \bar{K}_0 \rangle} \quad (3.37)$$

I will focus on each of these quantities in turn.

$\epsilon$ can be written as

$$\epsilon = \frac{1 + \lambda_0}{1 - \lambda_0} \quad (3.38)$$

with

$$\lambda_0 = \frac{\langle \pi\pi; 0 \mid T \mid \bar{K}^0 \rangle_q}{\langle \pi\pi; 0 \mid T \mid K^0 \rangle_p} \quad (3.39)$$

We can write $\lambda_0$ as

$$\lambda_0 = \sqrt{\frac{1 - \delta}{1 + \delta}} \hat{A}_0 e^{i\theta} \quad (3.40)$$

$$= \sqrt{\frac{1 - \delta}{1 + \delta}} e^{i\theta} \quad (3.41)$$

We can then rewrite $\epsilon$ as:

$$\frac{2\text{Re}\epsilon}{1 + |\epsilon|^2} = \delta, \quad (3.42)$$

$$\frac{2\text{Im}\epsilon}{1 + |\epsilon|^2} = \sqrt{1 - \delta^2} \sin \theta. \quad (3.43)$$

Hence $\epsilon \neq 0$ implies either indirect CP violation ($\delta \neq 0$) or interference CP violation ($\sin \theta \neq 0$).
Next, I’ll discuss $\epsilon_2$. It is actually convenient to re-express it in terms of another quantity called, with the benefit of hindsight, $\epsilon'$ defined as

$$
\epsilon' \equiv \frac{\epsilon_2 - \omega \epsilon}{\sqrt{2}} \quad (3.44)
$$

$$
= \frac{\langle \pi\pi; 2 | T | K_L \rangle \langle \pi\pi; 0 | T | K_S \rangle - \langle \pi\pi; 2 | T | K_S \rangle \langle \pi\pi; 0 | T | K_L \rangle}{\sqrt{2} \langle \pi\pi; 0 | T | K_S \rangle^2} \quad (3.45)
$$

$$
= \frac{2q}{p A_0^2 (1 - \lambda_0)^2} \left( \langle \pi\pi; 2 | T | \bar{K}_0 \rangle \langle \pi\pi; 0 | T | K_0 \rangle - \langle \pi\pi; 0 | T | \bar{K}_0 \rangle \langle \pi\pi; 2 | T | K_0 \rangle \right). \quad (3.46)
$$

The final line is of the form of Eq. (3.25), which identifies it as a measure of direct CP violation. It will also be useful to define the quantity $\epsilon'/\epsilon$ which can be written in terms of the $K \to \pi\pi$ amplitudes

$$
\frac{\epsilon'}{\epsilon} = \frac{\omega}{\sqrt{2|\epsilon|}} \left( \frac{\text{Im} A_2}{\text{Re} A_2} - \frac{\text{Im} A_0}{\text{Re} A_0} \right). \quad (3.47)
$$

Finally, the quantity $\omega$ is experimentally known to be small, $1/|\omega| \approx 22.5$. This is known as the $\Delta I = 1/2$ rule, which states that the kaon will decay predominantly into two $I=0$ pions. The theoretical explanation of this observation is still unknown, but recent lattice studies, including the one this thesis is based on, have shed some light on origin of the $\Delta I = 1/2$ rule. For further discussion, see section 5.7.

### 3.6 Experimental results

Experimentally we can not determine the amplitudes (which are phase dependent) directly and we are limited to the determination of their magnitudes. The magnitudes of $K_S \to \pi\pi$ decay amplitudes can be calculated from the decay rates given by:

$$
\Gamma(K_S \to \pi^+\pi^-) = \frac{1}{16\pi m_K} \sqrt{1 - \frac{4m_\pi^2}{m_K^2}} \left[ \frac{1}{3} \langle \pi\pi; 2 | T | K_S \rangle + \sqrt{\frac{2}{3}} \langle \pi\pi; 0 | T | K_S \rangle \right]^2, \quad (3.48)
$$

$$
\Gamma(K_S \to \pi^0\pi^0) = \frac{1}{32\pi m_K} \sqrt{1 - \frac{4m_\pi^2}{m_K^2}} \left[ \frac{2}{3} \langle \pi\pi; 2 | T | K_S \rangle - \sqrt{\frac{1}{3}} \langle \pi\pi; 0 | T | K_S \rangle \right]^2, \quad (3.49)
$$

$$
\Gamma(K^+ \to \pi^+\pi^0) = \frac{\sqrt{m_{K^+}^2 - (m_{\pi^+}^2 + m_{\pi^0}^2)/2 + (m_{\pi^0}^2 - m_{\pi^+}^2)^2/4m_{K^+}^2}}{4\pi m_{K^+}^2} \left| \langle \pi\pi; 2 | T | K^+ \rangle \right|^2. \quad (3.50)
$$
Using the set of experimental results ([16]) shown in Table 3.1 (recalling that $\Gamma(A \to B) = \text{Br}(A \to B)/\tau_A$) together with Eqs. (3.48-3.50) and definitions (3.28) gives the following predictions for the decay amplitudes:

$$|A_0| \approx \text{Re}A_0 = 3.3197(14) \times 10^{-7}\text{GeV},$$

$$|A_2| \approx \text{Re}A_2 = 1.570(53) \times 10^{-8}\text{GeV},$$

$$\sqrt{3/2}|A_2^+| \approx \sqrt{3/2}\text{Re}A_2^+ = 1.4787(31) \times 10^{-8}\text{GeV}.$$  

(3.51)

(3.52)

(3.53)

The rather large difference between $\text{Re}A_2$ and $\sqrt{3/2}\text{Re}A_2^+$ is a consequence of isospin breaking. These results verify than indeed $1/|\omega| \approx 22.5.$

The ratio $\epsilon'/\epsilon$ can be measured by defining the quantities

$$\eta_f \equiv \frac{\langle \pi\pi; f | T | K_L \rangle}{\langle \pi\pi; f | T | K_S \rangle}$$

which give

$$\eta_{+-} = \epsilon + \epsilon',$$

$$\eta_{00} = \epsilon - 2\epsilon',$$

(3.55)

(3.56)

and hence (using the result that $\epsilon'/\epsilon$ is approximately real)

$$\frac{|\eta_{00}|}{|\eta_{+-}|}^2 = 1 - 6\frac{\epsilon'}{\epsilon}. $$

The left-hand side of this equation can be determined experimentally by calculating the ratio

$$\frac{|\eta_{00}|}{|\eta_{+-}|}^2 = \frac{BR(K_L \to \pi^0\pi^0)BR(K_S \to \pi^+\pi^-)}{BR(K_S \to \pi^0\pi^0)BR(K_L \to \pi^+\pi^-)}$$

(3.57)

(3.58)

An experimental value of $\epsilon'/\epsilon$ is ([16])

$$\frac{\epsilon'}{\epsilon} = 1.65(26) \times 10^{-3}.$$  

(3.59)

### 3.7 Two-particle scattering

As an added bonus, we are also able to calculate the two-pion scattering phase shift. The phase shift is the only quantity that the two (pseudo-)scalar meson scattering matrix depends on. To see this, consider the states $|E, p, l, m\rangle$ where $E$ is the total energy, $p$ is the total momentum, $l$ is the total orbital angular momentum and $m$ is the component
of the angular momentum in the z-direction. Then, the S-matrix in the centre-of-mass frame can be written as

\[ \langle E, p, l', m' | S | E^*, 0, l, m \rangle = \delta(E - E^*)\delta^{(3)}(p)\delta_{ll'}\delta_{mm'}e^{2i\delta_l(E^*)} \quad (3.60) \]

where the function \( \delta_l(E^*) \) is called the phase shift. The structure of this equation is motivated as follows. The Kronecker and Dirac deltas arise as a consequence of translational and rotational invariance of the S-operator

\[ [P^\mu, S] = [J_3, S] = [J^2, S] = 0. \quad (3.61) \]

The remaining function can only be a phase because of the unitarity of the S-matrix

\[ |\langle E, p, l', m' | S | E^*, 0, l, m \rangle|^2 = 1. \quad (3.62) \]

Finally, the phase \( \delta_l(E^*) \) does not depend on \( m \), because rotational invariance implies that the S-operator commutes with the angular momentum raising and lowering operators

\[ [J_{l\pm}, S] = 0 \quad (3.63) \]

which results in the condition \( \delta_{lm}(E^*) = \delta_{lm+1}(E^*) \) for \( l - 1 \leq m < l \). This argument is a special case of the Wigner-Eckart theorem, which will be introduced in section SEC.

Using \( S = 1 + iT \) shows that the matrix elements of these states behave as

\[ \langle E, p, l, m | T | E^*, 0, l', m' \rangle = e^{2i\delta_l} - \frac{1}{i} \delta_{ll'}\delta_{mm'}\delta(p)\delta(E - E^*). \quad (3.64) \]

This relation will be useful in deriving the Lüscher quantisation condition in section 4.12.

The phase shifts \( \delta_l \) have the following limiting behaviour in the low momentum limit

\[ \delta_l(p) \propto p^l \quad (3.65) \]
where $p$ is the magnitude of the momentum of a single particle in the centre-of-mass frame. This means that at low energies the $s$-wave ($l = 0$) state will dominate. The $s$-wave phase shift can be further parametrised in terms of the scattering length $a_0$ defined by

$$a_0 = \lim_{p \to 0} \frac{\tan \delta_0(p)}{p}.$$  \hspace{1cm} (3.66)

The scattering length therefore is a constant which contains information about low-energy particle scattering.
Chapter 4

Lattice QCD

Calculation involving hadrons depend on strong interactions, which are difficult to calculate in perturbation theory at low energies. This is because the expansion parameter \( \alpha_s \) is of order 1, so the perturbative series does not converge very quickly, if at all. The most promising alternative to perturbation theory in this regime is provided by lattice gauge theories, which are the topic of this chapter. I will discuss the lattice formulation and how quantities calculated on a lattice can be related to physical observables, focusing on the \( K \to \pi\pi \Delta I = 3/2 \) calculation.

4.1 Lattice formulation

4.1.1 Gauge fields

On the lattice derivatives are replaced with finite differences, which are non-local. As an example, consider an arbitrary field \( \phi \). Then the continuum derivative of this field is replaced by (for example) a forward derivative:

\[
\partial_\mu \phi(x) \to \Delta_\mu^a \phi(x) \equiv \frac{1}{a} \left( \phi(x + a\hat{\mu}) - \phi(x) \right). \tag{4.1}
\]

Now suppose that \( \phi \) transforms under the fundamental representation of SU(3): \( \phi(x) \to \Omega(x) \phi(x) \), where \( \Omega(x) \in SU(3) \). We are looking for a discrete equivalent of a covariant derivative:

\[
D^\mu \phi(x) \to \frac{1}{a} \left( \phi(x + a\hat{\mu}) - U(x + a\hat{\mu}, x)\phi(x) \right), \tag{4.2}
\]

where \( U \) is an SU(3) matrix. We require both terms of the discretised covariant to transform the same way, which imposes the following transformation on \( U \):

\[
U(x + a\hat{\mu}, x) \to \Omega(x + a\hat{\mu})U(x + a\hat{\mu}, x)\Omega^\dagger(x). \tag{4.3}
\]
Objects transforming in such way are the Wilson lines, defined by:

\[ U_P(x, y) = e^{ig \int_P dz'_\mu A^\mu(z')} , \]  

(4.4)

where the integral is defined along a path \( P \) from \( x \) to \( y \). The lattice version of the Wilson line (often referred to as the link variable) is:

\[ U(x + \mu a, x) = e^{iga A^\mu(x)} . \]  

(4.5)

There are two ways of constructing gauge-invariant quantities:

- Connecting quark and antiquark fields with a Wilson line constructed out of link variables
- Traces of closed loops constructed out of link variables

To construct a pure gauge action we only require the latter. The simplest object that has this property is the plaquette operator:

\[ P^{\mu\nu} = (U(x, x + a\hat{\nu}) U(x + a\hat{\nu}, x + a\hat{\mu} + a\hat{\nu}) U(x + a\hat{\mu} + a\hat{\nu}, x)) , \]  

(4.6)

illustrated in Fig. 4.1.

The simplest gauge action can be written as:

\[ S_{plaq} = \frac{\beta}{4N} \sum_x \sum_{\mu<\nu} \text{ReTr} (1 - P^{\mu\nu}(x)) = \frac{a^4}{4} \int F^{\mu\nu}_a F^{\mu\nu}_a + \mathcal{O}(a^6) , \]  

(4.7)

where \( N \) is the number of colours and \( \beta = 2N/g^2 \) where \( g^2 \) is the strong coupling constant. We can see that this action reproduces the continuum Yang-Mills action in the continuum up to terms of order \( a^6 \). This can be further improved by considering additional gauge-invariant operators, such as the rectangle \( R^{\mu\nu} \) as shown in figure 4.2.
The class of actions improved with the rectangle loop is given by

\[ S_I = \frac{\beta}{3} \left( (1 - 8c_1) \sum_{x, \mu < \nu} (\text{ReTr} P^{\mu\nu}) + c_1 \sum_{x, \mu \neq \nu} \text{ReTr} R^{\mu\nu} \right). \] (4.8)

The Iwasaki action is defined by the choice \( c_1 = -0.331 \), which was determined from the renormalisation group analysis in reference [26].

4.1.2 Gauge fixing

It is often convenient to work in a fixed gauge. In our case, the gauge fixing allows us to:

- use non-local (and therefore gauge-dependent) interpolating operators
- use a gauge-dependent (but BRST-invariant) renormalisation scheme (RI-SMOM) and match it to the \( \overline{\text{MS}} \) scheme

While for the former application any gauge will suffice, the latter forces us to use the same gauge as the one we use for the perturbative RI-SMOM to \( \overline{\text{MS}} \) matching, i.e. the Landau gauge.

The Landau gauge is defined in the continuum by the condition \( \partial_\mu A^\mu = 0 \). It will be helpful to notice that this condition is satisfied at the stationary points of the functional

\[ W[A] = \int d^4x \sum_{\mu=1}^{4} \text{Tr} A_\mu(x) A^\mu(x). \] (4.9)

This is easily verified by recalling that \( A_\mu \) transforms as

\[ \delta A_\mu = -\frac{1}{g} \partial_\mu \theta + i[A_\mu, \theta] \] (4.10)
where $\theta = \theta^a T^a$ is the gauge parameter. On the lattice, this is equivalent to choosing the gauge parameter matrices $\Omega$ such that the functional

$$W = \sum_x \sum_{\mu=1}^4 \text{Tr} \left( U_\mu(x) + U_\mu^\dagger(x) \right)$$  \hspace{1cm} (4.11)

is extremised (recall that $U$ transforms as $\Omega^\dagger U \Omega$).

Similarly, to achieve the Coulomb gauge fixing condition $\nabla \cdot A = 0$, one can extremise

$$W = \sum_x \sum_{\mu=1}^3 \text{Tr} \left( U_\mu(x) + U_\mu^\dagger(x) \right),$$  \hspace{1cm} (4.12)

where the sum over $\mu$ runs only over spatial indices.

In $K \to \pi\pi$ calculation we used Coulomb gauge fixing for the kaon and pion interpolating operators and Landau gauge fixing for renormalisation.

### 4.1.3 Fermion fields

#### 4.1.3.1 Naive fermion discretisation

Using the prescription for the covariant derivative given by Eq. 4.2, one might expect that the correct lattice prescription for the fermion fields in the Lagrangian would be:

$$\bar{\psi} \partial \psi \to \bar{\psi}(x) \left( \psi(x) - U(x, x - a \hat{\mu}) \psi(x - a \hat{\mu}) \right).$$ \hspace{1cm} (4.13)

Unfortunately, this choice suffers from the infamous fermion doubling problem.

To see this, note that the there is a one-to-one correspondence between the poles in momentum space Green’s functions and states in the Hilbert space. I am going to show this on an example of a two-point fermion Green’s function given by

$$G(p) = \int d^4x \langle 0 | T \bar{\psi}(x) \psi(0) | 0 \rangle e^{ipx}. \hspace{1cm} (4.14)$$

In this equation $T$ is the time-ordering operator defined by

$$T(O_1(x)O_2(y)) = \theta(x^0 - y^0)O_1(x)O_2(y) + \theta(y^0 - x^0)O_2(y)O_1(x), \hspace{1cm} (4.15)$$

where $\theta(x)$ is the Heaviside step function, which gives +1 if its argument is positive, +1/2 if it is 0 and 0 otherwise. The step function has the following Fourier representation:

$$\theta(x) = \lim_{\epsilon \to 0} -\frac{1}{2\pi i} \int ds \frac{e^{-isx}}{s + i\epsilon}. \hspace{1cm} (4.16)$$
which can be easily verified by contour integration. Inserting this representation into Eq. (4.14) as well as the complete set of states gives:

\[
G(p) = \sum_n \int d^4x \int \frac{ds}{2\pi i} \langle 0 | \bar{\psi}(0) | n \rangle \langle n | \psi(0) | 0 \rangle e^{i(p-p_n)x} e^{isx0} \frac{-1}{s + i\epsilon} + \ldots \tag{4.17}
\]

\[
= \sum_n i(2\pi)^3 \delta^{(3)}(p - p_n) + \ldots \tag{4.18}
\]

It is clear that the two-point function will have a pole for every state in the Hilbert space that has the same quantum numbers as \( \psi \).

\( G(p) \) can be most easily derived using functional methods (4.3):

\[
G(p) = \frac{1}{Z[0,0]} \delta \delta \bar{J} \delta J Z[J,J] \bigg|_{J=J=0} \tag{4.19}
\]

\[
= M^{-1}. \tag{4.20}
\]

\[
Z[J,J] = \int D[\bar{\psi},\psi,U] e^{-S[\bar{\psi},\psi,U] + \int J\bar{\psi} + \bar{\psi}J} \tag{4.21}
\]

In continuum free theory with massless fermions, the matrix \( M \) in the above expression is simply \( i\partial \), which can be inverted by going to the momentum space to give \( p/p^2 \). Hence the continuum Green’s function has only one pole at \( p^2 = 0 \).

We now turn to naive lattice fermion discretisation. The matrix \( M \) can be expressed, for example, as the following difference of Kronecker deltas:

\[
\frac{1}{2a} \sum_{x,\mu} \bar{\gamma}^\mu (\delta_{x+a\mu} - \delta_{x-a\mu}),
\]

with the inverse given by \( \frac{1}{2a} \sum_{\mu} \gamma^\mu \sin(ap\mu) \), where \( p \) is restricted to the first Brillouin zone \(-\pi/a < p \leq \pi/a\). This expression has zeroes when all components of \( p\mu \) are either equal to zero or \( \pi/a \) - 16 solution in total.

The additional solutions correspond to additional states in the Hilbert space and are referred to in the literature as ‘doublers’. Removing doublers requires a different choice of fermion action. An example is the Wilson action defined by:

\[
S_{Wilson} = \sum_x \bar{\psi}(x)(m - \frac{4r}{a})\psi(x) + \frac{1}{2a} \sum_{x,\mu} \bar{\psi}(x + a\hat{\mu})(r - \gamma^\mu)U(x + a\hat{\mu},x)\psi(x). \tag{4.22}
\]

The additional term proportional to \( r \) is an irrelevant dimension-5 operator. In practical applications the value of \( r \) is typically set to 1. The Fourier space Dirac matrix is:

\[
M_{Wilson} = m + \sum_{\mu} \frac{i}{a} \gamma^\mu \sin(ap\mu) + \frac{r}{a} \sum_{\mu} (1 - \cos(ap\mu)). \tag{4.23}
\]

The third term is the new one in comparison to naive fermions. Now even in the zero fermion mass limit, the operator has only one zero at \( p^2 = (0,0,0,0) \), just like in the physical case.
The downside is that the additional Wilson term, \( ar\bar{\psi}D^2\psi \) mixes the left and right-chiral fermion fields and hence explicitly breaks chiral symmetry.

### 4.1.3.2 Domain wall fermions

In the previous section I described Wilson fermions, which remove fermion doublers at the expense of chiral symmetry. According to Nielsen-Ninomiya no-go theorem [27], the following conditions can not be simultaneously satisfied:

1. Absence of doublers
2. Chiral symmetry
3. Locality
4. Even number of dimensions

Wilson fermions are an example of giving up chiral symmetry to ensure the absence of doublers. While the exact chiral symmetry can not be satisfied given other conditions, a lattice version of chiral symmetry defined by the Ginsparg-Wilson relation

\[
\gamma^5 D + D\gamma^5 = aD\gamma^5 D
\]  
(4.24)

where \( D \) is the Dirac operator and \( a \) is the lattice spacing, can be satisfied ensuring chiral symmetry in the continuum limit.

An action which satisfies this property is the overlap fermion action [28].

\[
D_{ov} = \frac{1}{a} \left( 1 + \gamma^5 \frac{H}{\sqrt{H^2}} \right)
\]  
(4.25)

where \( H = \gamma^5 D_{ker} \) and \( D_{ker} \) is the kernel which is \( \gamma^5 \)-hermitian lattice Dirac operator, such as the Wilson operator. While the overlap fermion maintain the exact chiral symmetry in the Ginsparg-Wilson sense, the calculation of \( \sqrt{H^2} \) is particularly expensive making it an unattractive choice for practical purposes.

An alternative proposed by [29] and developed by [30; 31] is to maintain an approximate chiral symmetry by extending the number of dimensions to five. This formulation is known as domain wall fermions (DWF) and it is the formulation used for the calculations in this thesis.
The DWF operator is given by

\[
D_{\text{DWF}} = \delta_{ss'}D_{xx'}^{\parallel}(M_5) + \delta_{xx'}D_{ss'}^{\perp}(m_f)
\]  
\[
D_{xx'}^{\parallel}(M_5) = \frac{1}{2} \sum_{\mu=1}^{4} \left( (1 - \gamma_\mu U_\mu(x)\delta_{x+\mu,x'} + (1 + \gamma_\mu)U_\mu^\dagger(x')\delta_{x-\mu,x'}) + (M_5 + 4)\delta_{xx'} \right)
\]  
\[
D_{ss'}^{\perp}(m_f) = \begin{cases} 
1 + \frac{\gamma_5}{2}\delta_{1s'} - m_f - \frac{1}{2}\delta_{L_s-1s'} - \delta_{s0} & s = 0 \\
1 + \frac{\gamma_5}{2}\delta_{s+1s'} + \frac{1}{2}\delta_{s-1s'} - \delta_{ss'} & 1 < s < L_s - 2 \\
-m_f + \frac{\gamma_5}{2}\delta_{0s'} + \frac{1}{2}\delta_{L_s-2s'} - \delta_{L_s-1s'} & s = L_s - 1
\end{cases}
\]  

The 5-dimensional fermion fields constructed using this prescription have the property that, up to terms exponentially suppressed in \(L_s\), their \(s = 0\) component contains only the right-handed modes while the \(s = L_s - 1\) component contains only the left-handed modes. The 4-dimensional quark operators can then be constructed from 5-dimensional fields using

\[
q = \frac{1 + \gamma_5}{2}\Psi(x,0) + \frac{1 - \gamma_5}{2}\Psi(x,L_s - 1),
\]
\[
\bar{q} = \bar{\Psi}(x,L_s - 1)\frac{1 + \gamma_5}{2} + \bar{\Psi}(x,0)\frac{1 - \gamma_5}{2}.
\]

As already mentioned, the contamination of left-chiral modes with right-chiral modes and vice versa is exponentially suppressed in \(L_s\), which means that the (lattice) chiral symmetry is restored in the limit \(L_s \to \infty\). In practice, we are limited to finite \(L_s\), so there will be some residual chiral symmetry breaking, which can be parametrised with residual mass \(m_{\text{res}}\).

Möbius Domain Wall Fermions (MDWF) \cite{32} is a variation of the standard (Shamir) DWF formulation above. The generalisation can be made by introducing parameters \(b\) and \(c\) so that the 5D component of the DWF operator is

\[
D_{\text{MDWF}}^{\parallel} = \begin{pmatrix}
    \tilde{D} & -P_- & 0 & \cdots & 0 & m_fP_+ \\
    -P_+ & \tilde{D} & -P_- & \cdots & 0 & 0 \\
    0 & \ddots & \ddots & \ddots & 0 & 0 \\
    \vdots & & \ddots & \ddots & \ddots & \vdots \\
    0 & 0 & 0 & \cdots & \tilde{D} & -P_- \\
    m_fP_- & 0 & 0 & \cdots & -P_+ & \tilde{D}
\end{pmatrix}
\]

where \(P_+ = \frac{1 + \gamma_5}{2}\), \(\tilde{D} = (1 - cD^{\parallel})(bD^{\parallel} + 1)\) and \(D^{\parallel}\) is the Wilson kernel as before. The choice \(b = 1\) and \(c = 0\) recovers the original Shamir DWF described by Eq. (4.27). The inclusion of additional parameters has no effect on the physical results, which can
be most easily seen from the mapping between DWF and overlap fermions

\[ D_{ov} = \frac{1 + m}{2} + \frac{1 - m}{2} \gamma^5 \epsilon_{Ls} (\gamma^5 D_M) \]  
(4.32)

\[ D_M = \frac{(b + c)D^\parallel}{2 + (b - c)D^\parallel}. \]  
(4.33)

In the above equation, \( \epsilon_{Ls}(x) = x/|x| \) is the sign function. From this equation it is clear that we are allowed to change \( b \) and \( c \) freely so long as the sign of \( D_M \) does not change. In particular, choosing \( b - c = 1 \) gives an action equivalent to Shamir DWF, because

\[ \epsilon_{Ls}(\alpha \gamma^5 D^M) = \epsilon_{Ls}(\gamma^5 D^M) \]  
(4.34)

for any \( \alpha > 0 \) and \( \alpha = b + c \). The additional parameter \( \alpha \) can be tuned to reduce the chiral symmetry breaking effects. The Möbius DWF formulation used in this project has \( b - c = 1 \) and \( \alpha = b + c = 2 \).

### 4.2 Rotational symmetry

Partial wave states are eigenstates of rotational symmetry, which is broken on the lattice. This section describes the effect of this breaking on two-pion states.

On the lattice the full rotational symmetry is broken to a subgroup which is the symmetry group of a cube. This group consists of 24 transformations (48 with parity) which can be arranged in 5 conjugacy classes:

- The identity (E)
- 6 rotations by \( \pi/2 \) rotating along the line parallel to the edge of the cube (6C4)
- 3 rotations by \( \pi \) rotating along the line parallel to the edge of the cube (3C2)
- 8 rotations by \( 2\pi/3 \) rotating along the long diagonal (8C3)
- 6 rotations by \( \pi \) rotating along the diagonal of one of the sides (6C2)
- parity transformed versions of the above

Now consider interpolating operators in the momentum space of the form \( O_\pi(p)O_\pi(-p) \) with \( p = (\pm 1, \pm 1, \pm 1) \). Since these operators are all parity even (by Bose symmetry) we only need to consider the 24 transformations without parity. There are 5 irreducible representations, which are given in the rows of the character table:
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4.2.1 Representation of $\pi\pi$ interpolating operators

We can construct a vector out of our 4 operators: $((+++),(+-+),(-++),(---))$, where I use the shorthand notation for the signs of each of the components of $p$. For example $(+-+)$ denotes an operator $O_\pi(p)O_\pi(-p)$ with $p_x = p_z = +1$ and $p_y = -1$. This vector will transform under a 4D representation of cubic symmetry group. The strategy is to work out the characters of this representation and then use the character orthogonality relation:

$$\frac{1}{[g]} \sum_g \chi^{(R_1)}(g)\chi^{(R_2)}(g) = \delta_{R_1 R_2},$$

(4.35)

where $g$ are the group elements, $R_1$ and $R_2$ are irreducible representations, $\chi$ are the characters and $[g]$ is the number of elements in the group (24).

The characters are defined as traces of the representation matrices, so only the operators which transform to themselves under cubic symmetry transformations will contribute. (To be more precise an operator $O_i \rightarrow \sum_j c_{ij}O_j$ will contribute $c_{ii}$ to the trace. Then the trace will be equal to $\sum_i c_{ii}$. ) As an example, let’s calculate the character of $6C_2$.

We can pick any matrix from the $6C_2$ section of the appendix and have the momenta transform accordingly. For the purpose of illustration, let’s take:

$$
\begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & -1
\end{pmatrix}.
$$

We find that under this transformation, exactly two operators remain invariant: $(+-)$ and $(-++)$, other two operators transform into each other and therefore don’t contribute to the trace. The character of $C_2$ is therefore 2. If we chose a different matrix from $6C_2$ equivalence class, we’d find different operators remaining invariant, but the trace would still be the same (this follows from the definition of an equivalence class and the relation $\text{Tr}(h) = \text{Tr}(g^{-1}hg)$).

Repeating this procedure for other conjugacy classes gives the following table:

<table>
<thead>
<tr>
<th>$O$</th>
<th>$E$</th>
<th>$6C_4$</th>
<th>$3C_2$</th>
<th>$8C_3$</th>
<th>$6C_2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A_1$</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>$A_2$</td>
<td>1</td>
<td>-1</td>
<td>1</td>
<td>1</td>
<td>-1</td>
</tr>
<tr>
<td>$E$</td>
<td>2</td>
<td>0</td>
<td>2</td>
<td>-1</td>
<td>0</td>
</tr>
<tr>
<td>$T_1$</td>
<td>3</td>
<td>1</td>
<td>-1</td>
<td>0</td>
<td>-1</td>
</tr>
<tr>
<td>$T_2$</td>
<td>3</td>
<td>-1</td>
<td>-1</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

As an example, a 3-vector, such as the momentum, transforms according to matrices shown in the appendix. Calculating traces (to get the characters) shows that vectors transform under the $T_1$ representation.
\[
\begin{array}{cccccc}
O & E & 6C_4 & 3C_2 & 8C_3 & 6C_2 \\
\{O_{\pi}\} & 4 & 0 & 0 & 1 & 2 \\
\end{array}
\]

Finally, using the orthogonality theorem for characters we can see that this representation decomposes into \(A_1 + T_2\).

To see which partial waves are contained in these representations, we can repeat the same procedure with spherical harmonics \(Y^l_m\). The representations contained in first three even \(l\) (odd values of \(l\) are forbidden by parity) are

\[
\begin{align*}
0 & \to A_1 \\
2 & \to E + T_2 \\
4 & \to A_1 + E + T_1 + T_2
\end{align*}
\]

Inverting this relation shows that the s-wave is contained only in \(A_1\) representation and that the next lowest partial wave in \(A_1\) is the g-wave \((l = 4)\). Interpolating operators described so far in this section will also contain an unwanted d-wave contribution, because of the presence of \(T_2\) representation. It is much better to construct an interpolating operator that is directly in the \(A_1\) representation, which is given by

\[
O_{\pi}^{A_1}(p) = \sum_{|p| \in \pm 1, \pm 1, \pm 1} O_{\pi}(p)O_{\pi}(-p). 
\]

4.3 Path integral formulation

While the canonical formalism discussed above has the nice property of manifestly preserving unitarity, it is not very useful for numerical calculation because of the presence of position and momentum operators. It is much more useful to express everything in terms of real numbers and this is what the path integral formulation can achieve.

First, it will be convenient to define the field eigenstates \(|\phi(t)\rangle\) and the field conjugate eigenstates \(|\pi(t)\rangle\) such that:

\[
\begin{align*}
\hat{\phi}(t) | \phi(t)\rangle &= \phi | \phi(t)\rangle, \\
\hat{\pi}(t) | \pi(t)\rangle &= \pi | \pi(t)\rangle,
\end{align*}
\]

where \(\hat{\phi}(t)\) and \(\hat{\pi}(t)\) are the Heisenberg picture operators and \(\phi\) and \(\pi\) are their respective eigenvalues. We can choose them such that they are orthonormal:

\[
\begin{align*}
\langle \phi_1(t) | \phi_2(t)\rangle &= \delta(\phi_1 - \phi_2), \\
\langle \pi_1(t) | \pi_2(t)\rangle &= \delta(\pi_1 - \pi_2).
\end{align*}
\]
Also, as a consequence of canonical commutation relations, we have:

\[
\langle \pi(t) \mid \phi(t) \rangle = \frac{1}{\sqrt{2\pi}} e^{-i \int d^3 \bar{x} \pi(\bar{x},t) \phi(\bar{x},t)}.
\]  

(4.44)

It will also be useful to define the Schrödinger picture operators and their eigenstates by:

\[
\hat{\phi}(t) = e^{Ht} \hat{\phi} e^{-Ht} \tag{4.45}
\]

\[
\hat{\pi}(t) = e^{Ht} \hat{\pi} e^{-Ht} \tag{4.46}
\]

\[
\hat{\phi} \mid \phi \rangle = \phi \mid \phi \rangle, \tag{4.47}
\]

\[
\hat{\pi} \mid \pi \rangle = \pi \mid \pi \rangle, \tag{4.48}
\]

where I used the notation that operators and states with explicit time dependence are understood to be in the Heisenberg picture, while the ones without the explicit time dependence are in the Schrödinger picture. It follows that, up to normalisation, the Heisenberg and Schrödinger picture states are related by:

\[
\langle \phi(t) \mid = \langle \phi \mid e^{-Ht}, \tag{4.49}
\]

\[
\mid \phi(t) \rangle = e^{-Ht} \mid \phi \rangle. \tag{4.50}
\]

(4.51)

Note that in Euclidean space, these state vectors are not related to their duals by complex conjugation. Finally, notice that the completeness relation for Schrödinger picture operators is given by:

\[1 = \int d\phi \mid \phi \rangle \langle \phi \mid = \int d\pi \mid \pi \rangle \langle \pi \mid. \tag{4.52}\]

Consider the matrix element between Heisenberg picture \(\phi\) states at times \(t\) and \(t + \delta t\) with \(\delta t\) small:

\[
\langle \phi'(t + \delta t) \mid \phi(t) \rangle = \langle \phi'(t) \mid e^{-H\delta t} \mid \phi(t) \rangle \tag{4.53}
\]

\[= \int d\pi(t) \langle \phi'(t) \mid \pi(t) \rangle \langle \pi(t) \mid e^{-H\delta t} \mid \phi(t) \rangle. \tag{4.54}\]

Taking the Hamiltonian to be order such that all canonical conjugate fields are to the left, the field operators in the Hamiltonian can replaced by their eigenvalues in the
matrix element, resulting in:

\[
\langle \phi'(t + \delta t) \mid \phi(t) \rangle = \int d\pi(t) \langle \phi'(t) \mid \pi(t) \rangle \langle \pi(t) \mid \phi(t) \rangle e^{-H(\pi(t), \phi(t))\delta t}
\]

(4.55)

\[
= \int d\pi(t) \frac{1}{2\pi} e^{-H(\pi(t), \phi(t))\delta t - \frac{i}{\delta t}(\phi'(t) - \phi(t))\pi(t)}
\]

(4.56)

\[
= \int d\pi \frac{1}{N} \frac{1}{\sqrt{\det M}} e^{-Q(\phi, \bar{\pi})} \delta t
\]

(4.57)

Assuming that the Hamiltonian is quadratic in \(\pi(t)\), i.e.:

\[
H(\pi, \phi) = \pi_i M_{ij}(\phi) \pi_j + V(\phi),
\]

(4.58)

where the matrix \(M\) is symmetric and nonsingular, we can integrate over the fields \(\pi\) resulting in:

\[
\langle \phi'(t + \delta t) \mid \phi(t) \rangle = \frac{N}{\sqrt{\det M}} e^{-Q(\phi, \bar{\pi})\delta t},
\]

(4.59)

where I defined

\[
Q(\phi, \bar{\pi}) \equiv H(\bar{\pi}(t), \phi(t)) + \frac{\phi'(t) - \phi(t)}{\delta t} \pi(t),
\]

(4.60)

\(N\) is an overall constant, whose exact value is immaterial, and \(\bar{\pi}\) are the fields which minimise the exponent, i.e.:

\[
\left( \frac{\delta}{\delta \pi} H(\bar{\pi}(t), \phi(t)) + i \frac{\phi'(t) - \phi(t)}{\delta t} \pi(t) \right) \bigg|_{\pi = \bar{\pi}} = 0,
\]

(4.61)

\[
-\frac{\delta \pi}{\delta \bar{\pi}} \left. = 0, \quad \frac{\delta}{\delta \pi} \left. = \frac{\delta}{\delta \pi} H(\pi(t), \phi(t)) \right|_{\pi = \bar{\pi}} \right)
\]

(4.62)

This means that \(\bar{\pi}\) can be interpreted as the momentum conjugate to \(-i\phi\) and hence the function \(Q\) can be identified with the Euclidean space Lagrangian:

\[
\langle \phi'(t + \delta t) \mid \phi(t) \rangle = \frac{N}{\sqrt{\det M}} e^{-L(\phi, \dot{\phi})\delta t}.
\]

(4.63)

The factor of \(\det M\) is, in the case of QCD, field independent, which means it can be treated as a constant. Similarly, for infinitesimally time separated matrix elements involving operators, which are independent of canonical momenta, gives:

\[
\langle \phi'(t + \delta t) \mid O(\phi(t)) \mid \phi(t) \rangle = \frac{N}{\sqrt{\det M}} O(\phi(t)) e^{-L(\phi, \dot{\phi})\delta t}.
\]

(4.64)

A general matrix element can be calculated from the above by inserting complete sets of field states:

\[
\langle \phi'(t_f) \mid O_1(t_{O_1}) \cdots O_n(t_{O_n}) \mid \phi(t_i) \rangle = \int d[\phi_1 \cdots \phi_k] \langle \phi'(t_f) \mid \phi(t_i) \rangle
\]

(4.65)

\[
= N' \int D\phi O_1(t_1) O_2(t_2) \cdots O_n(t_n) e^{-S},
\]

(4.66)
where $S$ is the Euclidean action given by:

$$S = \int dtL. \tag{4.67}$$

The normalisation constant $N'$ can be removed by considering the ratio:

$$\frac{\langle \phi'(t_f) \mid O_1(t_{O1}) \ldots O_n(t_{On}) \mid \phi(t_i) \rangle}{\langle \phi'(t_f) \mid \phi(t_i) \rangle} = \frac{\int \mathcal{D}\phi O_1(t_1)O_2(t_2)\ldots O_n(t_n)e^{-S}}{\int \mathcal{D}\phi e^{-S}}. \tag{4.68}$$

The left-hand side of the above equation can be rewritten in terms of Schrödinger picture operators and their corresponding eigenstates:

$$\frac{\langle \phi'(t_f) \mid O_1(t_{O1}) \ldots O_n(t_{On}) \mid \phi(t_i) \rangle}{\langle \phi'(t_f) \mid \phi(t_i) \rangle} = \frac{\langle \phi' \mid e^{-H(t_f-t_i)}O_1e^{-H(t_1-t_2)} \ldots O_n e^{-H(t_n-t_i)} \mid \phi \rangle}{\langle \phi' \mid e^{-HT} \mid \phi \rangle} \tag{4.69}$$

When a time extent is finite, $0 \leq t \leq T$, we can choose $t_i = 0$ and $t_f = T$. We also need to choose the boundary condition in the time direction. In this work we will be using periodic boundary conditions, which means that, instead of choosing a fixed value for initial and final states, we demand these states to be equal and integrate over all possible field configurations:

$$C(t_1,t_2,\ldots,t_n) = \frac{\int d\phi \langle \phi \mid e^{-H(t_f-t_i)}O_1e^{-H(t_1-t_2)} \ldots O_n e^{-H(t_n-t_i)} \mid \phi \rangle}{\int d\phi \langle \phi \mid e^{-HT} \mid \phi \rangle}. \tag{4.70}$$

To relate these correlation functions to Green’s functions (and hence the S-matrix), we need to re-express them in terms of matrix elements of physical (unitary) states. This can be done by inserting the complete set of unitary states $1 = \sum_n |n\rangle \langle n|$ (the symbol $\sum$ denotes summation over discrete degrees of freedom and an integral over continuous ones) and using the completeness relation

$$\langle n \mid e^{-H}(T-t_i)O_1e^{-H(t_1-t_2)} \ldots O_k e^{-H(t_k)} \mid n \rangle \langle n \mid \phi \rangle$$

This sum contains the desired Green’s function contribution $\langle 0 \mid O_1(t_1)O_2(t_2)\ldots O_n(t_n) \mid 0 \rangle$, which will furthermore be the dominant contribution provided that $T - t_1 + t_n$ is large.

Some comments:
• Fermionic contributions
The above derivation is only valid for bosonic degrees of freedom. It can be shown that the path integral result for fermions is similar but with two main differences. The first one is that the eigenvalues of field operators must be anticommuting (Grassmann) numbers. The second difference is that in equation 4.64 the factor of $detM^{-1/2}$ is replaced by $detM$. Again, in QCD this factor is field independent and will cancel between the numerator and the denominator.

• Vacuum energy
We can insert complete sets of states between each pair of operators in Eq. 4.73 and divide by the lowest energy state, which is the vacuum energy $E_{\text{vac}}$:

$$\sum\int\langle n_1|O_1|n_1\rangle\cdots\langle n_{k-1}|O_{k-1}|n_{k-1}\rangle e^{-(E_n-E_{\text{vac}})(T-t_1+t_k)-\cdots-(E_{n-1}-E_{\text{vac}})(t_k-1)} \quad \left(1 + \mathcal{F}_{n\neq\text{vac}} e^{-(E_n-E_{\text{vac}})T}\right)^{-1}. \quad (4.74)$$

It is clear that the correlation function only depends on differences of energies and the vacuum energy. Hence we can, without loss of generality, take $E_{\text{vac}} = 0$.

• Boundary conditions
In the above derivation I assumed periodic boundary conditions in time direction, so that $|\phi(0)\rangle$ has the same eigenvalues as $|\phi(T)\rangle$. I will now describe how antiperiodic and periodic + antiperiodic boundary conditions fit this picture. For antiperiodic boundary conditions we have instead of Eq. (4.70)

$$C(t_1,t_2,\ldots,t_n) \equiv \int d\phi\langle-\phi|e^{-H(t_f-t_1)}O_1e^{-H(t_1-t_2)}\cdots O_ne^{-H(t_n-t_1)}|\phi\rangle \quad \left(\int d\phi\langle-\phi|e^{-HT}|\phi\rangle\right)^{-1}. \quad (4.75)$$

We can define an operator $P_{\phi}$ which flips the sign of the field $\phi$, i.e. $P_{\phi} | \phi(t) \rangle = | -\phi(t) \rangle$. Because the Hamiltonian is quadratic in $\phi$, the operator $P_{\phi}$ commutes with the Hamiltonian and because $P_{\phi}^2 = 1$ we have $P_{\phi} | n \rangle = \eta_n | n \rangle = \pm | n \rangle$, which gives

$$\sum\int\langle n|\eta_nO_1e^{-H(t_1-t_2)}\cdots O_{k}e^{-H(T-t_1+t_k)}|n\rangle e^{-E_n(T-t_1+t_k)} \quad \left(\sum\int\eta_n e^{-E_nT}\right)^{-1}. \quad (4.76)$$

The effect of $\eta_n$ has no effect on the time dependence of the correlation function, but it does affect the matrix elements.

More interestingly, we can use P+A boundary conditions in the time direction. In this case for any field $\phi$ we have

$$\phi(t+T) = \phi(t) + (-\phi(t)) = 0 \quad (4.77)$$
$$\phi(t+2T) = \phi(t). \quad (4.78)$$
Then, between $T$ and $2T$, Eq. (4.63) tells us that \( \langle \phi(t + \delta t \mid \phi(t) \rangle \) is constant in this interval. Hence

\[
\langle \phi_{P+A}(T) \mid O_1(t_1) \ldots O_n(t_n) \mid \phi_{P+A}(0) \rangle = \langle \phi_{P+A}(2T) \mid O_1(t_1) \ldots O_n(t_n) \mid \phi_{P+A}(0) \rangle
\]

(4.79)

where the right hand side satisfies periodic boundary conditions by Eq. (4.78) and hence

\[
C(t_1, t_2, \ldots, t_k)_{P+A} = \frac{\sum_n \langle n \mid O_1 e^{-H(t_1-t_2)} \ldots O_k \mid n \rangle e^{-E_n(2T-t_1+t_k)}}{\sum_n e^{-2E_nT}}.
\]

(4.80)

The conclusion is that P+A boundary condition have the effect of doubling the time extent and hence suppressing the finite-time effects.

As an example, let’s consider a kaon two-point function, defined as:

\[
C_K(t) \equiv \langle O_K^\dagger(t) O_K(0) \rangle,
\]

(4.81)

where \( O_K \) is a pseudoscalar operator which have the same quantum numbers as \( K^0 \), i.e.:

\[
\langle K^0 \mid O_K(t) \mid 0 \rangle \neq 0.
\]

(4.82)

Applying Eq. 4.73, the dominant contributions are:

\[
C_K(t) = \langle 0 \mid O_K^\dagger \mid K^0 \rangle \langle K^0 \mid O_K \mid 0 \rangle e^{-m_K t} + \langle \tilde{K}^0 \mid O_K^\dagger \mid 0 \rangle \langle 0 \mid O_K \mid \tilde{K}^0 \rangle e^{-m_K(T-t)}.
\]

(4.83)

All other contributions are suppressed by a factor smaller than \( e^{-m_{\pi^0} T} \). The second matrix element can be related to the first one by charge conjugation symmetry:

\[
\langle \tilde{K}^0 \mid O_K^\dagger \mid 0 \rangle \rightarrow \langle K^0 \mid O_K^\dagger \mid 0 \rangle e^{i(\xi_k + \xi_0)},
\]

(4.84)

\[
\langle 0 \mid O_K \mid \tilde{K}^0 \rangle \rightarrow \langle 0 \mid O_K^c \mid K^0 \rangle e^{-i(\xi_k + \xi_0)}.
\]

(4.85)

The C-phases cancel in the product of matrix elements and, assuming that the operator transforms as \( O_K^c = O_K^\dagger \), the correlation function becomes:

\[
C_K(t) = |\langle K^0 \mid O_K \mid 0 \rangle|^2 \left( e^{-m_K t} + e^{-m_K(T-t)} \right)
\]

(4.86)

An example of an interpolating operator with this property is

\[
O_K = \sum_{x,y} \bar{s}(x,t) \gamma^5 u(y,t).
\]

(4.87)

Similarly, a two-pion correlation function behaves as

\[
C_{\pi\pi}(t) = |N_{\pi\pi}|^2 \left( e^{-E_{\pi\pi} t} + e^{-E_{\pi\pi}(T-t)} \right) + C
\]

(4.88)
where the constants are explicitly given by

\[ N_{\pi\pi} \equiv \langle \pi\pi | O_{\pi\pi} | 0 \rangle \]
\[ C \equiv |\langle \pi | O_{\pi\pi} | \pi \rangle|^2 e^{-m_{\pi}T}. \]

(4.89) (4.90)

### 4.4 Correlation functions

The correlation functions discussed in the previous section can be written as:

\[ \langle O(U, \psi, \bar{\psi}) \rangle = \frac{1}{Z} \int [dU][d\psi][d\bar{\psi}]O(U, \psi, \bar{\psi})e^{-S[U, \psi, \bar{\psi}]} \]

for some function of the fields \( O \). The normalisation \( Z \) is chosen such that \( \langle 1 \rangle = 1 \). The action can be split into a fermionic part and a gauge field part \( S = S_{\text{ferm}} + S_{\text{gauge}} \). The fermionic part has the form \( \sum_{\alpha} \bar{\psi}_{ia}D_{ij\alpha}\psi_{ja} \), where \( i \) and \( j \) are combined spin and colour indices and \( \alpha \) is a flavour index. Integrating out the fermionic degrees of freedom gives:

\[ \langle O(U, \psi, \bar{\psi}) \rangle = \frac{1}{Z} \int [dU] \prod_{\alpha} \text{det} D_{\alpha}(U) O'(U, D^{-1}(U)) e^{-S_{\text{gauge}}} \]

where \( O' \) denotes an operator which consists of the sum of all the possible Wick contractions of fermion and antifermion using \( D^{-1}(U) \) as a propagator. This means that, to proceed with the calculation, we need to invert the fermion matrix \( D \) as well as calculate the fermionic determinant \( \text{det} D \). Unfortunately, the latter tends to be prohibitively expensive to calculate. In the early days of lattice QCD, a common technique was to set the fermionic determinant to 1 (known as ‘quenched approximation’). This has an effect of neglecting all the fermion loops in the sea. We can do better by defining a probability density function, which includes the fermionic determinants:

\[ P(U) = \frac{1}{Z} \prod_{\alpha} \text{det} D_{\alpha}(U) e^{-S_{\text{gauge}}} \]

which can be interpreted as a probability assuming that the product of fermionic determinants is positive definite. Gauge configurations can be generated according to the desired probability distribution by using a Markov chain Monte Carlo (MCMC) process.

Consider a sequence of gauge configurations \( U_n \) constructed in a stochastic way so that the probability that \( U_n = U' \) given that \( U_{n-1} = U \) is given by \( T(U \rightarrow U') \), which depends on the initial and final configuration, but not on the index \( n \). The transition probability satisfies \( \sum_{U'} T(U \rightarrow U') = 1 \). Starting from an arbitrary gauge configuration, this procedure will eventually reach equilibrium state, where the probability of reaching any
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A gauge configuration $U'$ is equal to the probability of going out of it:

$$
\sum_{U} T(U \rightarrow U') P(U) = \sum_{U} T(U' \rightarrow U) P(U')
$$

(4.94)

$$
= P(U'),
$$

(4.95)

where $P(U)$ is the probability that $U_{n-1} = U$. This equation indicates that at equilibrium the probability distribution is fixed at $P(U)$. Our objective now is to find the transition probability $T(U \rightarrow U')$, which corresponds to the correct probability distribution $P(U)$. One way of achieving this is by noting that 4.94 can be satisfied by demanding that

$$
T(U \rightarrow U') P(U) = T(U' \rightarrow U) P(U')
$$

(4.96)

which is known as the detailed balance condition, which can be satisfied by choosing

$$
T(U \rightarrow U') = \min \left( 1, \frac{P(U')}{P(U)} \right).
$$

(4.97)

To summarise, the MCMC procedure is as follows:

1. Start with an arbitrary gauge configuration $U_0$.
2. Propose a change to some other gauge configuration $U_1$.
3. Accept the change with probability $\min \left( 1, \frac{P(U_1)}{P(U_0)} \right)$ with $P(U)$ given by Eq. (4.93). Repeat this step until acceptance is reached.
4. Repeat this procedure to obtain $U_2, U_3, \cdots, U_n$.
5. After a sufficiently large number of steps this procedure will reach equilibrium (‘thermalise’) at which point we can start to take measurements.

There are several options available for choosing an update in step 2, the most common being the Hybrid Monte Carlo approach [33].

For future reference, I will introduce some nomenclature. The quantity measured by index $n$ is the Monte Carlo time measured in Molecular Dynamics (MD) units. The gauge configurations generated in the MCMC procedure are referred to as ‘trajectories’. Not all trajectories are used for the measurements and ones that are are referred to as ‘configurations’. For example, 80 configurations measured every 20 MD units corresponds to 1600 trajectories in addition to any trajectories used for thermalisation.
4.5 Propagator sources

The evaluation of Eq. (4.93) requires the knowledge of the inverse Dirac operator, which is a square matrix with the side $L^3 \times T \times N_{\text{spins}} \times N_{\text{colours}}$. Performing such an inversion for every quark field on every gauge configuration would be too expensive. However in practice we rarely need the value of the inverse Dirac matrix.

Suppose we choose our interpolating operators such that their dependence on the fermion fields comes through linear combinations of the form

$$\sum_{x} \eta(x) \psi(x, t). \tag{4.98}$$

Then Wick contracting will give contributions of the form

$$D_f^{-1}(t) \equiv \sum_{x} \eta(x) D^{-1}(x, t). \tag{4.99}$$

Hence it is sufficient to only calculate contributions of this form. This can be done by inverting

$$\sum_{y} D(x - y) D_f^{-1}(t) = \eta(x). \tag{4.100}$$

The matrix $D_f^{-1}(t)$ is a $N_{\text{spins}} \times N_{\text{colours}}$ by $L^3 \times T \times N_{\text{spins}} \times N_{\text{colours}}$ rectangular matrix, which is much cheaper to calculate and store than the full $D^{-1}$ matrix. The choice of the source function $\eta(x)$ is non-unique and different choices will correspond to different overlaps of the interpolating operators with physical states. Some of the common choices for the source function are:

- Point sources $\eta(x) = \delta(x - x_0)$
- Wall sources $\eta(x) = 1$
- Momentum wall sources $\eta(x) = e^{i p \cdot x}$
- Stochastic (‘noise’) wall sources, where $\eta(x)$ is a random number satisfying $\langle \eta^*(x) \eta(y) \rangle_{\eta} = \delta(x - y)$, where the angle brackets denote an average over different random number configurations. An example is a $Z_2 \times Z_2$ wall source with $\eta(x) = \frac{1}{\sqrt{2}}(\pm 1 \pm i)$.

It is not known a priori what choice of propagator sources will give the best overlap with the desired physical state. A good guideline is to use the interpolating operators which are the creation operators for the desired states in the free theory. For example, to create a $|\pi^+(p)\pi^+(-p)\rangle$ state in the free theory we would use:

$$O_{\pi^+\pi^+}(t) = (\bar{d}_p \gamma^5 u)(\bar{d}_{-p} \gamma^5 u), \tag{4.101}$$
where $u$ fields are summed with wall source and $d_q$ are summed with the momentum wall source with momentum $q$. At first sight this approach requires three inversions: one for the $u$ field and one for each of the $d$ fields. We can save one inversion by using cosine wall sources for the $d$ quarks defined by

$$
\eta_{\text{cos}}(t) = \cos(p_x x) \cos(p_y y) \cos(p_z z) \quad (4.102)
$$

Noting that $\cos x = (e^{ix} + e^{-ix})/2$ we can see that this source will contain all 8 possible momentum combinations of the form $(\pm 1, \pm 1, \pm 1)$. Using two such sources and projecting the zero total momentum at the sink results in an operator of the form

$$
O_{\pi+\pi^+} = \sum_{p \in \{\pm 1, \pm 1, \pm 1\}} (\bar{d}_p \gamma^5 u)(\bar{d}_{-p} \gamma^5 u). \quad (4.103)
$$

Comparing with Eq. (4.39) we can see that this operator is in the $A_1^+$ irreducible representation of the cubic group, which is convenient for extracting the $s$-wave phase shift.

### 4.6 Two pion correlation function

The two-pion correlation is defined as

$$
C_{\pi\pi}(t) = \langle O_{\pi\pi}^\dagger(t) O_{\pi\pi}(0) \rangle. \quad (4.104)
$$

The $O_{\pi\pi}(t)$ operators in our case are the two-meson operators of the form $[\bar{t} \gamma^5 t] [\bar{t} \gamma^5 t](t)$ and the correct isospin projection is achieved by choosing the correct linear combination of contractions, as shown below. In the case of $I = 2$ scattering we use the two-pion interpolating operator constructed out of two pseudoscalar operators with the same quantum numbers as the $\pi^+$ meson (the reson will become clear in the following section)

$$
O_{\pi\pi}(t) = [\bar{d} \gamma^5 u] [\bar{d} \gamma^5 u] (t) \quad (4.105)
$$

with the $d$ fields multiplied by the cosine source described in the previous section.

We only need to use cosine source operator at the source time slice. This is because Eq. (4.103) combined with hypercubic symmetry imply that

$$
\langle O_{\pi}(p, t) O_{\pi}(-p, t) O_{\pi\pi}^{\text{cos}}(p, 0) \rangle \quad (4.106)
$$

with $O_{\pi}(p, t) = \bar{u} \gamma^5 d_p(t)$ and $O_{\pi\pi}^{\text{cos}}$ denotes the cosine source interpolator is equivalent to the correlation function with cosine source and cosine sink.
The two pion correlation function has therefore the following time behaviour:

\[ C_{\pi\pi}(t) = N_{\pi\pi}(e^{-E_{\pi\pi}t} + e^{-E_{\pi\pi}(T-t)}) + C \]  \hspace{1cm} (4.107)

There is an additional complication related to extracting two pion energy. Consider for example the following time ordering:

\[ \langle 0 | O_{\pi\pi}^\dagger(t)O_{\pi\pi}(0) | 0 \rangle \xrightarrow{T\to\infty} \sum_n \langle 0 | O_{\pi\pi}^\dagger | n \rangle \langle n | O_{\pi\pi} | 0 \rangle e^{-E_n t} \]  \hspace{1cm} (4.108)

Taking a large t limit gives:

- For \((\pi\pi)_{I=2}\) the lowest energy state corresponds to two pions with total momentum 0, which is not a physical contribution. A solution to this problem is discussed in section 4.7.

- \((\pi\pi)_{I=0}\) state has the same quantum numbers as the vacuum, which means that in order to obtain the state with the desired energy and normalisation constant, we first need to subtract the vacuum state. This can be done by subtracting appropriate diagrams from vacuum contractions as discussed below. After subtraction, the problem of zero momentum pions persists and remains the major limitation in determining the Re\(A_0\) amplitude at physical kinematics.

To calculate \(C_{(\pi\pi)_{I=2,0}}\) which will be used to extract the corresponding two pion energies, we consider the states given by equations 2.59 and 2.66. Next we calculate the Wick contractions that contribute to the amplitude. There are 4 different types of contractions as shown in figure 4.3.
Contributions to each of the amplitudes can be shown to be:

\[ s\langle \pi^+ \pi^- | \pi^+ \pi^- \rangle_s = D - 2R + V \] (4.109)
\[ s\langle \pi^+ \pi^- | \pi^0 \pi^0 \rangle = -C + 2R - V \] (4.110)
\[ \langle \pi^0 \pi^0 | \pi^0 \pi^0 \rangle = 2D - C - 2R + V \] (4.111)

The index 's' means that the state has been symmetrised:

\[ | \pi^+ \pi^-_s \rangle = \frac{1}{2} (| \pi^+ (p) \pi^- (-p) \rangle + | \pi^- (p) \pi^+ (-p) \rangle) \] (4.112)

This leads to:

\[ C^{I=2}_{\pi\pi} = 2D - 2C \] (4.113)
\[ C^{I=0}_{\pi\pi} = 2D + C - 6R + 3V \] (4.114)

Note that the R and V contractions do not contribute to the I=2 scattering, which is required by the isospin symmetry.

Presence of the intermediate vacuum state in the V diagram leads to the following complication. Consider insertion of the complete set of vacuum (i.e. gluon) energy states.

\[ V_0 = \sum_n \langle 0 | O^\dagger_{\pi\pi} | n \rangle \langle n | O_{\pi\pi} | 0 \rangle \xrightarrow{t \to \infty} | \langle 0 | O_{\pi\pi} | 0 \rangle |^2 \] (4.115)

The lowest energy contribution corresponds to the product of two non-interacting pieces. This is not the contribution that we are interested in, and therefore it has to be subtracted explicitly:

\[ V = V_0 - | \langle 0 | O_{\pi\pi} | 0 \rangle |^2 \] (4.116)

This is a difference of two large numbers, which results in large error bars that introduce significant uncertainty to I=0 measurement.

4.7 $K \to \pi\pi$ three point correlation functions

The three point correlation function is defined as:

\[ C_i(0, t_{op}, t_{\pi\pi}) = \langle O_{\pi\pi}(t_{\pi\pi}) Q_i(t_{op} O_K(0)) \rangle, \] (4.117)
where $O_K$ and $O_{\pi\pi}$ are the kaon and pion interpolating operators and $Q_i$ are the four-fermion operators in the operator product expansion. This correlation function has the time dependence (assuming $t_{\pi\pi} - t_{op}$, $t_{op}$ and $T - t_{\pi\pi}$ are large enough):

$$C_i(0, t_{op}, t_{\pi\pi}) = \langle \pi\pi I(t_{\pi\pi}, 0) | Q_i(t_{op}) | K I(0, 0) \rangle$$

(4.118)

$$= N_{\pi\pi} N_K M_i e^{-(m_K - E_{\pi\pi})t_{op}} e^{-E_{\pi\pi}t_{\pi\pi}}$$

(4.119)

with

$$N_{\pi\pi} = \langle 0 | O_{\pi\pi} | \pi\pi \rangle$$

(4.120)

$$N_K = \langle 0 | O_K | K \rangle.$$  

(4.121)

In 4.119 we have inserted the complete sets of energy eigenstates of two pion and kaon and took the large time limit. The ‘around the world’ contributions (i.e. terms proportional to $e^{-E_nT}$ for $n$ other than vacuum in Eq. 4.70) was ignored for simplicity. The phases of $N_K$, $N_{\pi\pi}$ and $M_i$ are chosen so that all these quantities are real. The energies $E_{\pi\pi}$ and $m_K$ as well as the normalisation constants $N_K$ and $N_{\pi\pi}$ can be obtained from their respective correlation functions in Eq. (4.86) and Eq. (4.107). The matrix elements can then be calculated by taking an appropriate exponential fit.

The major difficulty of this calculation is obtaining pions in a final state with physical momenta. The two pion energy $E_{\pi\pi}$ in equation 4.119 corresponds to the lowest energy state where two pions have a total momentum 0, i.e. a state where both pions are at rest. Naively one might think of calculating the two pion energy by simply subtracting the unphysical ground state. The main limitation of this approach is that in order to reach physical pion momenta a lattice of size $aL = \frac{2\pi}{p_{\pi}} \approx 6$ m is required, which is larger than any of our ensembles generated so far. Furthermore, extraction of excited states tends to be more noisy than calculating the energy of the ground state. We can avoid the necessity of multi-exponential fits to extract the excited state contribution by utilising the technique suggested in [34; 35] and applied successfully in our original calculation of $A_2$ [36; 12] and described below.

In $\Delta I = 3/2$ there is an elegant solution to the above problem. Consider twisted boundary condition defined as:

$$\phi(x + L) = e^{i\theta} \phi(x)$$

(4.122)

Taking a Fourier transform we find that:

$$\tilde{\phi}(p)e^{ip(x+L)} = \tilde{\phi}(p)e^{i(\theta + px)}$$

(4.123)
This condition can be satisfied for arbitrary fields provided that
\[ p = \frac{\theta + 2\pi}{L} n, \quad n \in \mathbb{Z} \quad (4.124) \]

Since we are interested in the centre-of-mass frame, the most suitable choice of twist angle \( \theta \) is \( \pi \) corresponding to antiperiodic boundary conditions. Our objective is to construct pions that can have a momentum of \( \pm \pi/L \) eliminating the problem of pions at rest and making it possible to study the decay on lattices as small as 3fm.

To do this we impose periodic boundary conditions on u and s quarks and antiperiodic boundary conditions on d quarks. As a consequence, both \( \pi^+ \) and \( \pi^- \) mesons can gain the desired momenta, but \( \pi^0 \) in its lowest energy state will be at rest. In \( \Delta I = 3/2 \) case this problem can be solved elegantly by applying the Wigner-Eckart theorem. The Wigner-Eckart theorem relates the SU(2) matrix elements of a tensor operator to reduced matrix elements
\[
\langle J, M | O^J_m | j', m' \rangle = C(J j' j, M m m') N_{J j' j'} \quad (4.125)
\]

where \( | j, m \rangle \) are in the usual representation of SU(2) where \( m \) is the eigenvalue of the \( J_3 \) operator which in a given representation is within range \(-j \leq m \leq j\), \( C(J, M; j' j m m') \) are the Clebsch-Gordan coefficients and \( N_{J j' j'} \) is a constant. The proof is standard \([37; 38]\) and relies on the observation that \( O^J_m | j' m' \rangle \) transforms under the direct product representation and therefore must satisfy
\[
| J, M \rangle = N_{J j' j'} \sum_{m m'} C(J j' j, M m m') O^J_m | j' m' \rangle \quad (4.126)
\]

The proportionality constant \( N_{J j' j'} \) can not depend on the values of \( m \) and \( m' \), because that would spoil the transformation properties when both sides of the equation are acted on with a raising or lowering operator. The above equation can be inverted by using the orthogonality property of Clebsch-Gordan coefficients
\[
\sum_{J, M} C(J j' j, M m_1 m_2) C(J j' j, M m_1' m_2') = \delta_{m_1 m_1'} \delta_{m_2 m_2'} \quad (4.127)
\]

and contracted with \( \langle J, M | \) to recover the Wigner-Eckart theorem.

In our case, we can use the Wigner-Eckart theorem for the isospin to relate \( K \rightarrow (\pi \pi)_{I=2} \) matrix elements with different values of \( I_3 \) to each other. Specifically:
\[
\left( \langle \pi \pi \rangle_{I_3=1/2}^{I=2} | K^+ \right) = \frac{3}{2} \left( \langle \pi \pi \rangle_{I_3=3/2}^{I=2} | Q \right)_{\Delta I_3=3/2, I_3=3/2}^{\Delta I=3/2} | K^+ \right) \quad (4.128)
\]

We can therefore relate the physical correlation functions to unphysical ones which are easy to compute on a lattice. One can be worried that imposing different boundary conditions on each of the quarks breaks the isospin symmetry and as a consequence the
outgoing two pion state will be a mixture of states with different isospins. Fortunately, the only isospin state that includes $\pi^+\pi^+$ is $| I = 2, I_3 = 2 \rangle$, so it can not mix with other states even if the isospin is broken. The $Q_{\Delta I = 3/2}$ can be obtained from $Q_{\Delta I = 3/2}$ by applying an isospin raising operator. They are of the form $Q = \sqrt{3}Q'$ with $Q'$ given by:

$$Q'(27,1) = (\bar{s}_i d_i)_L (\bar{u}_j d_j)_L$$

$$Q'(8,8) = (\bar{s}_i d_i)_L (\bar{u}_j d_j)_R$$

$$Q'(8,8)_{mix} = (\bar{s}_i d_j)_L (\bar{u}_j d_i)_R$$

In $\Delta I = 3/2$ case, we calculate the $\langle \pi^+\pi^+ | O' | K^+ \rangle$ matrix elements which can be related to the $K^0 \rightarrow (\pi\pi)_{I=2}$ matrix elements by:

$$M_i^{\Delta I = 3/2} \equiv \langle (\pi\pi)_{I=2} | Q_i | K^0 \rangle = \frac{\sqrt{3}}{2} \langle \pi^+\pi^+ | Q'_i | K^+ \rangle$$

Contractions contributing to the above matrix elements are shown in figure 4.4. In this figure, the four-fermion operator is represented by a pair of points to make the spin contractions explicit. The Roman letters indicate colours of quarks entering the four-fermion operator. In the figure contractions $C_1, C_2, C_5$ and $C_7$ have the LL operator structure and the remaining ones have the LR structure. Note that because of the left-left Fierz identity Eq. (2.85) we have $C_1 = -C_6$ and $C_2 = -C_5$.

Explicitly we have:

$$M_i^{\Delta I = 3/2} = 2 (C_1 - C_5)$$

$$M_i^{\Delta I = 3/2} = 2 (C_3 - C_7)$$

$$M_i^{\Delta I = 3/2}_{mix} = 2 (C_4 - C_8)$$

We can now write the expressions for the $A_2$ amplitude in terms of $K^0 \rightarrow (\pi\pi)_{I=2}$ ($M_i^{K^0}$), $K^+ \rightarrow \pi^+\pi^- (M_i^{K^+})$ and $K^+ \rightarrow \pi^+\pi^+ (M_i)$ matrix elements:

$$A_2 = \frac{G_F}{\sqrt{2}} V_{ud} V_{us} \sum_i C_i(\mu) \left( \frac{1}{\sqrt{2}} M_i^{K^0} \right)$$

$$= \frac{G_F}{\sqrt{2}} V_{ud} V_{us} \sum_i C_i(\mu) \left( \frac{1}{\sqrt{3}} M_i^{K^+} \right)$$

$$= \frac{G_F}{\sqrt{2}} V_{ud} V_{us} \sum_i C_i(\mu) \left( \frac{\sqrt{3}}{2} M_i \right).$$
with

\[ M_i^{K^0} = \langle (\pi \pi)^I_{I_3=0} | Q^{\Delta I=3/2}_{\Delta I_3=1/2,i} | K^0 \rangle \]  
(4.139)

\[ M_i^{K^+} = \langle (\pi \pi)^I_{I_3=1} | Q^{\Delta I=3/2}_{\Delta I_3=1/2,i} | K^+ \rangle \]  
(4.140)

\[ M_i^{(\pi \pi)^I_{I_3=2}} = \langle Q^{\Delta I=3/2}_{\Delta I_3=3/2,i} | K^+ \rangle . \]  
(4.141)

The relative factor between the two expressions is due to the different Clebsch-Gordan coefficients.

### 4.8 All mode averaging

All mode averaging (AMA) is a procedure which allows use to extract maximum amount of information in reasonable computing time. This is achieved by averaging each correlation function over all source and sink times. Normally this procedure would be prohibitively expensive, since it would involve propagator inversions at each time slice. We can avoid this problem by doing the inversions on a selected subset of time slices.
(`exact` solves) and calculating an estimate on all time slices (`sloppy` solve). A residual is then calculated on time slices that contain exact solves, and is subsequently used to correct the remaining sloppy solves. This procedure is described in [39].

All mode averaging takes about 3 times longer than non-AMA calculation, but results in an error reduction by a factor of 4-5. [40]

### 4.9 Statistical analysis

In this section we describe main tools used in statistical analysis of the data.

#### 4.9.1 Fitting

As described in chapters 4.6 and 4.7 we often need to fit the data to fit some curve, in our case it is typically a cosh fit. To do this we need to define a notion of a ‘quality’ of a fit. For an uncorrelated fit such quantity is the $\chi^2$:

$$\chi^2 \equiv \sum_i \frac{(y_i - f(x_i))^2}{\sigma_i^2} \tag{4.142}$$

where $y_i$ is the dependent variable (in our case the correlation function function), $x$ is the independent variable (in our case the time), $\sigma_i$ is the standard deviation of the $i$th measurement and $f$ is the function we are fitting to.

Clearly, the better the data agrees with the prediction given by function $f$ the lower the value of $\chi^2$ will be.

In our case, the function $f$ is determined up to some number of parameters (e.g. $N_\pi$ and $m_\pi$ for pion 2-point function). We are interested in values of these parameters that minimise $\chi^2$. The problem is therefore reduced to the least squares fitting.

Typically one expects the value of $\chi^2$ to be equal to the number of degrees of freedom of the theory. A higher value means that the data does not fit the expected curve very well and a lower value indicates that the size of the error bars has been overestimated.

The above analysis does not take into account correlations between values $y_i$ (i.e. the values of correlation function at different time slices). To take them into account we can do a correlated fit.

To do this, we start by evaluating the covariance matrix:

$$Cov_{ij} = (y_i - \langle y_i \rangle)(y_j - \langle y_j \rangle) \tag{4.143}$$

where angle brackets denote the gauge average.
The correlated $\chi^2$ is then given by:

$$\chi^2_{\text{corr}} \equiv (y_i - f(x_i))Cov^{-1}_{ij}(y_j - f(x_j))$$

(4.144)

In this project we used exclusively uncorrelated fits, because practice shows that the difference between the two approaches tends to be small.

### 4.9.2 Error calculation

To get a reliable estimate on the error of any gauge averaged value, we need to take correlations between gauge configurations into account. There are two common procedures which are used to achieve that: bootstrap and jackknife.

In bootstrap the resampling is done by averaging over sets of configurations randomly chosen (with replacement) from the original set of configurations. Using this procedure we can generate a large number of resampled values, which can then be used to calculate the errors using:

$$\sigma^2_B = \frac{N_B - 1}{N_B} \left( \langle \tilde{y}_i^B \rangle^2 - \langle \tilde{y}_i^B \rangle^2 \right)$$

(4.145)

where $\tilde{y}_i^B = \frac{1}{M_B} \sum_{1}^{M_B} \text{rand}(y_i)$. In these equations $N_B$ is the number of bootstrap samples, $M_B$ is bootstrap sample size and the rand function chooses a random gauge configuration. Bootstrap resampling can be used to calculate the errors, but it is rather slow.

The jackknife procedure provides a faster alternative to the bootstrap resampling. In jackknife resampling we calculate averages over subsets of gauge configurations, typically consisting of the set of all configurations with one configuration removed. Each quantity is evaluated for each subset of gauge configurations, and the error is given by:

$$\sigma^2_J = (N - 1) \left( \langle \tilde{y}_i^2 \rangle - \langle \tilde{y}_i \rangle^2 \right)$$

(4.146)

where

$$\tilde{y}_i = \frac{1}{N} \sum_{j \neq i} y_j.$$  

(4.147)

### 4.10 Analytic continuation to Minkowski spacetime

The correlation functions calculated so far were all in Euclidean space-time. However the real-world physics is all in Minkowski spacetime. We therefore need to analytically continue our results. It was shown by Osterwalder and Schrader [41] that, given a certain set of assumptions (namely smoothness, Euclidean covariance, reflection positivity,
permutation symmetry and cluster decomposition) then knowing the correlation function in Euclidean space it is always possible to reconstruct the corresponding Minkowski space correlation function. Unfortunately this is not the case in lattice simulations, where the Euclidean correlation function is known only at a discrete set of points. An alternative approach is to extract physical quantities directly from the Euclidean space correlation functions. Single-particle states are well-described in this approach by the Källen-Lehmann spectral representation.

A problem arises for multi-particle states. As we have seen in section 3.7, the phase shift can be defined in terms of difference of phases between the initial and final states in two-particle scattering. However, in Euclidean space the distinction between initial and final states can not be made. To see how initial and final states separate in Minkowski spacetime, consider Lippmann-Schwinger equation

\[ |\psi_\alpha^\pm\rangle = |\phi_\alpha\rangle + \int d\beta \frac{V_{\beta\alpha}}{E_\alpha - E_\beta \pm i\epsilon} |\phi_\beta\rangle \] (4.148)

where \(|\psi_\alpha\rangle\) are eigenstates of the full Hamiltonian, \(|\phi_\alpha\rangle\) are eigenstates of the free Hamiltonian and \(T_{\beta\alpha} = \langle \phi_\beta \mid H_{\text{int}} \mid \psi_\alpha\rangle\). In Minkowski space we can define the states at a given time \(t\) by taking a superposition of the energy eigenstates

\[ |\psi(t)\rangle = \int d\alpha e^{-iE_\alpha t} g(\alpha) |\psi_\alpha^\pm\rangle \] (4.149)

\[ |\phi(t)\rangle = \int d\alpha e^{-iE_\alpha t} g(\alpha) |\phi_\alpha\rangle \] (4.150)

where \(g(\alpha)\) is some smooth function of \(\alpha\). Then the Lippmann-Schwinger equation can be written as

\[ |\psi(t)\rangle = |\phi(t)\rangle + \int d\beta \mathcal{J}_{\beta}^\pm(t) |\phi_\beta\rangle \] (4.151)

with

\[ \mathcal{J}_{\beta}^\pm(t) = \int d\alpha \frac{e^{-iE_\alpha t} g(\alpha)V_{\beta\alpha}^\pm}{E_\alpha - E_\beta \pm i\epsilon} . \] (4.152)

When \(t > 0\) \((t < 0)\), Eq. (4.152) can be calculated by contour integration by closing the contour along the semicircle in the lower (upper) part of the complex plane. If \(V_{\beta\alpha}^\pm\) has poles of its own, their residues will be exponentially suppressed in time by the imaginary part of the pole. As a consequence, \(\mathcal{J}_{\beta}^\pm(t)\) will vanish at \(t = -\infty\), while \(\mathcal{J}_{\beta}^-\) (t) will vanish at \(t = +\infty\). Eq. (4.151) shows that

\[ \lim_{t \to -\infty} |\psi^+\rangle = \lim_{t \to -\infty} |\phi(t)\rangle \] (4.153)

\[ \lim_{t \to +\infty} |\psi^-\rangle = \lim_{t \to +\infty} |\phi(t)\rangle \] (4.154)

which are the definitions of ‘in’ and ‘out’ states respectively.
In the Euclidean spacetime the situation is different, because the Eq. (4.152) becomes

\[ J^\pm_\beta(t) = \int d\alpha e^{-E_\alpha t} g(\alpha) V_{\beta\alpha}^\pm + i\epsilon, \tag{4.155} \]

which does not vanish regardless of the sign of \( t \). This means that we can not, for example, calculate the \( \pi\pi \) phase shift defined as \( \langle \pi\pi; \text{out} | \pi\pi; \text{in} \rangle \) (see sec. 3.7).

Another issue of (infinite volume) Euclidean space is that it is only possible to extract the ground states from the spectral decomposition of correlation functions. As an example, consider the two-point function of \( \pi\pi \) interpolating operators

\[ \langle 0 | O_1(x) O_2(0) | 0 \rangle = \int \frac{d^3 p_1}{(2\pi)^3 2E_p_1} \int \frac{d^3 p_2}{(2\pi)^3 2E_p_2} \langle 0 | O_1(p_1, p_2) | 0 \rangle e^{-E_{p_1} t} e^{-E_{p_2} t}. \tag{4.156} \]

For large \( t \), the dominant contribution will come from the lowest energy level and it is in fact impossible to extract higher energy levels from the spectrum. These two restrictions are collectively known as the Maiani-Testa no go theorem [42].

The solution of both of these problems is provided by the finite volume. The phase shifts can be calculated by using Lüscher’s method, which is described in section 4.12. The solution of the excited states problem is also trivially solved, because the energy levels in the finite volume are discrete.

### 4.11 Discretisation effects - Symanzik effective theory

In lattice simulations we work with finite lattice spacing \( a \). To relate the lattice results to physical observables, we need to perform measurements at several values of lattice spacing and subsequently extrapolate to \( a = 0 \) limit. A useful tool which helps in the understanding of the continuum extrapolation is the Symanzik effective theory. It is an effective theory expansion where the order parameter is the lattice spacing i.e.

\[ S_{\text{Symanzik}} = S_{\text{QCD}} + aS_1 + a^2S_2 + \cdots \tag{4.157} \]

In the above equation, \( S_{\text{QCD}} \) is the usual QCD action and \( S_n \) are corrections which contain dimension 4+n operators. Because the observable quantities can not depend on the cutoff (lattice spacing), the coefficient of every operator must have an explicit lattice spacing dependence. The evolution of these coefficients can be described by Wilsonian renormalisation group, but it is difficult to do in practice. As an example take some dimension-6 operator \( O_6 \). It will contribute to the Symanzik action as \( a^2C_6(a)O_6 \). But \( C_6 \) must be dimensionless, so it can only depend on dimensionless quantities. In 2+1 flavour case, they will have the form \( C_6(\Lambda, a) \). Assuming the lattice spacing
is small enough so that \( am_l, am_s, a\Lambda_{QCD} \ll 1 \) we can Taylor expand the coefficients

\[
C_6(am_l, am_s, a\Lambda_{QCD}) = C_6(0, 0, 0) + a(c_l m_l + c_s m_s + c_{\Lambda} \Lambda_{QCD}) + O(a^2) \quad (4.158)
\]

where \( C_6(0, 0, 0) \) is the continuum value of the coefficient. Calculating our quantities at two different values of lattice spacing allows us to take the continuum limit by extrapolating in \( a \) (or, if the coefficient proportional to \( a \) is zero, by extrapolating in \( a^2 \)). Continuum limit of more complicated quantities such as Green’s functions can be found in the same way.

In the remainder of this section I will argue that for our choice of fermion action (Möbius DWF) the \( K \to \pi\pi \) matrix elements will scale as \( a^2 \).

**Gauge action** There is no pure gauge term of dimension 5 in the Symanzik effective action, so the gauge action is automatically \( O(a) \) improved.

**Fermion action** Imposing the equations of motion for the fermion field and ignoring operators which were present at order 4 (such as \( m^2 \bar{\psi}\psi \), which will renormalises the quark mass) there is only one new dimension-five operator

\[
L_1 = c_{SW} \bar{\psi} \sigma^{\mu\nu} G_{\mu\nu} \psi,
\]

which is known as the Sheikholeslami-Wohlert term or Pauli term or clover term in the literature.

This term however is absent in chiral fermion formulations, because the Ginsparg-Wilson relation 4.24 will not be satisfied at order \( a \) if the Dirac operator is shifted by \( ac_{SW} \sigma^{\mu\nu} G_{\mu\nu} \). It may seem that the mass term will break the chiral symmetry (and so the Ginsparg-Wilson relation) as well, invalidating the above argument. However, we can use the trick introduced in section 2.5, i.e. replace the mass term with a spurious field. Then the action will preserve the Ginsparg-Wilson relation forbidding the Sheikholeslami-Wohlert term, which has no mass dependence. This shows that chiral fermions in general and domain wall fermions in particular are automatically order \( a \) improved.

**Pseudoscalar operators** To ensure the correct scaling we need to improve not only the action but also the interpolating operators. The pseudoscalar bilinear \( \bar{\psi} \gamma^5 \psi \) is a dimension 3 operator, so the order \( a \) corrections will have to come from the dimension 4 operators. The only dimension-4 operator that can contribute to the process is \( m\bar{\psi} \gamma^5 \psi \), which just gives corrections to the operator renormalisation and hence is not a new operator in the Symanzik expansion. Hence, the pseudoscalar operators are \( O(a) \) improved.
Four-fermion operators  The four-fermion operators are dimension-6 operators and will receive $O(a)$ corrections from dimension-7 operators. These dimension-7 operators will necessarily have to contain four fermion fields and the remaining mass dimension can come from either a covariant derivative or a mass factor. The operators containing a derivative such as $(\bar{s}(1-\gamma^5)d)(\bar{q}\partial(1-\gamma^5)q)$ or $(\bar{s}\gamma^\mu(1-\gamma^5)d)(\bar{q}\sigma_{\mu\nu}D^\nu q)$ have a different chiral structure than the dimension-6 ones. Explicitly, they contain one left-chiral and three right-chiral fields, which means they will be in either $(\bar{3}, 15)$, $(\bar{3}, \bar{6})$ or $(\bar{3}, 3)$ representations, which are different from representations of dimension-6 operators. Other dimension-7 operators containing the derivative can be in $(15, \bar{3})$, $(\bar{6}, \bar{3})$ and $(15, \bar{3})$, but there are no operators in the same chiral representations as the dimension-6 operators. Similarly, the operators with an explicit mass dependence will correspond to chiral operators with a single mass insertion. However, the mass term will mix the right and left handed fields resulting in operators which can not mix with dimension-6 operators for the same reason as above (in fact, using equations of motion one can see that $\partial\psi = m\psi$, so the mass operators do not need to be considered separately).

The above reasoning applies only if the chiral symmetry holds. Using a non-chiral formulation, such as Wilson fermions, will reintroduce the $O(a)$ effects in $K \rightarrow \pi\pi$ matrix elements even if the action itself is $O(a)$ improved. For example, as we have seen in sec. 2.4.3.3, we can expect $a(m_s - m_d)$ mixing between $Q_{X/Y}$ operators and other operators in the theory, which means that these operators will contribute at $O(a)$ even though they are absent in the leading order mixing. Furthermore, there is nothing protecting us from mixing with dimension-7 operators such as $(\bar{s}(1-\gamma^5)d)(\bar{q}\partial(1-\gamma^5)q)$.

4.12 Finite volume effects

4.12.1 Lüscher’s method

In this section I will describe Lüscher’s method which relates the power-like finite volume corrections to the scattering phase shifts, therefore bypassing the Maiani-Testa no go theorem. I will start by describing the differences between finite and infinite volume particle scattering and show how the phase shift comes into play. The discussion in this chapter follows closely [43].

The main difference between finite and infinite volumes is that in finite volume momenta can only take certain discrete values. For example if we choose a box with periodic boundary conditions in a given direction, the momenta in this direction can only assume values which are integer multiples of $2\pi/L$ where $L$ is the box size. This can be seen by taking a Fourier transform of the wavefunction given the condition

$$\psi(x) = \psi(x + L)$$
As a consequence all momentum integrals have to be replaced with sums:

$$\int \frac{d^3p}{(2\pi)^3 V} \to \sum_p$$

(4.160)

Following [43], we can estimate the difference such difference by using the Poisson summation formula:

$$\sum_p f(p) = \sum_x \hat{f}(x)$$

(4.161)

where \(\hat{f}\) is the Fourier transform of \(f\). This formula can be rewritten as:

$$\frac{1}{L^3} \sum_k g(k) = \int \frac{d^3k}{(2\pi)^3} g(k) + \sum_{x \neq 0} \int \frac{d^3k}{(2\pi)^3} e^{i\mathbf{k} \cdot \mathbf{x}} g(k)$$

(4.162)

If \(f\) has no singularities, then the sum on the right hand side vanishes (by contour integration) and we can simply write that (up to exponential corrections which will be neglected in this chapter):

$$\frac{1}{L^3} \sum_k f(k) = \int \frac{d^3k}{(2\pi)^3} f(k)$$

(4.163)

The \(\pi\pi\) scattering will involve loop sums (integrals) of the form

$$\sum \mathcal{I} = \int dq^0 \sum_{\mathbf{q}} \frac{f(q)}{(q^2 - m^2 + i\epsilon)((p + q)^2 - m^2 + i\epsilon)}.$$  

(4.164)

Working in the centre-of-mass frame with \(p = (E, 0)\) the integral over \(dq^0\) (which is an integral both in finite and infinite volume) can be calculated by contour integration to give

$$I = -i \left( \frac{f(\omega_q, \mathbf{q})}{2\omega_q \left((E - \omega_q)^2 - \omega_q^2\right)} + \frac{f(\omega_q + E, \mathbf{q})}{2\omega_q \left((E + \omega_q)^2 - \omega_q^2\right)} \right),$$  

(4.165)

where \(\omega_q \equiv \sqrt{|q|^2 + m^2}\). The second term has no pole and therefore does not contain any power-like finite volume corrections. Defining a new ‘momentum’ variable \(k\) as \(E = 2\sqrt{k^2 + m^2}\), the first term can be rewritten as

$$I_1 = -i \frac{f(\omega_q, \mathbf{q})(E + 2\omega_q)}{8\omega_q E \left(k^2 - |\mathbf{q}|^2\right)}.$$  

(4.166)

The conclusion is that the power-like corrections will arise then \(k^2 = |\mathbf{q}|^2\), i.e. when the intermediate two-pion state goes on-shell.
To calculate the finite volume corrections in pion scattering, we therefore need to evaluate the sums (and integrals) of the form:

\[ S(q) = \frac{1}{L^3} \sum_k \frac{f(k)}{q^2 - k^2} \tag{4.167} \]

with \( q^2 \equiv |q|^2 \) and \( k^2 \equiv |k|^2 \) and \( f \) being some analytic function of \( k \). To remove the angular dependence, we can expand the function \( f \) in spherical harmonics

\[ f(p) = \sum_{l=0}^{\infty} \sum_{m=-l}^{l} f_{lm}(p) \sqrt{\frac{2}{\pi}} Y_{lm}^m. \tag{4.168} \]

Because we are interested in the \( l = 0 \) state, I will focus on the \( f_{00} \) term only.

Now consider the function

\[ \frac{1}{L^3} \sum_k f_{00}(k) - f_{00}(q) \frac{q^2 - k^2}{(q^2 - k^2)^s} = \int \frac{d^3k}{(2\pi)^3} \frac{f_{00}(k) - f_{00}(q)}{(q^2 - k^2)^s} \tag{4.169} \]

which follows from the Poisson summation formula, because the integrand has no poles (assuming \( f_{00} \) is analytic). The exponent \( s \) requires further explanation. We want to take \( s = 1 \), but that would make the integral and the sum containing \( f_{00}(q) \) divergent. The condition of convergence of this sum and integral is \( \text{Re}(s) > 3/2 \). Starting from any \( s \) in this region, \( s = 1 \) can be reached by analytic continuation. This is a different approach to \( e^{\alpha(q^2 - k^2)} \) UV regulator introduced in [43]. The reason we chose to use analytic continuation approach instead is that the resulting formulae result in a faster numerical convergence. Using the principal value prescription for the integral, the finite volume correction can be rewritten as

\[ \frac{1}{L^3} \sum_k f_{00}(k) - f_{00}(q) \frac{q^2 - k^2}{(q^2 - k^2)^s} - \mathcal{P} \int \frac{d^3k}{(2\pi)^3} \frac{f_{00}(k) - f_{00}(q)}{(q^2 - k^2)^s} = f_{00}(q) \frac{1}{L^3} \sum_k \frac{1}{(q^2 - k^2)^s}. \tag{4.170} \]

The principal value prescription can be related to Feynman \( i\epsilon \) prescription by the identity

\[ \mathcal{P} \frac{1}{E} = \frac{1}{E + i\epsilon} + i\pi\delta(E) \tag{4.171} \]

resulting in the finite volume correction

\[ F \equiv \frac{1}{L^3} \sum_k f_{00}(k) \frac{q^2 - k^2}{(q^2 - k^2)^s} - \mathcal{P} \int \frac{d^3k}{(2\pi)^3} \frac{f_{00}(k)}{(q^2 - k^2)^s} = \frac{qf_{00}(q)}{8\pi E} - \frac{i f_{00}(q)}{2LE^3} \sum_k \frac{1}{(q^2 - k^2)^s}. \tag{4.172} \]

So far we have considered the finite volume correction from a single \( \pi\pi \) loop. Full calculation requires the summation of loops shown in Fig. 4.5. By rewriting the finite volume loop contribution as a sum of infinite volume contribution and the correction,
the correction to the $\pi\pi \rightarrow \pi\pi$ correlation function can be rewritten as shown in figure 4.6.

Using geometric series, this correction can be rewritten as:

$$\tilde{C}^{FV}(E) = -A' F \frac{1}{1 + iMF/2} A$$  \hspace{1cm} (4.173)

This correction has poles at $\text{det}(1 + iMF/2) = 0$. Assuming that $A$ only couples to the $s$-wave component of the two pion state the above simplifies to $1 + iM_sF_s/2 = 0$, which can be rewritten in terms of the $s$-wave phase shift $\delta$ as:

$$\delta(q) + \phi(q) = n\pi$$  \hspace{1cm} (4.174)

with

$$\tan \phi(q) = -\frac{q\pi^{3/2}}{Z_{00}(1; q^2)},$$  \hspace{1cm} (4.175)

$$Z_{00}(s; q^2) = \frac{1}{4\pi} \sum_{n \in Z^3} \frac{1}{((n + (1/2, 1/2, 1/2))^2 - q^2)^{s}},$$  \hspace{1cm} (4.176)

$$p^2 = \frac{E^2}{4} - m_{\pi}^2,$$  \hspace{1cm} (4.177)

$$q = \frac{Lp}{2\pi}.$$  \hspace{1cm} (4.178)

The form of $Z_{00}$ given above is valid for antiperiodic boundary conditions in all 3 directions. The value of $Z_{00}$ for $s = 1$ can be calculated using the method given in the
Appendix A of [44]. This is the Lüscher quantisation condition, first derived in [45].

We can compare the finite volume and infinite volume two pion wavefunctions by comparing the corresponding correlation functions and demanding that they are equal. In infinite volume we have:

\[
C(t) = \int d^3x \langle 0 | \sigma(x, t) \sigma(0, 0) | 0 \rangle
\]

\[
= \frac{1}{2!} \int d^3x \int \frac{d^3p_1}{(2\pi)^3 2E_1} \int \frac{d^3p_2}{(2\pi)^3 2E_2} \langle 0 | \sigma(0, 0) | E_1, p_1, E_2, p_2 \rangle^2 e^{-i(E_1 + E_2)t}
\]

\[
= \frac{1}{2} \int \frac{q^2 dq d\Omega}{(2\pi)^3 E^2} \langle 0 | \sigma(0, 0) | E \rangle^2 e^{-iEt}
\]

\[
= \frac{1}{16\pi^2} \int dE \frac{q}{E} \langle 0 | \sigma(0, 0) | E \rangle^2 e^{-iEt}
\]

where in second line we inserted a complete set of two particle states with 1/2 indistinguishability factor and shifted the interpolating operators to the origin. In the third line we used the expression for a Dirac delta function to integrate over \(x\) and \(p_2\) and defined \(E = 2E_1 = 2E_2\).

In finite volume we have:

\[
C^{FV}(t) = \int d^3x \langle 0 | \sigma(x, t) \sigma(0, 0) | 0 \rangle_{FV}
\]

\[
= V \sum n |\langle 0 | \sigma(0, 0) | \pi \pi \rangle_{FV}^2 e^{-iEt}\]

\[
= V \int dE \rho(E) \langle 0 | \sigma(0, 0) | \pi \pi \rangle_{FV}^2 e^{-iEt}
\]

where \(\rho(E)\) is the density of states function, so that \(\rho(E)dE\) counts the number of states between energies \(E\) and \(E + dE\).

The density of states function can be derived from the quantisation condition (4.174). To do this first note that both \(\delta(q)\) and \(\phi(q)\) are equivalent to \(\delta(q) + \pi\) and \(\phi(q) + \pi\) respectively. This means that the constant \(n\) in 4.174 can not be a physical quantity in this interpretation. However, if we restrict the phase shift to be in range \(-\pi/2 < \delta(q) \leq \pi/2\) and choose the value of \(\phi(q)\) to increase by \(\pi\) whenever \(\phi\) crosses a pole, the quantity \(n\) will count the number of states with energy below \(E(q)\). Then, the number of states between energies \(E\) and \(E + \delta E\) is given by:

\[
n_{E + \delta E} - n_E = \frac{1}{\pi} \left( \frac{\delta(q(E + \delta E)) - \delta(q(E))}{q(E + \delta E) - q(E)} \right) \left( \frac{\partial q}{\partial E} \delta E + O(\delta E^2) \right).
\]

In the infinite volume limit the energy levels will get infinitely close together. Then taking \(\delta E\) to be small the above equation reduces to

\[
\rho(E) = \frac{1}{\pi} \left( \frac{\partial \delta(q)}{\partial q} + \frac{\partial \phi(q)}{\partial q} \right) \frac{\partial q}{\partial E}.
\]
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By demanding both finite- and infinite-volume correlation functions to be equal we need
\[
|\pi\pi, E\rangle_\infty = \frac{2E}{q} \sqrt{\pi V \left( \frac{\partial \delta}{\partial q} + \frac{\partial \phi}{\partial q} \right)} |\pi\pi, E\rangle_{FV}.
\] (4.188)

Similarly for the kaon:
\[
|K, E_K\rangle_\infty = \sqrt{2E_KV} |K, E_K\rangle_{FV}
\] (4.189)

Using these results the \(K \to \pi\pi\) matrix elements can be related by
\[
\infty\langle\pi\pi | M_i | K\rangle_\infty = F_{FV} \langle\pi\pi | M_i | K\rangle_{FV}
\] (4.190)

where \(F\) is the Lellouch-Lüscher factor given by
\[
F^2 = 8\pi V^2 \frac{m_K E^2_{\pi\pi}}{q^2} \left( \frac{\partial \delta}{\partial q} + \frac{\partial \phi}{\partial q} \right)
\] (4.191)

\(\delta\) is the two-pion s-wave phase shift, which can be calculated using the Lüscher quantisation condition, \(\delta(q) + \phi(q) = n\pi\), but the calculation of the derivative in Eq. (4.191) requires an approximation.

### 4.12.2 Exponential finite volume correction

Having calculated the power corrections we now return to the estimation of exponential finite volume correction. We will rely on ChPT Eqs. (2.161) - (2.164). To one-loop order we write the systematic error associated with the finite-volume corrections in terms of the ratios \(\Delta M_{\text{log}}/M_{\text{LO}}\). These are given by:

\[
\Delta M_{\text{log}}^{27} = \frac{1}{f^2 (m_K^2 - m_\pi^2)} \left[ -\frac{1}{12} m_K^4 \left( 1 - \frac{m_K^2}{m_\pi^2} \right) \Delta \beta(m_\pi^2, m_K^2, m_\eta^2) + m_K^2 \left( \frac{5}{4} m_K^4 - \frac{13}{4} m_K^2 + 2 m_\pi^2 \right) \Delta \beta(m_\pi^2, m_K^2, m_\eta^2) + (m_K^4 - 3 m_\pi^2 m_K^2 + 2 m_\eta^4) \Delta \beta(m_\pi^2, m_K^2, m_\eta^2) + \left( -\frac{1}{4} m_K^4 - \frac{1}{12} m_K^2 + \frac{1}{3} m_\pi^2 \right) \Delta \ell(m_\eta^2) + \left( m_K^4 - 4 m_\pi^2 + 4 m_\eta^2 \right) \Delta \ell(m_K^2) + \left( \frac{5}{4} m_K^4 - \frac{45}{4} m_K^2 + 11 m_\eta^2 \right) \Delta \ell(m_\eta^2) \right] \] (4.192)

and

\[
\Delta M_{\text{log}}^{88} = \frac{1}{f^2} \left[ \left( \frac{5}{4} m_K^4 - 2 m_\pi^2 \right) \Delta \beta(m_\pi^2, m_K^2, m_\eta^2) + (m_K^2 - 2 m_\pi^2) \Delta \beta(m_K^2, m_\pi^2, m_\eta^2) + m_K^2 \frac{5}{4} m_\pi^2 \Delta \beta(m_\pi^2, m_K^2, m_\eta^2) - \left( 4 + \frac{1}{2} m_K^2 \right) \Delta \ell(m_K^2) + \left( \frac{5}{4} m_K^2 - 8 \right) \Delta \ell(m_\pi^2) - \frac{3 m_K^2}{4} \Delta \ell(m_\eta^2) \right].
\] (4.193)
The functions $\ell(m^2)$ and $\beta(q^2, m_1^2, m_2^2)$ correspond to diagrams with one and two pseudo-Goldstone boson propagators respectively as illustrated in Fig. 2.10 and they are the only sources of finite-volume corrections. They are given by (in Minkowski spacetime):

$$\ell(m^2) \equiv \sum \int \frac{d^3k}{(2\pi)^3} \frac{i}{k^2 - m^2 + i\epsilon} = \sum \frac{1}{\sqrt{k^2 + m^2}} ,$$

(4.194)

$$\beta(q, m_1, m_2) \equiv \sum \int \frac{d^3k}{2\pi} \frac{i}{(k^2 - m_1^2) ((q + k)^2 - m_2^2)} = \sum \frac{\omega_1 + \omega_2}{2\omega_1 \omega_2 (q_0^2 - (\omega_1 + \omega_2)^2)} ,$$

(4.195)

where the symbol $\sum$ denotes the summation over $\vec{k}$ in finite volume or the integration in infinite volume. $\omega_1 = \sqrt{k^2 + m_1^2}$ and $\omega_2 = \sqrt{(q - k)^2 + m_2^2}$. The difference between the sum and the integral can be calculated using the Poisson summation formula:

$$\frac{1}{L^3} \sum_{\vec{k}} \int \frac{d^3\vec{k}}{(2\pi)^3} f(\vec{k}) = \int \frac{d^3\vec{k}}{(2\pi)^3} f(\vec{k}) + \sum_{\vec{n} \neq 0} \int \frac{d^3\vec{k}}{(2\pi)^3} f(\vec{k}) e^{iL\vec{k} \cdot \vec{n}} ,$$

(4.196)

where the summation on the left-hand side is over all $\vec{k} = \frac{2\pi}{L} \vec{n}$, where $\vec{n}$ is a vector of integers. If $f$ is a function that has no singularities on the real axis, then the second term on the right-hand side gives the exponential finite-volume corrections which we are trying to evaluate.

### 4.12.2.1 Corrections to $\ell(m^2)$

With periodic boundary conditions, applying the Poisson summation formula (4.196) to $\ell$, writing $\vec{k}$ in spherical polar coordinates and integrating over the angles, we obtain for the difference between the finite and infinite-volume values of $\ell(m^2)$ [46]

$$\Delta \ell(m, L) \equiv \frac{m^2}{16\pi^2} \delta_1(mL) \equiv \frac{m}{4\pi^2 L} \sum_{\vec{n} \neq 0} K_1(|\vec{n}| mL) \frac{1}{|\vec{n}|} ,$$

(4.197)

where $K_1$ is a modified Bessel function of the second kind, $\vec{n}$ is a vector of integers and the sum is over all $\vec{n} \neq (0, 0, 0) \in Z^3$.

Since our choice of boundary conditions breaks the isospin symmetry Eq. (4.197) does not give the correct finite-volume corrections for all the instances of $\ell$ which appear in Eqs. (2.162) and (2.164). Specifically, $\pi^0$, $K^+$ and $\eta$ satisfy periodic boundary conditions (so that the corresponding finite-volume corrections are indeed given by Eq. (4.197)) whereas $\pi^\pm$ and $K^0$ satisfy antiperiodic boundary conditions for which the finite-volume corrections to $\ell$ are different. In the antiperiodic case, we replace $f(\vec{k})$ in Eq. (4.196) by $f(\vec{k} + \vec{q})$, where $\vec{q} = (\frac{\pi}{L})(1, 1, 1)$. Shifting the integration variable from $\vec{k}$ to $\vec{k} + \vec{q}$, we
find that \( \delta_1(mL) \) in Eq. (4.197) is now replaced by:

\[
\delta_A^1(mL) = 4 mL \sum_{\vec{n} \neq \vec{0}} (-1)^{n_x+n_y+n_z} K_1(|\vec{n}|mL) / |\vec{n}|,
\]

where the index \( A \) denotes that the correction is evaluated for a volume with antiperiodic boundary conditions in all spatial directions. The difference from the periodic case is the additional factor \((-1)^{n_x+n_y+n_z}\) in the summands. The known formulae in Eqs. (2.162) and (2.164) do not differentiate between different isospin components, and therefore do not specify which linear combination of periodic and antiperiodic corrections should be used. Since we are only using these formulae for an approximate estimate of the size of the error, we choose to be conservative and to include the larger corrections which are those obtained with the periodic boundary conditions given in Eqs. (4.197).

### 4.12.2.2 Corrections to \( \beta(m_\pi, m_K, m_\pi) \) and \( \beta(m_\pi, m_K, m_\eta) \)

We now consider the contributions from loops with two meson propagators and which are proportional to the function \( \beta \). We start by discussing the corrections to \( \beta(m_\pi, m_K, m_\pi) \) and \( \beta(m_\pi, m_K, m_\eta) \), for which in Minkowski space the external energy is below the corresponding two-particle cut; e.g. in \( \beta(m_\pi, m_K, m_\pi) \) the external energy in the centre-of-mass frame is \( m_\pi \) which is clearly smaller than \( m_K + m_\pi \). In such situations the finite-volume corrections are exponentially small. We postpone the discussion of the contribution which does contain the two-particle cut, that proportional to \( \beta(m_K, m_\pi, m_\pi) \), until the following subsection.

The corrections to \( \beta(m_\pi, m_K, m_\pi) \) and \( \beta(m_\pi, m_K, m_\eta) \) are proportional to

\[
\Delta \beta(q, m_1, m_2) = \sum_{\vec{n} \neq \vec{0}} \int \frac{d^3 \vec{k}}{(2\pi)^3} \frac{e^{i \vec{k} \cdot \vec{n}} (\omega_1 + \omega_2)}{2 \omega_1 \omega_2 (q^2 - (\omega_1 + \omega_2)^2)}
\]

(4.199)

with

\[
\omega_1^2 = |\vec{k}|^2 + m_1^2 \quad \text{and} \quad \omega_2^2 = |\vec{q} + \vec{k}|^2 + m_2^2.
\]

(4.200)

Because of the angular dependence inside the integrals, we evaluate the integrals numerically. With the boundary conditions which we are using the corrections with a \( K^+ \) and \( \pi^- \) are equal and opposite to those with the neutral mesons. In the estimate of the uncertainty we conservatively do not exploit the cancellation but take the absolute value in each case.

We note that care must be taken when using Eqs. (71) and (73) for the finite-volume corrections to \( \beta \) in Sec. VIII of [24]. In Eq. (4.199) above, the two terms in the factor in the denominator of the integrand \( q^2 - (\omega_1 + \omega_2)^2 \) come with opposite signs. How this arises in finite-volume Euclidean correlation functions is explained in Appendix 4.12.2.3.
following [47]. The corresponding terms in the denominator of Eq.(73) in [24] appear (incorrectly) with the same sign.

4.12.2.3 $\beta(m_K, m_\pi, m_\pi)$

Kinematically this case is simpler than the two $\beta$ integrals which were evaluated in Sec.4.12.2.2 since the external particle ($K$) is now at rest which eliminates the angular dependence from the integral. Furthermore, both internal $\pi^+$ propagators satisfy antiperiodic boundary conditions. In this case however, the integral for $\beta$ has a pole at $\omega_\pi = m_K/2$, so the Poisson summation formula will give both the exponential and power-like corrections. The power corrections are included as the Lellouch-Lüscher factor $F$ in Eq. (4.190) and we do not include these in the estimate of the finite-volume uncertainty. In the case with $q = (m_K, \vec{0})$ and $m_1 = m_2 = m_\pi$, $\beta(m_K, m_\pi, m_\pi)$ in Minkowski space has an imaginary part which leads to finite-volume corrections in Euclidean space which decrease only as inverse powers of the volume and not exponentially. These power corrections are the one-loop chiral perturbation theory (NLO ChPT) contributions to the Lellouch-Lüscher factor $F$ in Eqs. (4.190) and (4.191). This factor is included fully in our analysis and so we must not include it again from NLO ChPT. A detailed study of how the Lellouch-Lüscher factor arises in one-loop ChPT was performed in [47], but we hope that it will be useful to summarise the main points here.

In Minkowski space, performing the $k_0$ integration in the centre-of-mass frame we obtain

$$\beta(m_K, m_\pi, m_\pi) = \int \frac{d^3k}{(2\pi)^3} \frac{1}{\omega(\vec{k}) [m_K^2 - 4\omega^2(\vec{k}) + i\varepsilon]}, \quad (4.201)$$

where $\omega^2(\vec{k}) = |\vec{k}|^2 + m_\pi^2$.

In finite-volume Euclidean space we evaluate the correlation function illustrated in Fig. 4.7. The kaon propagator is irrelevant for our discussion and so we amputate it, and consider the two pions to be created at the origin, to rescatter and to be annihilated on the timeslice at $t_y$. After performing the integrals over $\vec{y}_1, \vec{y}_2$ (with phase factors $e^{i\vec{q} \cdot \vec{y}_1}$ and $e^{-i\vec{q} \cdot \vec{y}_2}$ respectively) and $\vec{x}$ and exploiting the resulting $\delta$ functions, we obtain for
this contribution to the correlation function:

\[ I = \int_{-\infty}^{\infty} dt \int \frac{d^3k}{(2\pi)^3} \prod_{i=1}^{4} \frac{dE_i}{E_i^2 + \omega_i^2} e^{i(E_1 - E_2)t} e^{i(E_3 - E_4)(t_y - t)}, \quad (4.202) \]

where in a finite volume the integral over \( \vec{k} \) is replaced by the corresponding sum. Here \( \omega_1^2 = \omega_2^2 = \omega_3^2(\vec{k}) = |\vec{k}|^2 + m_\pi^2 \) and \( \omega_3^2 = \omega_4^2 = \omega_2^2(\vec{q}) = |\vec{q}|^2 + m_\pi^2 \) so that \( \omega_{3,4} \) are not integration variables.

The energy integrals can now be performed by contour integration; there are 3 contributions depending on the value of \( t \).

1. The first contribution is from the interval \(-\infty < t < 0\) and gives

\[ I_1 = \frac{e^{-2\omega(\vec{q})}t_y}{32 \omega^2(\vec{q})} \int \frac{d^3k}{(2\pi)^3} \frac{1}{\omega^2(\vec{k}) (\omega(k) + \omega(\vec{q}))}. \quad (4.203) \]

2. The second contribution comes from the region \( 0 < t < t_y \) and gives

\[ I_2 = \frac{e^{-2\omega(\vec{k})}t_y}{32 \omega^2(\vec{q})} \int \frac{d^3k}{(2\pi)^3} \frac{1}{\omega^2(\vec{k}) (\omega(k) - \omega(\vec{q}))} (1 - e^{-2(\omega(k) - \omega(\vec{q}))}t_y). \quad (4.204) \]

3. Finally we have the contribution from the region \( t_y < t < \infty \) which gives

\[ I_3 = \frac{1}{32 \omega^2(\vec{q})} \int \frac{d^3k}{(2\pi)^3} \frac{e^{-2\omega(\vec{k})}t_y}{\omega^2(\vec{k}) (\omega(k) + \omega(\vec{q}))}. \quad (4.205) \]

The contribution to the amplitude is given by the coefficient of

\[ \frac{e^{-2\omega(\vec{q})}t_y}{4 \omega^2(\vec{q})}. \]

In finite volume the integrals over \( \vec{k} \) are replaced by the corresponding sums and we obtain the following three contributions.

\[ T_1 = \frac{1}{8L^3} \sum_{\vec{k}} \frac{1}{\omega^2(\vec{k}) (\omega(k) + \omega(\vec{q}))}, \quad (4.206) \]

from the region \( t < 0 \).

\[ T_2 = \left( \frac{\nu_q t_y}{L^3} \right) \frac{1}{4 \omega^2(\vec{q})} + \frac{1}{8L^3} \sum_{|\vec{k}| \neq |\vec{q}|} \frac{1}{\omega^2(\vec{k})(\omega(k) - \omega(\vec{q}))}, \quad (4.207) \]

from the region \( 0 < t < t_y \), where \( \nu_q \) is the degeneracy of states with \( \vec{k} = \vec{q} \). The term proportional to \( t_y \) is the FV correction to the two-pion energy and it can be checked...
that this is correctly given by the Lüscher quantisation condition [47]. Finally from the region \( t_y < t < \infty \) we have

\[
T_3 = \left( \frac{\nu_q}{L^3} \right) \frac{1}{16 \omega^3(q)},
\]  

(4.208)

We now separate the terms with \(|\vec{k}| = |\vec{q}|\) from those where \(|\vec{k}| \neq |\vec{q}|\). When \(|\vec{k}| = |\vec{q}|\), we find a contribution

\[
\frac{\nu_q}{L^3} \frac{1}{4 \omega^2(q)} \left\{ \frac{1}{4 \omega(q)} + \frac{1}{4 \omega(q)} \right\} ,
\]  

(4.209)

where the first term in the braces corresponds to \( T_1 \) and the second corresponds to \( T_3 \).

The contribution from \( T_3 \) is cancelled by the FV correction to the matrix element of the two-pion interpolating operator at \( t_y \) [47] whereas the one from \( T_1 \) is a contribution to the FV effects in the amplitude.

The contributions from \(|\vec{k}| \neq |\vec{q}|\) come from \( T_1 \) and \( T_2 \) and can be combined to give

\[
\frac{1}{4 L^3} \sum_{|\vec{k}| \neq |\vec{q}|} \frac{1}{\omega(k)(\omega^2(k) - \omega^2(q))} .
\]  

(4.210)

Thus in Euclidean finite volume we obtain

\[
S'_1 + \frac{\nu_q}{16 L^3 E^3} ,
\]  

(4.211)

where it is convenient to define

\[
S'_n = \frac{\omega^{n-1}(q)}{4L^3} \sum_{|\vec{k}| \neq |\vec{q}|} \frac{1}{\omega^n(k)(\omega^2(k) - \omega^2(q))} ,
\]  

(4.212)

and the corresponding integrals by

\[
J_n = \frac{\omega^{n-1}(q)}{4} \int \frac{d^3 \vec{k}}{(2\pi)^3} \frac{1}{\omega^n(k)(\omega^2(k) - \omega^2(q))} .
\]  

(4.213)

Relating this sum to the corresponding integral gives the LL-factor [47]. We now make this more specific and determine the exponentially small corrections. In the difference \( S'_1 - S'_0 \) there is no term with a pole at \( \omega(k) = \omega(q) \) so that this difference can be related to the corresponding integral using the Poisson summation formula and the exponentially small finite-volume corrections can be identified

\[
S'_1 - S'_0 = \frac{1}{4 L^3 \omega(q)} \sum_{|\vec{k}| \neq |\vec{q}|} \frac{1}{\omega(k)(\omega(k) + \omega(q))} \frac{1}{\omega^2(k) - \omega^2(q)} + \frac{\nu_q}{8 L^3 \omega^3(q)} + \nu_q .
\]  

(4.214)

\[
= J_1 - J_0 + \frac{\nu_q}{8 L^3 \omega^3(q)} + \epsilon_{1,0} .
\]  

(4.215)
Thus we see that the finite volume and infinite-volume results are related by
\[ S_1' + \frac{\nu_q}{16L^3E^3} = J_1 - J_0 + S_0' + \frac{3\nu_q}{16L^3E^3} + e_{1,0}, \]  
(4.216)
where \( e_{1,0} \) represent the exponentially small corrections,

\[ e_{1,0} = -\frac{1}{8\pi^2\omega(q)L} \sum_{\vec{n}, \vec{n} \neq 0} \frac{1}{n} \int_0^\infty k \, dk \frac{\sin(nkL)}{\omega(k)(\omega(k) + \omega(q))}, \]  
(4.217)
and \( n \) and \( k \) are \( |\vec{n}| \) and \( |\vec{k}| \) respectively. It was shown in [47] that \(-J_0 + S_0' + \frac{3\nu_q}{16L^3E^3}\) is precisely the one-loop contribution to the Lellouch-Lüscher factor. The residual exponentially small finite-volume effects are given by \( e_{1,0} \). (The ultraviolet divergence cancels in the difference \( J_0 - S_0' \), but if the zeta function regularisation is used, as in [45], then \( J_0 = 0 \).)

We have presented the above detailed discussion because we believe that there is a misunderstanding in the literature. In Eqs. (71) and (73) of [24], the authors take the finite-volume corrections in \( \beta(m_K, m_\pi, m_\pi) \) in Euclidean space to be the difference between the momentum integral and the corresponding sum over the integrand in Eq. (4.201) but with the replacement \( m_K^2 - 4\omega^2(k) \to m_K^2 + 4\omega^2(k) \) in the denominator. Since there would now be no singularity in the denominator, the finite-volume corrections would be exponential and there would be no Lellouch-Lüscher factor. The above derivation demonstrates instead the origin of the power corrections in the volume.

Throughout the above discussion we assumed periodic boundary conditions in all three spatial directions so that \( k_i = n_i \times (2\pi/L) \) where \( n_i \) is an integer. In our determination of \( A_2 \) we use antiperiodic boundary conditions in all three directions so that

\[ e_{1,0} = -\frac{1}{8\pi^2\omega(q)L} \sum_{\vec{n}, \vec{n} \neq 0} (-1)^{n_x + n_y + n_z} \int_0^\infty k \, dk \frac{\sin(nkL)}{\omega(k)(\omega(k) + \omega(q))}. \]  
(4.218)

### 4.13 Nonperturbative renormalisation

The Wilson coefficients \( (C_i(\mu)) \) and composite operators \( (Q_i(\mu)) \) appearing in Eq. (2.122) are separately renormalisation scheme and scale \( (\mu) \) dependent. To obtain the physical amplitudes they must be combined in the same scheme and at the same scale. The \( C_i(\mu) \) are calculated in perturbation theory for which it is convenient to use the \( \overline{\text{MS}} \) - NDR scheme (called \( \overline{\text{MS}} \) in the following). The matrix elements whose calculation is described in Sec. 4.7, on the other hand, are obtained using bare operators with the lattice spacing as the ultraviolet regulator with the lattice discretisation of QCD. We need to relate two different renormalisation schemes to each other. Using Eq. (2.126)
we have

\begin{align}
Q^{R_1}_i &= Z^{R_1}_{ij} Q^0_j \\
Q^{R_2}_i &= Z^{R_2}_{ij} Q^0_j
\end{align}

(4.219) (4.220)

and hence

\[ Q^{R_1}_i = Z^{R_1}_{ij} (Z^{R_2}_{jk})^{-1} Q^{R_2}_j \equiv Z^{R_2 \rightarrow R_1}_{ij}. \]

(4.221)

The matrix \( Z^{R_2 \rightarrow R_1}_{ij} \) can be calculated by imposing renormalisation conditions \( R_1 \) on the Green’s functions of operators \( Q^{R_2}_j \). The operators can be renormalised non-perturbatively, but only into schemes for which the renormalisation condition can be imposed on lattice Green’s functions. The \( \overline{MS} \) scheme, which is based on dimensional regularisation cannot be simulated in a lattice computation. Our procedure is to start by renormalising the operators non-perturbatively into schemes which can be simulated, specifically the RI-SMOM schemes [48] as described in detail in [12] and briefly summarised below. In this case we have

\begin{align}
Q^{MS}_i &= Z^{RI \rightarrow MS}_{ij} Q^{RI}_j \\
Q^{RI}_i &= Z^{lat \rightarrow RI}_{ij} Q^{lat}_j
\end{align}

(4.223) (4.224)

The matching between the RI-SMOM and \( \overline{MS} \) schemes is necessarily performed in perturbation theory and is currently known at one-loop order. (In sec 5.3 we also present the matrix elements in two RI-SMOM schemes so that if the perturbative coefficients are calculated to higher order in the future, these matrix elements can be used to reduce the systematic uncertainty in \( A_2 \) due to the truncation of the perturbation series.)

We now briefly summarise the renormalisation procedure. We write the five-point amputated Green’s functions of the three operators in Eq. (4.129) as a three-component vector \( \Lambda = (\Lambda^{(27,1)}_i, \Lambda^{(8,8)}_i, \Lambda^{(8,8)_{mix}}_i) \equiv (\Lambda_1, \Lambda_2, \Lambda_3) \), and impose a renormalisation condition of the form

\[ P \{ \Lambda^R(\mu) \} = F, \]

(4.225)

where \( P \) is a vector of projectors and \( F \) the corresponding tree-level matrix. Denoting the tree-level contribution by the superscript (0) and including explicitly the spinor and colour labels, the matrix \( F \) is given by

\[ P_i \{ \Lambda^{(0)}_j \} \equiv [P_{ij}^{BA:DC}]_{\alpha \beta; \gamma \delta}^{\Lambda^{(0)}_j \Lambda^{AB:CD}_j} = F_{ij}. \]

(4.226)

Here Greek letters label spinor components, the upper-case Roman letters represent colour indices and \( i, j = 1, 2, 3 \) denote the operators and projectors. For illustration, the
tree-level value of the Green’s function of \( Q^{(27,1)} \) is

\[
\Lambda^{(0)}_{(27,1)}^{AB;CD,\alpha\beta;\gamma\delta} = \left[ (\gamma^\mu)_{\alpha\beta} (\gamma^\mu)_{\gamma\delta} + (\gamma^\mu_\gamma\gamma_5)_{\alpha\beta} (\gamma^\mu_\gamma\gamma_5)_{\gamma\delta} \right] \delta^{AB} \delta^{CD} - \left[ (\gamma^\mu)_{\alpha\delta} (\gamma^\mu)_{\gamma\beta} + (\gamma^\mu_\gamma\gamma_5)_{\alpha\delta} (\gamma^\mu_\gamma\gamma_5)_{\gamma\beta} \right] \delta^{AD} \delta^{BC}.
\] (4.227)

For the renormalisation we only consider the parity-even component of the four-quark operators.

The choice of projectors is not unique and we implement two different sets known as the \( \gamma \)- and \( \gamma_5 \)-projectors, given explicitly by

\[
P^{(\gamma)}_{JI;L,K} = \begin{pmatrix}
\left[ (\gamma^\mu)_{\beta\alpha} (\gamma^\mu)_{\gamma\delta} + (\gamma^\mu_\gamma\gamma_5)_{\beta\alpha} (\gamma^\mu_\gamma\gamma_5)_{\gamma\delta} \right] \delta^{JI} \delta^{LK} \\
\left[ (\gamma^\mu)_{\beta\gamma} (\gamma^\mu)_{\delta\alpha} - (\gamma^\mu_\gamma\gamma_5)_{\beta\gamma} (\gamma^\mu_\gamma\gamma_5)_{\delta\alpha} \right] \delta^{JK} \delta^{LI}
\end{pmatrix},
\] (4.228)

and

\[
P^{(\gamma_5)}_{JI;L,K} = \begin{pmatrix}
\left[ (\gamma^\mu_\gamma\gamma_5)_{\beta\alpha} (\gamma^\mu_\gamma\gamma_5)_{\gamma\delta} + (\gamma^\mu_\gamma\gamma_5)_{\beta\gamma} (\gamma^\mu_\gamma\gamma_5)_{\delta\alpha} \right] \delta^{JI} \delta^{LK} \\
\left[ (\gamma^\mu_\gamma\gamma_5)_{\beta\gamma} (\gamma^\mu_\gamma\gamma_5)_{\delta\alpha} - (\gamma^\mu_\gamma\gamma_5)_{\beta\gamma} (\gamma^\mu_\gamma\gamma_5)_{\delta\alpha} \right] \delta^{JK} \delta^{LI}
\end{pmatrix}.
\] (4.229)

The corresponding matrices \( F \) read

\[
F^{(\gamma)} = \begin{pmatrix}
128N(N + 1) & 0 & 0 \\
0 & 128N^2 & 128N \\
0 & 128N & 128N^2
\end{pmatrix}
\] (4.230)

and

\[
F^{(\gamma_5)} = q^2 \begin{pmatrix}
32N(N + 1) & 0 & 0 \\
0 & 32N^2 & 32N \\
0 & 32N & 32N^2
\end{pmatrix},
\] (4.231)

where \( N = 3 \) is the number of colours.

The final result for the amplitude is, of course, independent of the choice of intermediate scheme defined by \( P \), but comparing the results obtained with different projection operators gives us an estimate of the systematic uncertainty due to the truncation of perturbation theory in relating the RI-SMOM schemes to the \( \overline{MS} \) schemes.

The renormalised operators are related to the lattice ones by a matrix relation of the form:

\[
Q^R_i(\mu) = Z_{ij}(\mu) Q^\text{lat}_j(a).
\] (4.232)

In order to extract the renormalisation constants we follow the standard procedure [49; 20] and compute numerically the amputated Green’s functions of the bare operators in Eq. (4.129) with particular choices of external momenta (as discussed below) on Landau
gauge-fixed configurations. We next solve equation (4.225) which we rewrite in the form
\[
\frac{Z_{ij}(\mu a)}{Z_q^2(\mu a)} P_k \left\{ (\Lambda_{j}^{\text{bare}}(a))_{\mu^2=\mu'^2} = F_{ik} , \right.
\]

where \( \sqrt{Z_q} \) is the quark field renormalisation constant and \( \mu \) is the renormalisation scale, which we ultimately choose to be 3 GeV.

The choice of \( Z_q \) is also not unique, and we use the following two cases:
\[
\frac{Z_{q}(g)}{Z_V} = \frac{g^\mu}{12q^2} \text{Tr} \Lambda^\mu_V g , \quad \text{and} \quad \frac{Z_{q}(\gamma^\mu)}{Z_V} = \frac{1}{48} \text{Tr} \Lambda^\mu_V \gamma^\mu ,
\]

where \( \Lambda^\mu_V \) is the three-point amputated Green’s function of the local vector current and \( Z_V \) is the renormalisation constant of the local vector current. In practice, we multiply each side of Eq. (4.233) by the square of the corresponding side of Eq. (4.234). This eliminates \( Z_q \) and after this multiplication the left-hand side of Eq. (4.233) contains the ratio of renormalisation factors \( Z_{ij}/Z_V^2 \). \( Z_V \) is then calculated by imposing the Ward identity \( Z_V \langle P | V^4 | P \rangle = 2m_P \), where \( V^\mu \) is the local vector current and \( |P\rangle \) is the state of a pseudoscalar meson \( P \) at rest with mass \( m_P \); this is explained in detail in [50].

The choice of projection operator for the four-quark operator and \( Z_q \) defines a renormalisation scheme, which we will label \((a,b)\) with \( a, b \in \gamma^\mu, g \) for the choice of \( P^{(a)} \) and \( Z_q^{(b)} \). In particular, we consider the \((\gamma^\mu,\gamma^\mu)\) and \((g,g)\) schemes, having found in earlier studies that the perturbative conversion to the \( \overline{\text{MS}} \) scheme is more precise in these schemes. This is based on the observation that the non-perturbative running is generally closer to the perturbative one for these schemes for the four-quark operators in Eq. (4.129) [12; 51]. We follow our previous practice and choose the \((g,g)\) scheme for our central value and the \((\gamma^\mu,\gamma^\mu)\) scheme to estimate the error due to the perturbative conversion to the \( \overline{\text{MS}} \) scheme.

Chiral symmetry (or specifically its \( SU(3)_V \) subgroup) suppresses mixing of operators in different irreducible representations of the chiral symmetry group, so that if the symmetry is exact, \( Z_{ij} \) is a block diagonal matrix with a 1 \( \times \) 1 block corresponding to the renormalisation of the \((27,1)\) operator and 2 \( \times \) 2 block corresponding to the mixing of \((8,8)\) and \((8,8)_{mx}\) operators. In a massless renormalisation scheme with a chiral discretisation such as the Domain Wall action, we expect a mixing pattern very similar to this, but with a small \( O((am_{res})^2) \) mixing between the blocks.

In order to suppress physical infrared chiral-symmetry breaking effects we choose to impose the renormalisation conditions with the kinematics indicated in Fig. 4.8 with \( p_1^2 = p_2^2 = (p_1 - p_2)^2 \equiv \mu^2 \). We compute the Green’s functions for several momenta and interpolate to \( \mu = 3 \text{ GeV} \) using a quadratic ansatz. Using partially twisted boundary conditions, we have a good resolution around the targeted momentum. The momenta in such RI-SMOM schemes are chosen so that there are no “exceptional” channels, i.e.
Figure 4.8: Momentum flow defining a renormalisation condition of a four quark operator in RI-SMOM scheme. The momenta are chosen so that $p_1^2 = p_2^2 = (p_1 - p_2)^2 \equiv \mu^2$.

no channels in which the square of the momenta is small [48]. (This is in contrast with the original RI-MOM scheme [49; 20] in which $p_1 = p_2$.) We have already checked that with Domain-Wall fermions and this choice of kinematics the chirally forbidden matrix elements are numerically negligible [12]. In the present computation, we use the $48^3$ and $64^3$ ensembles which have physical light and strange sea-quark masses. However, the light quark mass is used in all of the valence quarks propagators in the five-point Green’s functions, including those for both light and strange quarks. We do not extrapolate either the sea or valence quark masses to zero and, strictly speaking, do not work in the chiral limit. In practice the light quark masses are sufficiently small that their effects are negligible as is the non-zero mass of the strange sea quark. Comparing our results with those of our previous work (with Shamir domain wall fermions) where a chiral extrapolation was performed we find agreement at the per-mille level or better.

4.13.1 Step scaling

The step scaling procedure is the lattice version of the renormalisation group methods described in sec. 2.4.3.4. To see how it works, start with an RI operator renormalised at a scale $\mu$ and insert $1 = Z^{-1}(\mu_0, a, m)Z(\mu_0, a, m)$ so that

$$Q^{RI}(\mu) = Z(\mu, m, a)Q^{LAT}(m, a) = Z(\mu, m, a)Z^{-1}(\mu_0, a, m)Z(\mu_0, a, m)Q^{LAT}(m, a),$$

(4.235)
where for conciseness of notation I kept the operator index implicit. Then, taking the \( m \to 0 \) and \( a \to 0 \) limit, we can see that

\[
Q^{RI}(\mu) = \sigma(\mu, \mu_0)Q^{RI}(\mu_0)
\]

(4.236)

with

\[
\sigma(\mu, \mu_0) = \lim_{a,m \to 0} Z(\mu, m, a)Z^{-1}(\mu_0, a, m).
\]

(4.237)

The matrix \( \sigma \), which can be calculated nonperturbatively, relates to each other the RI matrix elements at two different scales. Although we did not use step scaling for this particular project, it is one of the potential improvements which can be used to scale our matrix elements to a higher renormalisation scale \( \mu \), where the perturbative matching to \( \overline{MS} \) scheme is better behaved.

### 4.14 Differences between \( \Delta I = 3/2 \) and \( \Delta I = 1/2 \) calculations

The techniques described previously in this chapter can be used to find the \( \Delta I = 3/2 \) amplitudes, but the calculation of \( \Delta I = 1/2 \) proves to be more challenging. This is not only due to an additional level of complication (inclusion of \((8,1)\) operators in the weak Hamiltonian, additional contractions etc.) but also due to more challenging issues described in this section. \( \Delta I = 1/2 \) amplitudes have been calculated at threshold in [2] and more recently at physical kinematics [13].

#### 4.14.1 Vacuum subtraction

One of the main challenges comes from the fact is that the two-pion \( I=0 \) state with zero total momentum has the same quantum numbers as the QCD vacuum. This means that in the spectrum of \( K \to (\pi\pi)_{I=0} \) correlation function will behave as

\[
C_{K \to \pi\pi}^{\Delta I=1/2} = \langle O_{I=0}^{\pi\pi}(t_{\pi\pi}H_W(t)O_K(0))
\]

\[
\sum_{t \to \infty} \langle 0 | O_{I=0}^{\pi\pi} | \pi\pi; I = 0 \rangle \langle \pi\pi; I = 0 | H_W | K \rangle \langle K | O_K | 0 \rangle e^{-E_{\pi\pi}(t_{\pi\pi})} e^{-m_K t}
\]

(4.238)

\[
\sum_{t \to \infty} \langle 0 | O_{I=0}^{\pi\pi} | \pi\pi; I = 0 \rangle \langle \pi\pi; I = 0 | H_W | K \rangle \langle K | O_K | 0 \rangle e^{-E_{\pi\pi}(t_{\pi\pi})} e^{-m_K t}
\]

(4.239)

\[
+ \cdots
\]

(4.240)

where the additional complication comes from the appearance of the first term, which needs to be removed before \( K \to \pi\pi \) matrix elements can be extracted. This can be done automatically, by noting that we can shift each of the four-fermion operators in
the weak Hamiltonian by a multiple of an irrelevant operator \( \bar{s} \gamma^5 d \) (c.f. Eq. (2.136))\n\[
O_i^R = O_i + \alpha_i \bar{s} \gamma^5 d
\]
in such a way that the shifted weak Hamiltonian \( H_{WR} \) satisfies
\[
\langle 0 \mid H_{WR} \mid K \rangle = \sum_i C_i \langle 0 \mid Q_i + \alpha_i \bar{s} \gamma^5 d \mid K \rangle = 0.
\]
(4.242)

This condition will also be useful in the following section.

### 4.14.2 Dimension-3 operator subtraction

\( \Delta I = 1/2 \) \( K \to \pi \pi \) decays involve contractions given by type 3 and type 4 diagrams shown in Fig. 4.9. These contractions contain loops, which are superficially quadratically divergent. This divergence can be absorbed by counterterms of the form \( \bar{s} \gamma^5 d \). Eq. 2.136 shows that these operators can not contribute to \( K \to \pi \pi \) matrix elements or indeed to any on-shell matrix elements. The situation is different in lattice simulations where the energies of initial and final states need to be tuned by hand, so in our case \( m_K - E_{\pi \pi} \neq 0 \). This means that the matrix elements calculated on the lattice will contain a real divergence of order \( m_K - E_{\pi \pi} \), but enhanced by inverse powers of lattice spacing. This divergent contribution needs to be renormalised and we can conveniently use Eq. 4.242 as the renormalisation condition.
4.14.3 G-parity

Even after subtracting the vacuum, the lowest energy contribution corresponds to two pions at rest as argued in section 4.7. In the $\Delta I = 3/2$ case we exploit the fact that $|\pi^+\pi^+\rangle$ is an I=2 state, which with the help of Wigner-Eckart theorem allows us to remove the $\pi^0$ from the final state. This allowed us to break the isospin at the boundary by giving up quarks periodic and down quarks antiperiodic boundary conditions. This trick is no longer feasible for I=0 final state, which contains both $\pi^\pm$ and $\pi^0$ particles.

Because we want all pions to have antiperiodic boundary conditions to induce non-zero momenta, a reasonable choice is to use the G-parity boundary conditions, as mentioned in section 2.3.4. This choice creates another difficulty, because kaon is not a G-parity eigenstate. This problem is solved by introducing another flavour, $s'$, which is a G-parity partner of the strange quark, so that

$$s(x + L) = s'(x) \quad (4.243)$$
$$s'(x + L) = -s(x). \quad (4.244)$$

This allows us to construct a G-parity even state (which we want to keep the kaon at rest) $\bar{d}\gamma^5 u + \bar{s}'\gamma^5 u$. To obtain physical results we must subsequently remove the strange quark. In the valence sector there is no problem - the G-parity symmetric kaon interpolator has to be contracted with the weak Hamiltonian, which contains the $\bar{s}$ field. This means that the unphysical part of the kaon interpolator will only contract with the weak Hamiltonian after crossing the boundary resulting in a volume suppression of this contribution. The $s'$ quark will also introduce another sea quark flavour, which will appear in loops. Because $s$ and $s'$ quarks are degenerate, we can remove the additional contribution by taking the square root of their determinants.
Chapter 5

Results

This chapter summarises the results of our calculations. Section 5.1 summarises the ensembles we used in this analysis. Sections 5.2, 5.3 and 5.4 describe the results of the fits, nonperturbative renormalisation and finite volume effects, all of which are necessary ingredients in determining the value of $A_2$. Section 5.5 describes the breakdown of systematic errors and section 5.6 shows the results of the continuum extrapolation. Finally, section 5.7 contains discussion of the $\Delta I = 1/2$ rule in the light of our results.

All the analysis presented in these sections with the exception of determination of renormalisation constants is my original work. The continuum extrapolation was performed jointly with Dr. Chris Kelly. This includes fitting the correlation functions to extract the matrix elements, the analysis of finite volume effects and the error budget.

The final section of this chapter contains a different calculation, which is the determination of $K - \pi$ scattering lengths using our physical point ensembles. This calculation was entirely my original work, including writing the contractions code and the analysis.

5.1 Ensemble parameters

The calculations described below have been performed on two new 2+1 flavour ensembles generated with the Iwasaki gauge action and with Möbius domain wall fermions [50].

The parameters of the ensembles are:

(i) $48^3 \times 96 \times 24$ with $\beta = 2.13$ ($a^{-1} = 1.728(4)$ GeV);

(ii) $64^3 \times 128 \times 12$ with $\beta = 2.25$ ($a^{-1} = 2.357(7)$ GeV).

These two ensembles use the Möbius variant of domain wall fermions [52] with a Möbius scale factor $\alpha = 2$. For compactness of notation we will refer to these ensembles as $48^3$ and $64^3$ respectively. The lattice spacing and quark masses were set by choosing the
masses of the pion, kaon and the \( \Omega \)-baryon to be equal to their physical values. The corresponding sea quark masses are \( a m_{ud} = 7.8 \times 10^{-4} \) and \( a m_s = 3.62 \times 10^{-2} \), with the residual mass \( a m_{\text{res}} = 6.19(6) \times 10^{-4} \) for the \( 48^3 \) ensemble and \( a m_{ud} = 6.78 \times 10^{-4} \), \( a m_s = 2.661 \times 10^{-2} \) and \( a m_{\text{res}} = 2.93(8) \times 10^{-4} \) for the \( 64^3 \) ensemble. The two ensembles have approximately the same physical volume with spatial extent \( L \simeq 5.5 \) fm, enabling the continuum extrapolation to be separated from finite-volume effects which we estimate separately. For more details on these ensembles see [50] and we will return briefly to the determination of the lattice spacings in the context of the continuum extrapolation in Sec. 5.6.

The results presented below were obtained using 76 gauge configurations on the \( 48^3 \) ensemble and 40 on the \( 64^3 \) ensemble. The large statistical uncertainty one expects with a relatively small number of gauge configurations can be significantly reduced if we perform many measurements on each configuration in which the sources and sinks are simply translated in space and time [50]. Performing multiple measurements on the same configuration offers two important opportunities for increased efficiency. First if we can use a low-mode deflation method such as eigCG [53] we will be able to amortise the set-up costs of such an approach over a large number of inversions. Second we can use the all mode averaging technique [39] and perform most of these many inversions at reduced precision and use a relatively few accurate inversions to determine a correction that guarantees systematic double precision but with an additional (usually small) statistical error that reflects the small number of accurate solves. Specifically for the \( 48^3 \) ensemble, the eigCG method was used in single precision with 600 approximate low-lying eigenvectors and a stopping residual of \( 10^{-4} \). The approximate (wall source) propagators were computed on all 96 time slices. The accurate solves used to correct the approximation were computed on time slices 0, 76, 72, 68, 64, 60 and 56 with CG stopping residual \( 10^{-8} \). (This choice of time-slice separations is not related to the \( K \rightarrow \pi \pi \) calculation presented here but to an accompanying calculation of \( B_K \) [50].) To ensure that no bias results from the choice of inexact solves for which the correction is calculated, this complete pattern of source time slices for the accurate solves was shifted by a different random time displacement on each configuration. A similar procedure was used on the \( 64^3 \) ensemble but with 1500 low-modes and a stopping residual of \( 10^{-5} \) for the approximate solves and accurate solves on time slices 0, 103, 98, 93, 88, 83, 78 and 73. On both the ensembles, the accurate CG solves were also computed using eigCG, exploiting the approximate eigenvectors created during the inaccurate applications of eigCG.

Measurements on the \( 48^3 \) and \( 64^3 \) ensembles are separated by 20 MD and 40 MD units respectively. In order to study the effects of autocorrelations we bin the data. We find that the effects are small, typically leading to a variation of the statistical errors of less than 10%. The results presented below were obtained after binning the 76 configurations of the \( 48^3 \) ensemble into 19 bins of 4 configurations and the 40 configurations of the \( 64^3 \)
ensemble into 8 bins of 5 configurations. The 40 configurations from the 64\(^3\) ensemble are precisely those used in the global analysis reported in [50]. The 76 configurations from the 48\(^3\) ensemble include 73 of the 80 used in [50]. We have however, repeated the relevant analysis of [50], including the determination of the lattice spacings, using precisely the 76 configurations for which we have computed \(A_2\). This makes it possible to compute standard jackknife errors for our physical results which necessarily depend upon the value of the lattice spacing.

The pion (\(m_\pi\)) and kaon masses (\(m_K\)) as well as the energies of the \(I=2\) two-pion state (\(E_{\pi\pi}\)) obtained on the two ensembles are shown in Tab. 5.1. The fitting ranges used for pion and kaon masses as well as two pion energies were from 10 to 86 on the 48\(^3\) ensemble and from 10 to 118 on the 64\(^3\) ensemble. These choices were motivated by the plateaus in the effective mass plots shown in figures 5.1 - 5.2. The effective mass of the kaon, \(m_{\text{eff}}^K\), is defined numerically by the ratio:

\[
\frac{C_K(t+1)}{C_K(t)} = \frac{\cosh(m_{\text{eff}}^K(t+1-T/2))}{\cosh(m_{\text{eff}}^K(t-T/2))},
\]

(5.1)

and the two-pion effective mass, \(E_{\pi\pi}^{\text{eff}}\), is found by inverting:

\[
\frac{C_{\pi\pi}(t+2) - C_{\pi\pi}(t+1)}{C_{\pi\pi}(t+1) - C_{\pi\pi}(t)} = \frac{e^{-E_{\pi\pi}^{\text{eff}}(T-t)} + e^{-E_{\pi\pi}^{\text{eff}}(T-t-2)} - e^{-E_{\pi\pi}^{\text{eff}}(t+1)} + e^{-E_{\pi\pi}^{\text{eff}}(T-t-1)}}{e^{-E_{\pi\pi}^{\text{eff}}(t+1)} + e^{-E_{\pi\pi}^{\text{eff}}(T-t-1)} - e^{-E_{\pi\pi}^{\text{eff}}(t+1)} + e^{-E_{\pi\pi}^{\text{eff}}(T-t)}}.
\]

(5.2)

The two-point correlation functions \(C_K\) and \(C_{\pi\pi}\) are defined explicitly in Eq. (4.81) and (4.104) and the differences in the numerator and denominator on the left-hand side of Eq. (5.2) are introduced to eliminate the constant \(C\) in Eq. (4.107).

The pion and kaon masses correspond closely to their physical values. We will explain below that the pions are given a momentum \(\pi/L\) in each of the three spatial directions and from the table we see that with this choice \(E_{\pi\pi} \simeq m_K\) and the \(K \to \pi\pi\) matrix elements correspond to the on-shell (within statistical errors) decay of a kaon in the centre-of-mass frame. We now discuss the evaluation of the matrix elements.

<table>
<thead>
<tr>
<th>Ensemble</th>
<th>(m_\pi) (MeV)</th>
<th>(m_K) (MeV)</th>
<th>(E_{\pi\pi}) (MeV)</th>
<th>(m_K - E_{\pi\pi}) (MeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>48(^3) (lattice units)</td>
<td>8.050(13) \times 10^{-2}</td>
<td>2.8867(15) \times 10^{-1}</td>
<td>2.873(13) \times 10^{-1}</td>
<td>1.4(14) \times 10^{-3}</td>
</tr>
<tr>
<td>64(^3) (lattice units)</td>
<td>5.904(14) \times 10^{-2}</td>
<td>2.1531(14) \times 10^{-1}</td>
<td>2.1512(68) \times 10^{-1}</td>
<td>9(10) \times 10^{-4}</td>
</tr>
<tr>
<td>48(^3) (MeV)</td>
<td>139.1(2)</td>
<td>498.82(26)</td>
<td>496.5(16)</td>
<td>2.4(24)</td>
</tr>
<tr>
<td>64(^3) (MeV)</td>
<td>139.2(3)</td>
<td>507.4(4)</td>
<td>507.0(16)</td>
<td>2.1(26)</td>
</tr>
</tbody>
</table>

Table 5.1: Pion and kaon masses and the \(I=2\) two-pion energies in lattice and physical units measured on the 48\(^3\) and 64\(^3\) ensembles. The momentum of each of the final-state pions is \(\pm \pi/L\) in each of the three spatial directions.
5.2 Matrix elements

We have evaluated $C_i^{K \rightarrow \pi \pi}(t_{\text{opt}})$ given by Eq. (4.117) corresponding to $K^+ \rightarrow \pi^+\pi^+$ process as discussed in section 4.7 for a range of values of the source-sink separations $t_{\pi\pi}$. For the 48$^3$ (64$^3$) ensemble we performed the calculations for values of $t_{\pi\pi}$ between 24 and 39 (26 and 36). These separations were chosen to be large enough for the plateau region to give a reliable fit and small enough for the around-the-world effects to be small. The fitting ranges were chosen to be from 10 to $t_{\pi\pi} - 10$ for both ensembles. These choices are motivated by the locations of plateau regions in Fig. 5.3.

For illustration, in Fig. 5.3 we plot $C_i^{K \rightarrow \pi\pi}(t_{\text{opt}})$ computed on each of the two ensembles for $t_{\pi\pi} = 26$. The observed plateaus are a manifestation of the fact that the volumes have been tuned so that $E_{\pi\pi} \simeq m_K$ (cf. Eq. (4.119)).

As a check, we can also construct the time-independent ratio of the correlation functions:

$$\frac{C_i^{K \rightarrow \pi\pi}(t)}{C_{\pi\pi}(t)C_{\pi\pi}^{l=2}(t_{\pi\pi} - t)} = \frac{M_{i}^{\text{bare}}}{N_{\pi\pi}N_K}.$$  (5.3)
This ratio is plotted for $t_{\pi\pi} = 26$ in Fig. 5.4. As anticipated, all three operators exhibit a constant behaviour in the region where the contribution from excited states is negligible. Eq. (5.3) is expected to hold in the region $0 \ll t \ll t_{\pi\pi} \ll T$, where $T$ is the total time extent of the lattice. In this region ‘around-the-world’ effects arising from different time orderings of the operators can be neglected.

The values of the bare $K^+ \to \pi^+\pi^+$ matrix elements are shown in Tab. 5.2. The entries have been obtained by performing weighted averages (under the jackknife) over the values obtained for each choice of $t_{\pi\pi}$, i.e.

$$M_i = \frac{\sum_{t_{\pi\pi}} M_i(t_{\pi\pi})/\delta M(t_{\pi\pi})^2}{\sum_{t_{\pi\pi}} 1/\delta M(t_{\pi\pi})^2}$$

(5.4)

where $M_i(t_{\pi\pi})$ is the matrix element evaluated using source-sink separation $t_{\pi\pi}$ and $\delta M_i(t_{\pi\pi})$ is the corresponding statistical error.
Table 5.2: Results for the bare $K^+ \rightarrow \pi^+\pi^+$ matrix elements in lattice units. Only statistical errors are shown.

5.3 NPR

In the calculation of $Z_{ij}^{\text{lat}\rightarrow RI}$ we find that all the chirally forbidden renormalisation factors mixing (27,1) and (8,8) representations are smaller than $10^{-5}$, so we set the corresponding matrix elements of $P_i\{\Lambda_j\}$ to zero and finally obtain the lattice to RI-SMOM renormalisation matrices:

$$Z_{\beta=2.13}^{(\gamma\mu,\gamma\mu)}(\mu = 3 \text{ GeV}) = \begin{pmatrix} 0.4617(3) & 0 & 0 \\ 0 & 0.5302(4) & -0.07018(6) \\ 0 & -0.0386(1) & 0.4451(5) \end{pmatrix}$$

(5.5)

$$Z_{\beta=2.13}^{(q\bar{q})}(\mu = 3 \text{ GeV}) = \begin{pmatrix} 0.4822(3) & 0 & 0 \\ 0 & 0.5305(4) & -0.07135(7) \\ 0 & -0.0637(1) & 0.5052(6) \end{pmatrix}$$

(5.6)

for the 48$^3$ ensembles and

$$Z_{\beta=2.25}^{(\gamma\mu,\gamma\mu)}(\mu = 3 \text{ GeV}) = \begin{pmatrix} 0.5194(2) & 0 & 0 \\ 0 & 0.5774(2) & -0.0751(1) \\ 0 & -0.02797(7) & 0.4431(6) \end{pmatrix}$$

(5.7)

$$Z_{\beta=2.25}^{(q\bar{q})}(\mu = 3 \text{ GeV}) = \begin{pmatrix} 0.5399(2) & 0 & 0 \\ 0 & 0.5782(2) & -0.0761(1) \\ 0 & -0.05230(4) & 0.4990(5) \end{pmatrix}$$

(5.8)

for the 64$^3$ ensembles. With momentum sources [54], only few configurations are needed to obtain an excellent statistical precision. The number of Landau gauge-fixed configurations used to obtain these results varies between 5 and 15. The statistical errors were estimated with 200 bootstrap samples. The matrices in Eqs. (5.5) – (5.8) are the ones used in Eq. (4.232) to obtain the operators renormalised in the RI-SMOM schemes at the scale $\mu = 3 \text{ GeV}$ from the corresponding lattice bare operators.

The procedure described above enables us to calculate the matrix elements of the operators in Eq. (4.129) in the (continuum) RI-SMOM schemes with a very small systematic uncertainty due to the renormalisation. The Wilson coefficients however, are computed in the $\overline{\text{MS}}$ scheme and so we have to match the RI-SMOM schemes to the $\overline{\text{MS}}$ one.
Table 5.3: The amplitude $A_2$ calculated using two different intermediate RI-SMOM schemes. The two errors, labelled by “stat” and “NPR”, are the statistical uncertainties in the evaluation of the bare matrix elements and $Z_{ij}$ respectively. Discrepancies in the results in the two schemes are attributed to the truncation in the matching to the $\overline{\text{MS}}$ scheme.

<table>
<thead>
<tr>
<th></th>
<th>$48^3$ Ensembles</th>
<th>$64^3$ Ensembles</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Re}(A_2) (\gamma^\mu, \gamma^\nu)$</td>
<td>$1.346(11)<em>{\text{stat}}(1)</em>{\text{NPR}} \times 10^{-8}$ GeV</td>
<td>$1.4029(93)<em>{\text{stat}}(11)</em>{\text{NPR}} \times 10^{-8}$ GeV</td>
</tr>
<tr>
<td>$\text{Im}(A_2) (\gamma^\mu, \gamma^\nu)$</td>
<td>$-5.739(46)<em>{\text{stat}}(8)</em>{\text{NPR}} \times 10^{-13}$ GeV</td>
<td>$-6.143(73)<em>{\text{stat}}(9)</em>{\text{NPR}} \times 10^{-13}$ GeV</td>
</tr>
<tr>
<td>$\text{Re}(A_2) (\bar{q}, q)$</td>
<td>$1.386(12)<em>{\text{stat}}(1)</em>{\text{NPR}} \times 10^{-8}$ GeV</td>
<td>$1.4386(95)<em>{\text{stat}}(11)</em>{\text{NPR}} \times 10^{-8}$ GeV</td>
</tr>
<tr>
<td>$\text{Im}(A_2) (\bar{q}, q)$</td>
<td>$-6.174(49)<em>{\text{stat}}(9)</em>{\text{NPR}} \times 10^{-13}$ GeV</td>
<td>$-6.548(78)<em>{\text{stat}}(10)</em>{\text{NPR}} \times 10^{-13}$ GeV</td>
</tr>
</tbody>
</table>

We repeat that this matching is perturbative and at present is only known to one-loop order [55]; this limitation amplifies the uncertainty due to the renormalisation. This uncertainty could be reduced by extending the perturbative calculations to higher orders. Future lattice calculations could also help here by using step scaling to run the renormalisation constants obtained in the RI-SMOM schemes non-perturbatively to larger momentum scales. The perturbative matching to the $\overline{\text{MS}}$ scheme can then be performed at these larger scales where the coupling constant is smaller, leading to smaller uncertainties. We now estimate the current uncertainty due to the matching.

To estimate the uncertainty due to the truncation of the perturbative matching factors, we note that the matrix elements in the $\overline{\text{MS}}$ scheme should be independent of the choice of intermediate RI-SMOM scheme. Differences in the results are observed (see Table 5.3) and attributed to the truncation. Following the procedure in [36; 12] we take the result obtained using the $(\bar{q}, q)$ intermediate scheme as our central value and the difference of the results obtained using the two schemes as an estimate of the systematic error. This uncertainty is marked as “NPR (perturbative)” in the error budgets presented in Tables 5.9 and 5.10 in Sec. 5.5. The uncertainties marked as “NPR (nonperturbative)” are the statistical errors in the evaluation of $Z_{ij}$.

5.4 Two-meson phase shift and finite volume effects

We now proceed to discuss the calculation of the finite volume effects and the Lellouch-Lüscher factor given by Eq. (4.191). This requires the knowledge of the derivative of the phase shift, while Lüscher’s quantisation condition Eq. (4.174) gives only the the value of the phase shift at a given momentum. The results presented in Table 5.4 were obtained using the approximation that $\delta$ is a linear function of the momentum between 0 and $p$. Since the second term in the parentheses on the right-hand side of Eq. (4.191) is much smaller than the first and given the remaining systematic uncertainties discussed in Sec. 5.5, this procedure gives an adequate approximation. In order to estimate
the error due to this approximation we also evaluate the derivative $\frac{\partial \delta}{\partial p}$ using the phenomenological curve of Ref. [1] illustrated in Fig. 5.5; we take the difference of the two procedures as an estimate of the corresponding uncertainty. For our central value we use the linear approximation for the derivative of the phase shift so that it is independent of phenomenological estimates.

At the pion momentum which corresponds to the decay of a physical kaon to two pions ($p = 207$ MeV) the value of the derivative of the phase shift with respect to the momentum obtained from the phenomenological curve is $9.53 \times 10^{-4}$ MeV$^{-1}$. Converting this to $\frac{\partial \delta}{\partial q}$ gives $-0.216$ for the $48^3$ and $-0.221$ for the $64^3$ ensembles. While this makes a significant difference to the derivative of the phase shift, it represents a relatively small uncertainty in the Lellouch-Lüscher factor $F \propto \frac{\partial \delta}{\partial q} + \frac{\partial \phi}{\partial q}$. This sum is dominated by the $\frac{\partial \phi}{\partial q}$ term and thus the difference in the Lellouch-Lüscher factor between both approaches to calculating $\frac{\partial \delta}{\partial q}$ amounts to 1.1% and 0.6% on the $48^3$ and $64^3$ ensembles respectively.

When quoting our central value we include the Lellouch-Lüscher factor evaluated as described in the preceding paragraph. In order to estimate the size of the remaining exponential finite-volume effects we use chiral perturbation theory equations (4.192) and (4.193) and include the corresponding effects in our systematic uncertainty. Since we are only calculating an estimate, we do not use partially twisted chiral perturbation theory, but take both the sea and valence $d$-quarks to satisfy antiperiodic boundary conditions. The results are shown in table 5.5.

### 5.5 Error budget

In this section we discuss the two remaining systematic errors: those which arise because the meson masses and the two-pion energy are not quite physical and those introduced
Table 5.4: Contributions to the Lellouch-Lüsher factor on the 48$^3$ and 64$^3$ ensembles. The rate of change of the phase shift was calculated by using a linear approximation in momentum as explained in the text.

<table>
<thead>
<tr>
<th>Quantity</th>
<th>48$^3$ lattice</th>
<th>64$^3$ lattice</th>
</tr>
</thead>
<tbody>
<tr>
<td>$L$</td>
<td>5.48 fm</td>
<td>5.36 fm</td>
</tr>
<tr>
<td>$\Delta l(m^2_\pi)$</td>
<td>14.32 MeV$^2$</td>
<td>16.39 MeV$^2$</td>
</tr>
<tr>
<td>$\Delta l(m^2_K)$</td>
<td>$(9.05 \times 10^{-4})$ MeV$^2$</td>
<td>$(1.03 \times 10^{-3})$ MeV$^2$</td>
</tr>
<tr>
<td>$\Delta l(m^2_\eta)$</td>
<td>$(1.32 \times 10^{-4})$ MeV$^2$</td>
<td>$(1.52 \times 10^{-4})$ MeV$^2$</td>
</tr>
<tr>
<td>$\Delta \beta(m_\pi, m_K, m_\eta)$</td>
<td>$3.0 \times 10^{-7}$</td>
<td>$3.0 \times 10^{-7}$</td>
</tr>
<tr>
<td>$\Delta \beta(m_\pi, m_K, m_\pi)$</td>
<td>$5.0 \times 10^{-5}$</td>
<td>$5.2 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\Delta \beta(m_K, m_\pi, m_\pi)$</td>
<td>$6.67 \times 10^{-5}$</td>
<td>$6.97 \times 10^{-5}$</td>
</tr>
<tr>
<td>$\Delta M(27,1)$</td>
<td>0.022</td>
<td>0.024</td>
</tr>
<tr>
<td>$\Delta M(37,1)$</td>
<td>0.024</td>
<td>0.026</td>
</tr>
<tr>
<td>$\Delta M(8,8)$</td>
<td>0.024</td>
<td>0.026</td>
</tr>
</tbody>
</table>

Table 5.5: Contributions to our estimate of the exponentially suppressed finite-volume errors.

The volume, boundary conditions and quark masses have been chosen to enable simulations of physical $K \rightarrow \pi \pi$ decays. Nevertheless, since the volume and quark masses have to be chosen a priori, the output values of the meson masses and two-pion energies will be a little different from the physical values (see Tab. 5.1). In order to estimate the corresponding uncertainty we follow the procedure described in [56; 12] and outlined below. We use measurements on 60 quenched configurations on a 24$^3$ lattice with $a^{-1} = 1.31$ GeV performed with 3 values of the light-quark masses, 5 strange-quark masses and the application of antiperiodic boundary conditions in $n_{tw} = 0, 1, 2$ and 3 directions. These measurements are used to determine the coefficients in the following phenomenological formulae:

$$m^2_{xy} = B_0(m_x + m_y) + B_1,$$
$$E^2_{\pi\pi}(n_{tw}) = A_0(n_{tw}) m_l + A_1(n_{tw}),$$
$$A_2 = C_0(n_{tw}) m_s + C_1(n_{tw}) m_l + C_2(n_{tw}),$$

where $m_l$ and $m_s$ are the masses of the light and strange quarks, $m_{xy}$ is the mass of the meson consisting of $x$ and $y$ valence quarks (which can be either light or strange) and $n_{tw}$ is the number of directions in which the antiperiodic boundary conditions would
Table 5.6: Parameters used for extrapolations on the 24³ quenched ensembles.

<table>
<thead>
<tr>
<th>(n_{tw})</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>(A_0)</td>
<td>17.53(16)</td>
<td>17.14(73)</td>
<td>14.9(2.3)</td>
<td>24.5(9.5)</td>
</tr>
<tr>
<td>(A_1)</td>
<td>0.0273(12)</td>
<td>0.1038(60)</td>
<td>0.202(18)</td>
<td>0.196(82)</td>
</tr>
<tr>
<td>(B_0)</td>
<td>2.124</td>
<td>2.124</td>
<td>2.124</td>
<td>2.124</td>
</tr>
<tr>
<td>(B_1)</td>
<td>0.00692</td>
<td>0.00692</td>
<td>0.00692</td>
<td>0.00692</td>
</tr>
<tr>
<td>(\text{Re}C_0) (GeV)</td>
<td>1.016(55) (\times 10^{-7})</td>
<td>1.43(11) (\times 10^{-7})</td>
<td>1.53(25) (\times 10^{-7})</td>
<td>1.78(54) (\times 10^{-7})</td>
</tr>
<tr>
<td>(\text{Re}C_1) (GeV)</td>
<td>1.697(89) (\times 10^{-6})</td>
<td>1.29(18) (\times 10^{-6})</td>
<td>1.45(38) (\times 10^{-6})</td>
<td>4.22(97) (\times 10^{-6})</td>
</tr>
<tr>
<td>(\text{Re}C_2) (GeV)</td>
<td>2.53(51) (\times 10^{-9})</td>
<td>1.08(12) (\times 10^{-8})</td>
<td>1.68(25) (\times 10^{-8})</td>
<td>(-2(67) \times 10^{-10})</td>
</tr>
<tr>
<td>(\text{Im}C_0) (GeV)</td>
<td>(-1.06(31) \times 10^{-12})</td>
<td>(-4.6(3.3) \times 10^{-13})</td>
<td>(4.4(7.4) \times 10^{-13})</td>
<td>(2(11) \times 10^{-13})</td>
</tr>
<tr>
<td>(\text{Im}C_1) (GeV)</td>
<td>5.54(79) (\times 10^{-11})</td>
<td>3.39(91) (\times 10^{-11})</td>
<td>2.1(1.6) (\times 10^{-11})</td>
<td>(-1.8(3.2) \times 10^{-11})</td>
</tr>
<tr>
<td>(\text{Im}C_2) (GeV)</td>
<td>(-1.689(64) \times 10^{-12})</td>
<td>(-1.392(66) \times 10^{-12})</td>
<td>(-1.24(12) \times 10^{-12})</td>
<td>(-7.5(1.9) \times 10^{-13})</td>
</tr>
</tbody>
</table>

We can use the coefficients in Tab. 5.6 to determine \(A_2\) on the quenched ensembles for any choice of \(\{m_\pi, m_K, E_{\pi\pi}\}\). We exploit this possibility for three sets of parameters: (i) the physical masses \(m_K = E_{\pi\pi} = 493.7\) MeV, \(m_\pi = 139.6\) MeV; (ii) the values from the 48³ simulation given in the third row of Tab. 5.1 and (iii) the values from the 64³ simulation given in the fourth row of Tab. 5.1. We denote the corresponding three estimates of \(A_2\) by \(A_2^{q,\text{phys}}\), \(A_2^{q,48}\) and \(A_2^{q,64}\) respectively, where the superscript \(q\) reminds us that the results were obtained on the quenched ensembles. We use the differences \(A_2^{q,48} - A_2^{q,\text{phys}}\) and \(A_2^{q,64} - A_2^{q,\text{phys}}\) as estimates of the systematic error due to unphysical kinematics.

The results are:

\[
\text{Re}(A_2^{q,\text{phys}}) = 2.25 \times 10^{-8}\text{ GeV}, \quad \text{Im}(A_2^{q,\text{phys}}) = -1.344 \times 10^{-12}\text{ GeV},
\]

\[
\text{Re}(A_2^{q,48}) = 2.29 \times 10^{-8}\text{ GeV}, \quad \text{Im}(A_2^{q,48}) = -1.341 \times 10^{-12}\text{ GeV},
\]

\[
\text{Re}(A_2^{q,64}) = 2.36 \times 10^{-8}\text{ GeV}, \quad \text{Im}(A_2^{q,64}) = -1.329 \times 10^{-12}\text{ GeV}.
\]

The differences in Eqs. (5.12) - (5.14) translate to an estimated 1.8% error on \(\text{Re}(A_2)\) and 0.2% error on \(\text{Im}(A_2)\) on the 48³ ensemble and a 4.5% difference for \(\text{Re}(A_2)\) and 1.1% difference for \(\text{Im}(A_2)\) on the 64³ ensemble. These numbers are obtained from the difference of the simulated results from those at the physical point (normalised by the result at the physical point). These uncertainties are included in Tabs. 5.9 and 5.10 under the label “unphysical kinematics”.

To estimate the error in the Wilson coefficients, we compare the results for \(A_2\) using Wilson coefficients calculated at leading order and next to leading order. We have used the set of coefficients evaluated in the \(\overline{\text{MS}}\) scheme at 3 GeV, which are shown...
Table 5.7: Wilson coefficients at 3 GeV in the $\overline{MS}$ scheme at leading order (LO) and next-to-leading order (NLO).

<table>
<thead>
<tr>
<th></th>
<th>(27,1)</th>
<th>(8,8)</th>
<th>(8,8)$_{\text{mx}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$z_{\text{LO}}^i$</td>
<td>0.26696</td>
<td>$4.260055 \times 10^{-5}$</td>
<td>$-1.0063 \times 10^{-3}$</td>
</tr>
<tr>
<td>$y_{\text{LO}}^i$</td>
<td>$-0.003518$</td>
<td>$-2.026445 \times 10^{-4}$</td>
<td>$2.447741 \times 10^{-4}$</td>
</tr>
<tr>
<td>$z_{\text{NLO}}^i$</td>
<td>0.290342</td>
<td>$4.70099 \times 10^{-5}$</td>
<td>$-5.22390 \times 10^{-5}$</td>
</tr>
<tr>
<td>$y_{\text{NLO}}^i$</td>
<td>$-0.00397252$</td>
<td>$-8.09555 \times 10^{-5}$</td>
<td>$3.26016 \times 10^{-4}$</td>
</tr>
</tbody>
</table>

Table 5.8: Comparison of matrix elements calculated with leading order (LO) and next-to-leading order (NLO) Wilson coefficients.

<table>
<thead>
<tr>
<th></th>
<th>LO</th>
<th>NLO</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\text{Re}(A_2)$ $48^3$</td>
<td>$1.293(11) \times 10^{-8}$</td>
<td>$1.386(12) \times 10^{-8}$</td>
</tr>
<tr>
<td>$\text{Im}(A_2)$ $48^3$</td>
<td>$-5.551(45) \times 10^{-13}$</td>
<td>$-6.174(49) \times 10^{-13}$</td>
</tr>
<tr>
<td>$\text{Re}(A_2)$ $64^3$</td>
<td>$1.3410(89) \times 10^{-8}$</td>
<td>$1.4386(95) \times 10^{-8}$</td>
</tr>
<tr>
<td>$\text{Im}(A_2)$ $64^3$</td>
<td>$-6.037(71) \times 10^{-13}$</td>
<td>$-6.548(78) \times 10^{-13}$</td>
</tr>
</tbody>
</table>

Table 5.9: Systematic error breakdown for $\text{Re}A_2$

<table>
<thead>
<tr>
<th>Re$A_2$ systematic errors</th>
<th>$48^3$</th>
<th>$64^3$</th>
<th>cont.</th>
</tr>
</thead>
<tbody>
<tr>
<td>NPR (nonperturbative)</td>
<td>0.1%</td>
<td>0.1%</td>
<td>0.1%</td>
</tr>
<tr>
<td>NPR (perturbative)</td>
<td>2.9%</td>
<td>2.5%</td>
<td>2.9%</td>
</tr>
<tr>
<td>Finite volume corrections</td>
<td>2.2%</td>
<td>2.4%</td>
<td>2.4%</td>
</tr>
<tr>
<td>Unphysical kinematics</td>
<td>1.8%</td>
<td>4.5%</td>
<td>4.5%</td>
</tr>
<tr>
<td>Wilson coefficients</td>
<td>6.8%</td>
<td>6.8%</td>
<td>6.8%</td>
</tr>
<tr>
<td>Derivative of the phase shift</td>
<td>1.1%</td>
<td>0.6%</td>
<td>1.1%</td>
</tr>
<tr>
<td>Total</td>
<td>8%</td>
<td>9%</td>
<td>9%</td>
</tr>
</tbody>
</table>
5.6 Continuum extrapolation

In this section we discuss the extrapolation of the results obtained on the $48^3$ and $64^3$ ensembles to the continuum limit. We divide this discussion into two parts. In the first we present the complete physical results for the complex amplitude $A_2$ in the continuum limit. As we will observe, the dominant error in our result comes from the perturbative error assigned to the Wilson coefficients. This may be reduced in the future if higher order perturbation theory results become available or if lattice step-scaling methods are used to allow present perturbative results to be applied at a higher energy scale. Therefore, in the second part we determine the continuum limit of the individual matrix elements themselves, normalised in the regularisation-independent $(\gamma,\gamma)$ and $(\gamma,\gamma)$ schemes.

5.6.1 Continuum limit of Re$(A_2)$ and Im$(A_2)$

As already mentioned in Sec. 5.5 the quark masses used in these ensembles are very slightly larger than their physical values. This is illustrated in Tab. 5.11, in which we compare the physical and simulated values of the dimensionless quantities $m_\pi/m_\Omega$ and $m_K/m_\Omega$, which are highly sensitive to the light and heavy quark masses respectively. In order to determine the values of the lattice spacing we must therefore perform a short chiral extrapolation; this is achieved using a simultaneous chiral and continuum ‘global fit’ that incorporates data from both ensembles. Since the (renormalised) quark masses on the two ensembles are very similar, we must include additional ensembles in order to have a sufficient spread of masses for the determination of the chiral dependence. The full set of ensembles and details of this procedure can be found in [50].
The determination of $A_2$ presented here was performed using 76 configurations of the $48^3$ ensemble, whereas the lattice spacings in [50] were computed using 80. In order to preserve the full correlations between the jackknife samples of $A_2$ and the corresponding superjackknife samples of the lattice spacing, we repeated the global fit analysis using the same 76 configurations. The details of the binning are also different. In [50] we binned the $48^3$ data over 5 successive measurements (100 MD time units) in order to take into account the observed autocorrelations in the data, whereas in the present calculation, we construct 19 bins each of 4 configurations. These differences lead to determined values of the lattice spacings in Eq. (5.15) below which are a little different from those in [50]. For the $64^3$ ensembles we use the same set of 40 configurations for the evaluation of $A_2$ and the same binning as in the global fit in [50].

In order to estimate the systematic errors due to the chiral extrapolation and finite volume in the determination of the lattice spacings, we have performed our fits using three different chiral ansätze: NLO SU(2) chiral perturbation theory, with and without finite-volume corrections (referred to as the ChPTFV and ChPT forms respectively), and a linear ansatz (referred to as the ‘analytic’ form). In practice we found the lattice spacings obtained from all three ansätze to be consistent to within a fraction of the statistical error due to the dominance of the near-physical data, hence we treat these systematic errors as negligible. The final results for the values of the lattice spacing are:

$$a_{64}^{-1} = 2.3584(70) \text{ GeV} \quad \text{and} \quad a_{48}^{-1} = 1.7280(41) \text{ GeV} ,$$  \hspace{1cm} (5.15)

where the errors are statistical only.

The lattice matrix elements $M_i$ scale as $a^3$ and so small differences in the lattice spacing become amplified. We have performed the continuum extrapolation of $A_2$ using the lattice spacings obtained with each of the three chiral ansätze; the extrapolated values are given in Tab. 5.12. In figure 5.6 we show the continuum extrapolation in the ($q$, $q$) scheme using the lattice spacings obtained with the ChPTFV chiral ansatz. We use results obtained with this ansatz as our central values for each lattice spacing and for the extrapolated value in the continuum.

We obtain an estimate of the component of the chiral extrapolation error arising from the lattice spacing determination by taking the difference between the continuum values obtained using the ChPTFV and analytic lattice spacings. The full jackknife differences are $0.3(2.6) \times 10^{-10}$ and $0.1(1.2) \times 10^{-14}$ for the real and imaginary parts respectively. As with the lattice spacings, we cannot resolve these differences within the statistical error, hence we set the chiral error to zero. On the other hand the jackknife differences between the ChPTFV and ChPT ansätze are resolvable as they differ only in small Bessel function corrections and are thus highly correlated: we obtain $3.4(1.0) \times 10^{-11}$ and $1.59(47) \times 10^{-15}$ for the real and imaginary parts respectively. Nevertheless, these errors are only 5–8% of the statistical error and can therefore also be neglected. This
leads to the result:

\[
\text{Re}(A_2) = 1.501(39) \times 10^{-8} \text{ GeV} \quad \text{and} \quad \text{Im}(A_2) = -6.99(20) \times 10^{-13} \text{ GeV}, \quad (5.16)
\]

where the errors are statistical.

Our final result for \( A_2 \) is obtained by assigning the 9% and 12% systematic errors from Tabs. 5.9 and 5.10 as the systematic errors to be associated with the values for \( \text{Re}(A_2) \) and \( \text{Im}(A_2) \) given in Eq. (5.16):

\[
\text{Re}(A_2) = 1.50(4)_{\text{stat}}(14)_{\text{syst}} \times 10^{-8} \text{ GeV} ; \quad \text{Im}(A_2) = -6.99(20)_{\text{stat}}(84)_{\text{syst}} \times 10^{-13} \text{ GeV} . \quad (5.17)
\]

Table 5.12: The continuum values of Re(\( A_2 \)) and Im(\( A_2 \)) determined using the lattice spacings obtained with each of the three chiral ansätze.

<table>
<thead>
<tr>
<th>Ansatz</th>
<th>Re(( A_2 )) (( \times 10^{-8} ) GeV)</th>
<th>Im(( A_2 )) (( \times 10^{-13} ) GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ChPTFV</td>
<td>1.501(39)</td>
<td>-6.99(20)</td>
</tr>
<tr>
<td>ChPT</td>
<td>1.494(38)</td>
<td>-6.96(19)</td>
</tr>
<tr>
<td>analytic</td>
<td>1.494(43)</td>
<td>-6.96(21)</td>
</tr>
</tbody>
</table>

Table 5.13: Systematic error breakdown for \( \text{Im} A_2 / \text{Re} A_2 \).

\[
\begin{array}{|l|c|c|c|}
\hline
\text{Systematic errors in } \text{Im} A_2 / \text{Re} A_2 & 48^3 & 64^3 & \text{cont} \\
\hline
\text{NPR (nonperturbative)} & 0.1 \% & 0.1 \% & 0.1 \% \\
\text{NPR (perturbative)} & 7.6 \% & 6.7 \% & 7.6 \% \\
\text{Finite volume corrections} & 3.5 \% & 3.5 \% & 3.5 \% \\
\text{Unphysical kinematics} & 1.8 \% & 4.6 \% & 4.6 \% \\
\text{Wilson coefficients} & 12.0 \% & 10.5 \% & 12.0 \% \\
\text{Derivative of the phase shift} & 0 & 0 & 0 \\
\hline
\text{Total} & 14.7 \% & 13.7 \% & 15.3 \% \\
\hline
\end{array}
\]
In order to estimate the unknown quantity $\text{Im}A_0$, we combine our results for $A_2$ with the experimental values of $\text{Re}A_0 = 3.3201(18) \times 10^{-7}$ GeV and $\epsilon'/\epsilon = (1.65 \pm 0.26) \times 10^{-3}$ [16]. To this end we start by evaluating the ratio $\text{Im}A_2/\text{Re}A_2$, taking account any statistical correlations between the real and imaginary parts by performing the analysis within the jackknife procedure. On the two ensembles we find

\[
\left( \frac{\text{Im}A_2}{\text{Re}A_2} \right)_4 = -4.45(5)_{\text{stat}}(65)_{\text{syst}} \times 10^{-5} \quad \text{and} \quad \left( \frac{\text{Im}A_2}{\text{Re}A_2} \right)_6 = -4.55(5)_{\text{stat}}(62)_{\text{syst}} \times 10^{-5}.
\]

The systematic errors for this ratio are given in Table 5.13; they are generally combined in quadrature except for that due to the derivative of the phase shift because the Lellouch-Lüscher factor cancels in the ratio. It is interesting to note that if instead of adding the errors in the Wilson coefficients for $\text{Re}A_2$ and $\text{Im}A_2$ in quadrature as in Tab. 5.13, we had calculated the ratios with the coefficients at leading and next-to-leading order respectively and taken the difference as a measure of the uncertainty we would have obtained a much smaller answer (3.6% instead of 12%). Since the operators which give the dominant contributions to the real and imaginary parts are different, and in the absence of an understanding which might suggest a correlation between their Wilson coefficients, we prefer to be cautious and take the larger uncertainty. We find a similar feature in the NPR perturbative error.

The continuum extrapolation of the dimensionless ratio $\text{Re}A_2/\text{Im}A_2$ is milder than that of $\text{Re}A_2$ and $\text{Im}A_2$ separately and we obtain

\[
\left( \frac{\text{Im}A_2}{\text{Re}A_2} \right)_{\text{continuum}} = -4.67(72) \times 10^{-5}.
\]

Using this ratio, we can calculate the electroweak penguin contribution to $\epsilon'/\epsilon$, given by:

\[
\left( \frac{\epsilon'}{\epsilon} \right)_{\text{EWP}} = \frac{\omega}{\sqrt{2} |\epsilon|} \frac{\text{Im}A_2}{\text{Re}A_2} = -6.6(10) \times 10^{-4},
\]

where we have used the values $\omega = \frac{\text{Re}A_2}{\text{Re}A_3} = 0.04454(12)$ and $|\epsilon| = 2.228(11) \times 10^{-3}$ from [12]. This value for $(\epsilon'/\epsilon)_{\text{EWP}}$ is consistent with our previously quoted value $-6.25(44)(119) \times 10^{-4}$ [12]. Finally, for $\text{Im}A_0$ we find

\[
\text{Im}A_0 = \text{Re}A_0 \left( \frac{\text{Im}A_2}{\text{Re}A_2} - \frac{\sqrt{2} |\epsilon|}{\omega} \frac{\epsilon'}{\epsilon} \right) = -5.40(64) \times 10^{-11} \text{ GeV}.
\]

The results in Eqs. (5.20) and (5.21) were obtained using our result for $\text{Im}A_2/\text{Re}A_2$ in Eq. (5.19). If instead we take $\text{Im}A_2$ from our calculation, Eq. (5.17), and combine it with the experimental result $\text{Re}A_2 = 1.4787(31) \times 10^{-8}$ GeV we obtain, $\text{Im}A_2/\text{Re}A_2 = -4.73(58) \times 10^{-5}$, $(\epsilon'/\epsilon)_{\text{EWP}} = -6.69(82) \times 10^{-4}$ and $\text{Im}A_0 = -5.42(63) \times 10^{-11}$ GeV.
Table 5.14: Results for the $K^+ \rightarrow (\pi\pi)_{I=2}$ matrix elements $M_{K^+}^{(27,1)}$ (defined in Eq. (4.141)) in two non-exceptional RI-SMOM renormalisation schemes at the scale $3 \text{ GeV}$. The first error is statistical, while the second one is the systematic uncertainty estimated as described in the text.

<table>
<thead>
<tr>
<th>Ensemble</th>
<th>Scheme</th>
<th>$M_{K^+}^{(27,1)} \text{ [GeV}^3\text{]}$</th>
<th>$M_{K^+}^{(8,8)} \text{ [GeV}^3\text{]}$</th>
<th>$M_{K^+}^{(8,8)_{\text{max}}} \text{ [GeV}^3\text{]}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>48$^3$</td>
<td>$(\bar{q},q)$</td>
<td>0.04761(39)(133)</td>
<td>0.7026(52)(183)</td>
<td>3.892(28)(101)</td>
</tr>
<tr>
<td>64$^3$</td>
<td>$(\bar{q},q)$</td>
<td>0.04848(32)(247)</td>
<td>0.8412(88)(244)</td>
<td>4.140(44)(120)</td>
</tr>
<tr>
<td>48$^3$</td>
<td>$(\gamma,\gamma)$</td>
<td>0.04473(37)(128)</td>
<td>0.7112(53)(185)</td>
<td>3.471(26)(90)</td>
</tr>
<tr>
<td>64$^3$</td>
<td>$(\gamma,\gamma)$</td>
<td>0.04664(31)(238)</td>
<td>0.8477(88)(246)</td>
<td>3.724(40)(108)</td>
</tr>
<tr>
<td>Continuum</td>
<td>$(\bar{q},q)$</td>
<td>0.0506(13)(26)</td>
<td>1.003(22)(30)</td>
<td>4.43(12)(13)</td>
</tr>
<tr>
<td>Continuum</td>
<td>$(\gamma,\gamma)$</td>
<td>0.0489(13)(25)</td>
<td>1.007(23)(30)</td>
<td>4.02(10)(12)</td>
</tr>
</tbody>
</table>

5.6.2 Continuum limit of the RI-SMOM matrix elements

From the error budget in Tab. 5.13 we see that the dominant uncertainty is due to the Wilson coefficients, which we take to be the difference between the leading and next-to-leading order contributions as defined in [21], where the calculations were based on [58; 59; 60]. In case the Wilson coefficients in the RI-SMOM schemes become known with better precision in the future, we present in Tab. 5.14 the $K^+ \rightarrow \pi^+\pi^0$ matrix elements $M_{K^+}^{(27,1)}$ defined in Eq. (4.141), with the operators $Q_i$ in Eqs. (2.102) - (2.104) renormalised in the $(\bar{q},q)$ and $(\gamma,\gamma)$ renormalisation schemes at a renormalisation scale of $3 \text{ GeV}$. These matrix elements together with the new Wilson coefficients would enable an improved evaluation of $A_2$, without the need to recompute the matrix elements.

The systematic errors for the $(27,1)$ operator are estimated using the entries in Tab. 5.9 with the NPR(perturbative) and Wilson coefficient errors set to zero. This gives the errors of 2.8%, 5.1% and 5.2% for the 48$^3$ and 64$^3$ ensembles and in the continuum limit respectively. For the $(8,8)$ operators using the entries in Tab. 5.10, the same procedure leads to systematic errors of 2.6%, 2.9% and 3.0% for the 48$^3$ and 64$^3$ ensembles and in the continuum respectively.

5.7 $\Delta I = 1/2$ rule

Before briefly summarising our results and discussing prospects for future calculations we confirm our finding, first presented in [2], that there is a significant cancellation between the two dominant contributions to Re $A_2$. As explained above, Re($A_2$) is dominated by the matrix element of the $(27,1)$ operator and is proportional to the sum of the two contractions $C_1$ and $C_2$ in Fig. 4.4. While naive factorisation, frequently used for phenomenological estimates, suggests that $C_1 = 3C_2$ because of the colour suppression in $C_2$, we find a strong cancellation between these two contributions. For the 48$^3$ and 64$^3$ ensembles studied in this paper, we illustrate this cancellation in Fig. 5.8. (In Sec. 5.2 we
explain that the numerical results in this paper were obtained from correlation functions with even values of $t_{\pi\pi}$. The choice of $t_{\pi\pi} = 27$ for the 48 ensembles in Fig. 5.8 is made to ensure that the cancellation is illustrated at the same value of $t_{\pi\pi}$ in physical units on the two sets of ensembles.\) As explained in [2] we believe that this cancellation is a significant component in explaining the $\Delta I = 1/2$ rule. Although we have not completed the calculation of $A_0$ at this stage, we note that the contributions of the $(27, 1)$ operator all contribute with the same sign. A similar partial cancellation occurs between the two corresponding contractions in the evaluation of the $B_K$ parameter of neutral kaon mixing as pointed out in [61] and subsequently confirmed in [2; 62].

Our \textit{ab initio} determination of $A_2$ shows clearly that phenomenological approaches based on the dominance of naïve factorisation are not consistent. We note however, that there were non-lattice studies based on chiral perturbation theory and the $1/N$ expansion, where $N$ is the number of colours, which indicated that $C_2$ may have the opposite sign to $C_1$ [63; 64]. Of course, as illustrated in our results above, the $1/N$ expansion \textit{per se} is not a good approximation; $C_2$ is suppressed by $1/N$ and yet is comparable to $C_1$. In different ways, the authors of [63; 64] combine the expansion with leading short- and long-distance logarithms. In [63] the authors use an Ansatz for matching the perturbative short-distance contributions and long-distance effects based on a chiral Lagrangian for mesons. In [64] the authors compare the experimental value of Re$A_2$ with the leading term of the expansion to deduce that $C_2$ should be negative. For recent discussions of these two early approaches, stimulated by our lattice QCD result [2; 12] and written by subsets of their original authors, we refer the reader to [65; 66].

In order to have a fully quantitative understanding of the $\Delta I = 1/2$ rule, to determine $\epsilon' / \epsilon$ and to compare the result to the experimental value $\epsilon' / \epsilon = (1.65 \pm 0.26) \times 10^{-3}$ we need to perform the evaluation of $A_0$ at physical kinematics. A key ingredient which makes the calculation of $A_2$ feasible is the use of the Wigner-Eckart theorem described in Sec. 5.2. Together with the choice of volume and the use of antiperiodic boundary conditions for the $d$-quark in all three spatial directions, it ensures that the energy of the two-pion ground state is equal to $m_K$. Unfortunately this approach cannot be directly applied to the calculation of $A_0$; in particular the breaking of isospin symmetry by the boundary conditions invalidates the calculation. For example, the $\pi^0$ remains at rest with the antiperiodic boundary conditions, whereas the charged pions have nonzero momentum. More sophisticated boundary conditions mixing quarks and antiquarks and an isospin rotation, the so-called \textit{G-parity} boundary conditions [67; 34; 68; 69; 70], must therefore be used instead for both the valence and the sea quarks. The evaluation of $A_0$ with G-parity boundary conditions is well underway and exciting progress has recently been reported in [71] and we anticipate the first complete calculation of $A_0$, albeit on a single lattice spacing, within the next year.
Chapter 5 Results

Figure 5.7: Dominant contractions contributing to Re($A_2$) - $C_1$ (left) and $C_2$ (right)

Figure 5.8: Cancellation of dominant contributions to Re($A_2$) on the 48\(^3\) ensembles with a $K - \pi\pi$ separation of 27 and the 64\(^3\) ensembles with separation 36.

5.8 $K\pi$ scattering

In this section I will describe a different calculation which was done using the same 48\(^3\) and 64\(^3\) ensembles, which is the calculation of $K - \pi$ scattering lengths at physical kinematics. This calculation has been described in [4]. While this calculation is not in itself related to the $K \rightarrow \pi\pi$ decays, the techniques used are the same as in the case of $\pi\pi$ scattering, exploiting mostly Lüscher’s quantisation condition (4.174). However, it is an interesting illustration of the effect of finite time extent (sometimes called ‘thermalisation effects’ referring to finite temperature calculations).

For this calculation we use stochastic $Z2 \times Z2$ sources with $\eta(x) = \pm 1 \pm i$ as described in section 4.5 with point sinks. The inversions are done on every second timeslice on the 48\(^3\) ensemble and every fourth on the 64\(^3\) ensemble.

The $K - \pi$ correlation functions are given by

$$C^I_{K\pi}(t) \equiv \langle K(t + 2)\pi(t)\pi(2)K(0) \rangle \quad (5.22)$$

where the operator $\pi(2)K(0)$ is understood to be taken in the correct isospin projection - either 3/2 or 1/2.

The Wick contractions are shown in Figures 5.9, 5.10. For 'D' and 'C' contractions, the propagator sources are all located on the meson source planes (e.g. t=0 and t=2).
For the 'R' contractions, the source planes correspond to the opposite vertices of the rectangle. The correlation functions can be written in terms of these contractions as

\[ C_{K\pi}^{I=3/2} = D - C \]  \hspace{1cm} (5.23)

\[ C_{K\pi}^{I=1/2} = D + \frac{1}{2} C - \frac{3}{2} R. \]  \hspace{1cm} (5.24)

We can do this because in the limit of the large number of random source vectors, the stochastic sources reduce to the meson point sources.

The time dependence of these functions follows from Eq. 4.73 and is given by

\[ C_{K\pi}^{I}(t) = \langle K^\dagger(t + 2)\pi^\dagger(t)\pi(2)K(0) \rangle \]  \hspace{1cm} (5.25)

\[ = \left| \langle K\pi \mid \pi(2)K(0) \mid 0 \rangle \right|^2 e^{-E_{K\pi} (t+2)} \]  \hspace{1cm} (5.26)

\[ + \left| \langle 0 \mid \pi(2)K(0) \mid K\pi \rangle \right|^2 e^{-E_{K\pi} (T-t-2)} e^{-m_\pi(t+2)} \]  \hspace{1cm} (5.27)

\[ + \left| \langle K \mid \pi(2)K(0) \mid \pi \rangle \right|^2 e^{-m_\pi(T-t-2)} e^{-m_K(t+2)} \]  \hspace{1cm} (5.28)

\[ + \left| \langle \pi \mid \pi(2)K(0) \mid K \rangle \right|^2 e^{-m_K(T-t-2)} e^{-m_\pi(t+2)} \]  \hspace{1cm} (5.29)

\[ + \ldots \]
For sufficiently large time extent, $T$, contributions from the terms given by Eqs. (5.27-5.29) will be negligible in comparison to the term given by Eq. (5.26). In this case the correlation function has a time dependence given by a single exponential. Our experience with $\pi$-$\pi$ scattering shows that the most accurate estimate of the ground state energy can be obtained by considering the ratio of the two-pion correlation function to the single pion two-point functions [12]. In K-$\pi$ scattering case, the corresponding ratio would be:

$$\frac{C_{K\pi}(t)}{C_\pi(t)C_K(t)} \approx A e^{-\Delta E t} \approx A(1 - \Delta E t),$$

(5.30)

where $\Delta E = E_{K\pi} - m_K - m_\pi$ and $A$ is a constant. The second approximation in the above equations comes from assuming that $\Delta E$ is small. We therefore expect the ratio to be approximately linear for some $0 \ll t \ll T/2$. An example of such ratio plot is shown in Fig. 5.11. We can see that the data points for the ratio do not match the single exponential behaviour. From this observation we can conclude that ‘around-the-world’ effects given by equations (5.27-5.29) should be included in the fitting procedure. This requires a five-parameter fit, where the parameters are $E_{K\pi}$ and four normalisation constants which appear in terms given by equations (5.26-5.29). Such fit turns out to be stable, but fitting five parameters simultaneously can result in a large statistical error.

We can extract $K \to \pi$ matrix elements from:

$$C(t) = \langle \pi(\Delta)\pi(t + 2)K(t)K(0) \rangle$$

$$= \langle 0 \mid \pi \mid \pi \rangle \langle \pi(2)K(0) \mid K \rangle \langle K \mid K \rangle e^{-m_\pi(\Delta - t)} e^{-m_K t}$$

(5.31)

$$+ \langle \pi \mid \pi \mid 0 \rangle \langle 0 \mid \pi(2)K(0) \mid K\pi \rangle \langle K\pi \mid K \rangle e^{-m_\pi(T - \Delta)} e^{-E_{K\pi} t}$$

(5.32)

$$+ \ldots,$$

with other contributions negligible in comparison. The construction of these correlation functions requires no additional inversions in our setup.

Table 5.15 shows $K - \pi$ scattering lengths calculated using both approaches and their
Table 5.15: $K - \pi$ scattering lengths calculated using 5-parameter (top 2 rows) and 3-parameter (bottom 2 rows) fits and their continuum extrapolation.

<table>
<thead>
<tr>
<th></th>
<th>$a_{0}m_{\pi}$</th>
<th>$64^{3}$</th>
<th>continuum</th>
</tr>
</thead>
<tbody>
<tr>
<td>$I=3/2$</td>
<td>-0.068(8)</td>
<td>-0.068(7)</td>
<td>-0.07(2)</td>
</tr>
<tr>
<td>$I=1/2$</td>
<td>0.16(1)</td>
<td>0.16(1)</td>
<td>0.16(3)</td>
</tr>
<tr>
<td>$I=3/2$</td>
<td>-0.063(8)</td>
<td>-0.059(5)</td>
<td>-0.06(1)</td>
</tr>
<tr>
<td>$I=1/2$</td>
<td>0.178(9)</td>
<td>0.170(9)</td>
<td>0.16(2)</td>
</tr>
</tbody>
</table>

Table 5.16: Comparison of presented results for $K\pi$ scattering lengths (bottom two rows) with experimental (top two rows) and lattice results.

<table>
<thead>
<tr>
<th></th>
<th>$a_{0}^{3/2}m_{\pi}$</th>
<th>$a_{0}^{1/2}m_{\pi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Büttiker et. al. [72]</td>
<td>-0.0448(77)</td>
<td>0.224(22)</td>
</tr>
<tr>
<td>$O(p^{4})$ ChPT</td>
<td>-0.05(2)</td>
<td>0.19(2)</td>
</tr>
<tr>
<td>NPLQCD [73]</td>
<td>-0.0574(16) ($^{+24}_{-58}$)</td>
<td>0.1725(13) ($^{+23}_{-156}$)</td>
</tr>
<tr>
<td>Fu [74; 75]</td>
<td>-0.0512(18)</td>
<td>0.1819(35)</td>
</tr>
<tr>
<td>PACS-CS [76]</td>
<td>-0.0602(31)(26)</td>
<td>0.183(18)(35)</td>
</tr>
<tr>
<td>this work (5p)</td>
<td>-0.07(2)</td>
<td>0.16(3)</td>
</tr>
<tr>
<td>this work (3p)</td>
<td>-0.06(1)</td>
<td>0.16(2)</td>
</tr>
</tbody>
</table>

continuum extrapolation. It can be seen that 3-parameter fit produces smaller statistical errors than the 5-parameter fit. The comparison of our results with previous ones is shown in table 5.16. Our results are in good agreement with the previous ones. Furthermore, our error in the $I = 1/2$ channel is comparable with other collaborations. However, unlike others we did not rely on ChPT at any point during our calculation, so we are free of any systematic errors associated with the chiral extrapolation. This is the first calculation of this quantity directly at the physical point.
Chapter 6

Conclusions

This chapter summarises our findings from Chapter 5.

We have calculated the $\Delta I = 3/2$ amplitude, which we found to be:

\[
\begin{align*}
\text{Re}(A_2) &= 1.50(4)_{\text{stat}}(14)_{\text{syst}} \times 10^{-8} \text{ GeV}; \\
\text{Im}(A_2) &= -6.99(20)_{\text{stat}}(84)_{\text{syst}} \times 10^{-13} \text{ GeV}. \\
\end{align*}
\]

This is consistent with both the previous continuum result [12], which was

\[
\begin{align*}
\text{Re}A_2 &= 1.381(46)_{\text{stat}}(258)_{\text{syst}} \times 10^{-8}\text{GeV}; \\
\text{Im}A_2 &= -6.54(46)_{\text{stat}}(120)_{\text{syst}} \times 10^{-13}\text{GeV}; \\
\end{align*}
\]

and is also in good agreement with the experimental result

\[
\begin{align*}
|A_0| &\approx \text{Re}A_0 = 3.3197(14) \times 10^{-7} \text{GeV}, \\
|A_2| &\approx \text{Re}A_2 = 1.570(53) \times 10^{-8} \text{GeV}, \\
\sqrt{\frac{3}{2}} |A_2^+| &\approx \sqrt{\frac{3}{2}} \text{Re}A_2^+ = 1.4787(31) \times 10^{-8} \text{GeV}. \\
\end{align*}
\]

The major improvement over the previous result is that the discretisation errors are well-controlled and are no longer the dominant source of systematic error. The systematic error is now instead dominated by the error on the Wilson coefficients, which can be improved either by improving the perturbative calculation or by using the step scaling procedure to move the renormalisation scale higher than 3 GeV, where the perturbation theory is better behaved.

Another interesting conclusion is that we have reproduced the cancellation in the $\text{Re}A_2$ amplitude first reported in [2]. We believe that this cancellation gives a significant contribution to the $\Delta I = 1/2$ rule. A more recent development is the first ever calculation of $A_0$ in [13]. The result is $\text{Re}(A_0) = 3.3201(18) \times 10^{-7} \text{GeV}$ and $\text{Im}(A_0) = -1.90(123)(104) \times$
10^{-11} \text{ GeV}. This gives the first theoretical prediction for $\epsilon'/\epsilon$, which is

\[ \text{Re}(\epsilon'/\epsilon) = 1.38(515)(443) \times 10^{-4} \tag{6.6} \]

which is 2.1\sigma smaller than the experimental value of 16.6(23) \times 10^{-4}. This discrepancy may be the first sign of new physics, but we need to reduce the error before it becomes significant.

Some of the future work to improve the error may include increasing statistics or generating finer (i.e. smaller lattice spacing) ensembles (for example 2+1+1 flavour physical point). There is also a possibility of applying the aforementioned step scaling to higher scale to reduce the perturbative error. A more challenging task would be to include isospin breaking effects, which as can be seen from the experimental input, can be as large as 10\% (c.f. Eq. (6.4) and Eq. (6.5)).

We have also calculated the $K\pi$ scattering lengths using the same ensembles. In this calculation we found significant contributions from finite time effects, which we control using one of the two approaches: either by directly fitting the correlation function to a 5-parameter form or by using $K \rightarrow \pi$ and $\pi \rightarrow K$ correlation function (which we call a 3-parameter fit). We find that 3-parameter fit gives a considerably smaller error, and the scattering lengths calculated using this method are

\[ a^{I=3/2}_0 m_\pi = -0.06(1); \quad a^{I=1/2}_0 m_\pi = 0.16(2). \tag{6.7} \]

These numbers are in agreement with both dispersive calculations based on the experimental input, as well as the previous lattice calculations. While the error bars are larger than those in the previous calculations due to limited statistics, we should emphasise that this is the first calculation of this quantity performed directly at the physical point and is therefore independent of chiral perturbation theory.
Appendix A

Conjugacy classes of the cubic symmetry group

This section contains matrices which correspond to the transformation of a vector under cubic symmetry group, arranged by their conjugacy classes.

A.1 E

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\]

A.2 6C_4

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & 0 \\
1 & 0 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 0 & -1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 1 & 0 \\
0 & -1 & 0 \\
-1 & 0 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
0 & 0 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 0 & 1 \\
0 & 1 & 0 \\
1 & 0 & 0
\end{pmatrix}
\]

A.3 3C_2

\[
\begin{pmatrix}
1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & -1
\end{pmatrix},
\begin{pmatrix}
-1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & -1
\end{pmatrix},
\begin{pmatrix}
-1 & 0 & 0 \\
0 & -1 & 0 \\
0 & 0 & 1
\end{pmatrix}
\]
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A.4 $8C_3$

\[
\begin{pmatrix}
0 & 0 & 1 \\
1 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & 1 \\
1 & 0 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 0 & -1 \\
1 & 0 & 0 \\
0 & -1 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 1 & 0 \\
0 & 0 & -1 \\
-1 & 0 & 0
\end{pmatrix},
\begin{pmatrix}
0 & -1 & 0 \\
0 & 0 & -1 \\
-1 & 0 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 0 & 1 \\
-1 & 0 & 0 \\
0 & 1 & 0
\end{pmatrix},
\begin{pmatrix}
0 & -1 & 0 \\
0 & 0 \\
-1 & 0 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & -1 \\
0 & -1 & 0 \\
1 & 0 & 0
\end{pmatrix},
\begin{pmatrix}
0 & -1 & 0 \\
0 & -1 & 0 \\
-1 & 0 & 0
\end{pmatrix}
\]

A.5 $6C_2$

\[
\begin{pmatrix}
0 & 1 & 0 \\
1 & 0 & 0 \\
0 & 0 & -1
\end{pmatrix},
\begin{pmatrix}
0 & -1 & 0 \\
-1 & 0 & 0 \\
0 & 0 & -1
\end{pmatrix},
\begin{pmatrix}
-1 & 0 & 0 \\
0 & 0 & 1 \\
0 & 1 & 0
\end{pmatrix},
\begin{pmatrix}
-1 & 0 & 0 \\
0 & 0 & -1 \\
0 & -1 & 0
\end{pmatrix},
\begin{pmatrix}
0 & 0 & 1 \\
0 & 0 & -1 \\
0 & -1 & 0 \\
1 & 0 & 0
\end{pmatrix},
\begin{pmatrix}
0 & -1 & 0 \\
0 & -1 & 0 \\
-1 & 0 & 0
\end{pmatrix}
\]
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