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Chapter 1

Concepts in modelling and simulation

Mathematical models have played a fundamental role in the recent history of population biology. Early examples include descriptions of population growth [7, 8], predator-prey dynamics [9], species dispersal [10, 11], and genetic evolution (e.g. [12, 13, 14]; and prior work). All of these, with the exception of population growth, were formalised in the early 20th century, and all remain active topics of research one hundred years later. My thesis, as an exploration of models and modelling in population biology through simulation, contributes to this tradition. Through three quite different examples - species invasions, genomic signatures of natural selection, and market-mediated gene flow - and three quite different simulation approaches, I will argue that simulations offer a tool with which to flexibly tease apart the implications of modelling assumptions. Through this process, we are able to gain insight into the appropriate use of different models and the generality of their results.

The core research presented here consists of three largely independent studies, which are united in using simulation to explore the role of migration and selection in models of population systems. By taking different approaches to different topical research questions, I aim to draw practical conclusions about the role of simulation models in population biology. Although models have long guided our theoretical understanding of populations, the increasingly widespread availability of computational power allows for the exploration of more complex models that better represent the many interacting, discrete, heterogeneous agents of a population. Many different representations of a system might be chosen. A strong message of my thesis is that these choices can substantially impact model behaviour, and that simple simulation offers a useful tool through which to investigate the importance of different choices.

The challenges in designing [15] models, testing or assessing them [16], and, especially, applying their results to our understanding of the world with appropriate caution
[16, 17, 18] are subjects of continued debate. Given that the role and nature of modelling is not uncontroversial, to draw valuable conclusions from my work about modelling as a process it is useful to have a clear understanding of what modelling and computational simulation are. This introduction, then, begins with a brief discussion of the theoretical and philosophical background of modelling as an approach in population biology. I then turn to the advantages and disadvantages of different modelling approaches. Readers interested more in the practical role of modelling may prefer to skip to my discussion of modelling in population biology, 1.2.

1.1 Modelling in mind and science

There is a considerable philosophical literature on what models are and how they should be used ([19] and references therein). To summarise even the core historical arguments would rapidly become cumbersome and detract from the essential point of this thesis. I do not propose to rigorously re-analyse the theory and philosophy of model-based science. Details of whether models are fictional [20] or non-fictional [21] entities, or if they are set-theoretic structures [22], are not critical. Rather, I am instead interested in what scientists use models for, how they construct them, and the limitations different types of model may face.

To guide this discussion, it is useful to have a working definition of a model. Drawing on [23, 24, 25, 26], I consider a model to be a modeller’s simplified representation of a target entity. This is slightly broader than Maria [25], in that it does not make claims about which features of the system should be represented, and perhaps narrower than Wartofsky [23] who emphasises representation over simplicity. The requirement of simplification is not obviously compatible with ideas of models as isomorphic with the entity they represent (e.g.[27]) - though this may be so if the model is a simplification only from the perspective of the person who designed it or its user. That a model is of something (be it a biological system, or some data, or a physical object) and provides a representation for someone, who is termed the modeller here without necessitating that they designed the model, is taken at face value.

Our definition makes no statement on the general purpose of modelling, or its specific role in scientific practice. To help clarify this, it is instructive to consider the broader role of models in human reasoning.
1.1.1 Modelling in human reasoning

Under the above definition, it seems likely that models are ubiquitous in human thought. One idea incorporating this is the ‘mental model’, proposed explicitly by Craik [28] but predicted by Peirce and others [29]. In Craik’s formulation, the process of reasoning consists of three steps - mental ‘translation’ of the external world into some symbolic internal representation, manipulation of this internal representation to arrive at other symbols, and the ‘retranslation’ of these symbols into their implications for the external world [28, pp50–51]. The internal construction and manipulation of a model yields predictions about the external world. This interpretation of human reasoning has been contrasted (e.g. [30]) to that of formal mental logic (e.g. [31]), while both have been criticised for their difficulties in reconciling partially contradictory beliefs [32]. Whichever conception of human thought is preferred, however, most practical descriptions of our experience and interaction with the world involve some process of representation.

The use of internal modelling, then, is to conceptualise and reason about the world. In the context of mental models, Craik notes that the approach - translation, manipulation, re-translation - allows us to observe a ‘final result similar to that which might have been reached by causing the actual physical process to occur’ [28, Chapter 5]. There is some debate about what it is in a model that allows us to retrieve valid conclusions about the target system. This may rely on the entities in the model relating to one another in to a way that reflects reality [33], although Craik did not demand this [29]. As the ability of different representations and simplifications in models to yield valid conclusions is relevant to this thesis, I return to this point with a focus on scientific models shortly.

1.1.2 Modelling in scientific reasoning

If human reasoning involves modelling, then it is inevitable that the action of scientific investigation also involves modelling in a weak sense. The use of modelling in science, however, is more formalised. Boltzmann argued, in the context of the physical sciences, that the task of theory is ‘constructing an image of the external world’ through ‘carrying out globally what on a small scale occurs within us whenever we form an idea’ [34, 29]. Parallels between scientific and internal modelling were also noted by other 19th century physicists - Kelvin and Maxwell, for example [29]. This resemblance extends to the process of constructing and using scientific models. Hughes [35] advocates an approach in physics whereby a system is denoted through representation to create a model, with the implications of that model then demonstrated through manipulation before relating these back to the target system through interpretation. The similarity between this approach and that suggested by Craik in the context of mental models, outlined above, is clear.
Given this blueprint for how a model is used in science and reasoning, several immediate questions arise. Assuming that a target system has been chosen, it is not immediately clear how to represent it and how to simplify it. To understand how these decisions are made, it is useful to recognise that the modeller is motivated to learn about a target system. Thus, before turning to the debate on complexity and modelling in biology, I will consider how it is that manipulations of a simplified representation of a system can yield valid conclusions about that system.

1.1.3 How do models provide information about a target system?

That models should be useful at all is not obvious. Representation is often thought of as subjective (e.g. [36, 26]), such that almost any entity can be used to represent (e.g. [33]) or denote [35] any other entity. The implication is that the vast majority of possible simplified representations of systems are very poor, such that any stated correspondence between model and system is either so complex as to obscure understanding or so trivial as to be worthless as an intellectual tool. In response to this problem, further constraints on the types of representation used in modelling are often proposed - ranging from isomorphism to similarity [19]. Strict isomorphism is a rigorous, perhaps impossible, demand, and only useful when it allows a system to be translated into version that is simpler for the modeller to manipulate. Similarity is difficult to define, and the burden of assessing which similarities are important remains with the modeller [26]. An intermediate position is structural representation [33], such that ‘the patterns of relations among the constituents of the represented phenomenon is mirrored among the constituents of the representation itself’. This allows the model to be used for ‘surrogate reasoning’, and appeals to the idea of manipulations of a model reflecting manipulations of the target entity.

And yet ‘black boxes’ are common in biological modelling, such that models will incorporate different entities to the systems they represent and emphasise some patterns of relationship over others [37]. It is also difficult to reconcile hypothesis testing in statistics with structural representation. The 2 sample t-test might be considered a model in which two samples are normally distributed with the same mean. By applying this model to data and using well understood properties of the model, we can characterise how improbable the data would be under it, and hence learn about the data. The reason that the model is useful is not that it captures a pattern of relations in the data, but because it allows us to constrain the range of possible relations in the data. Another problematic example from statistics is the curve-fitting problem [19], where data are summarised by a curve of a certain form. This may offer useful insight while having an undefined relationship with either the generative process of the data or individual data points.
Given the diversity of models and applications, it is pragmatic to follow Teller [36], who considered the appropriate degree of similarity between model and target system to depend on scientific context. It is likely that novel information about a target system arises through different processes under different circumstances. Partial structural representation may be important at some times, external information - such as knowledge about how to manipulate certain types of model, or the specific context for conducting a statistical procedure - at others.

1.2 Modelling in population biology: some debates

The challenge of modelling in population biology is often characterised as complexity. More specifically, we tend to have a large (far greater than one but far less than infinite) number of interacting organisms. Each of these has unique phenotypic characteristics determined by internal biological processes, which are partially heritable but directed by an individual's mental and physical developmental process and environmental context. The types of interaction between organisms are many and varied, and there is extensive structure in the arrangement of these interactions. For example, intra- and interspecific behaviours differ, geographical and temporal proximity have a critical impact on behaviour, and features such as kinship can also play a role. There are, furthermore, abiotic stimuli for each organism, these being heterogeneous in time and space. This intimidating list is not exhaustive.

How might we model such a system to obtain useful insight into it? To begin to answer this question, and to provide some historical context of the difficulties involved, I will introduce two debates on modelling in population biology. The first is J.B.S Haldane's A defence of beanbag genetics [38], a response to criticism of mathematical population genetics. This will guide a discussion of the role of mathematics in modelling complex systems. The second is that initiated by Richard Levins' classic paper The strategy of model building in population biology [15]. Here, the focus is on model design and the robustness of modelling results. These three topics - the advantages of non-verbal arguments, the challenge of model design and the extent to which we can rely on the output of models - all have relevance to the role of simulation in modelling, a core subject of this thesis.

1.2.1 A Defence

In 1964, Haldane wrote a flamboyant riposte to Mayr's characterisation of mathematical population genetics as 'beanbag genetics' that contributed little to evolutionary theory (Mayr 1963, quoted in Haldane 1964). The reason, Mayr felt, for so limited a contribution was that the classical theory of Wright, Fisher and Haldane (e.g. [12, 13, 14])
used too extreme a simplification of the evolutionary process. Selection is modelled as acting on a single allele without epistatic interactions and with no explicit consideration of developmental constraint, an idealisation he considered too unrealistic. Haldane’s response was twofold - firstly, to offer examples showing that population genetics has usefully guided our understanding of evolution, and, secondly, to defend the trade-off between the simplifying assumptions used in mathematical arguments and the clarity that this offers when compared to verbal ones.

Haldane’s examples from theory are diverse, and some, such as the detailed impact of selective advantage or the relationship between mutation, diversity and selection, are applied with little change today. Recent commentors have argued both that Mayr’s characterisation of population genetics misunderstood the extent to which results were robust to different assumptions [39], and that the contribution of population genetics to evolutionary theory is more profound even than Haldane’s examples. Ewens proposes that the entire modern synthesis of Darwin’s evolutionary theory and Mendel’s laws of inheritance is based on mathematical genetics [40]. Updating the defence, he notes how one of the most exciting recent developments in population genetics, the statistical inference of regions of the genome that have been subject to natural selection (explored in Chapter 4), was made possible by mathematical theory. Mathematical modelling has been, and continues to be, a useful tool in characterising evolution; Haldane believed that this is related to its logical exactness.

**Mathematical exactness**

The essential spirit of Haldane’s defence of mathematical reasoning is summarised by a quote he takes from Hume (*A treatise of human nature*, Book 1, Part 3, Section 1, in [41]):

> There remain therefore algebra and arithmetic as the only sciences, in which we can carry on a chain of reasoning to any degree of intricacy, and yet preserve a perfect exactness and certainty.

Developing his position in relation to this, Haldane continues:

> Not only is algebraic reasoning exact; it imposes an exactness on the verbal postulates made before algebra can start which is usually lacking in the first verbal formulations of scientific principles
The premise, then, is that the process of logic in mathematics \(^1\) is exact and that the assumptions made are clearly specified. Thus, ‘a mathematical theory may be regarded as a kind of scaffolding within which a reasonably secure theory expressible in words may be built up’.

Leaving aside the problem of representation - the relationship between mathematical models and the world - these two points offer the principle justification of mathematical modelling. The detailed relationship between mathematics and logic depends on what one considers mathematics and logic to be, a subject too distant from applied models in population biology to delve into here. Nonetheless, Haldane is joined by others practitioners (e.g. Kenneth Arrow in the context of the social sciences [43]) in emphasising the especial suitability of mathematics for constructing logically sound arguments, and the utility of this in applied sciences.

Two details should be emphasised here. Firstly, there is nothing that specifically precludes verbal arguments from fully stating their assumptions or making logical statements. Haldane is instead condemning the normal use (c.f. Mayr) of such arguments in evolutionary biology. Verbal reasoning can be quite robust (work on informal logic is relevant here [44]), although it is often difficult to translate mathematical manipulations of a model to verbal ones. Secondly, while mathematical models tend to be more precise in their assumptions, they are not specified entirely. Complete rigour regarding assumptions would be impractical (e.g. this is the objective of Whitehead and Russells *Principia Mathematica* [45]), but a relevant example arises in Kot *et al*’s work introducing integro-difference equations as a continuous-population deterministic representation of animal dispersal [46]. The possible importance of the continuous-population assumption is mentioned only superficially in the final paragraphs of the paper. I build on this model in Chapter 2, and find that correctly representing a population as finite radically alters system behaviour. Later applications of the model do not mention this important disconnect between reality and model at all (e.g. [47]).

Additionally, implicit assumptions may be included in the course of mathematical analysis. An example that I have been involved with investigating, and which is not included in this thesis, is the finding that the specific implementation of natural selection - whether as a modification to the rate of reproduction or of mortality - can impact the behaviour of models in evolutionary game theory [5]. In the context of species invasions, a traditional approach to approximating a discrete-time system with a continuous-time

---

\(^1\) An over-simplification - Haldane does not make this claim of mathematics in general, while Hume explicitly sets geometry aside from algebra and arithmetic. According to Hume, while it ‘far excels [...] the loose judgements of the senses and imagination’ (A treatise of human nature, Book 1, Part 3, Section 1), application of geometric knowledge to the real world is limited by our ability to observe the real world. In other words, while we can manipulate theoretical geometric objects, the relationship between these and physical entities is an approximation, such that we cannot, with absolute certainty, apply our geometric theories to the external world [42]. The population genetics of Haldane is only an approximation of the actual details of population biology, such that, given Hume’s objection to geometry, the quote is perhaps abused.
one (as performed by Kendall in 1965 on a model of disease spreading, [48], and in Appendix 1 of the paper I present in Chapter 2) has been found, on more detailed analysis, to be inexact when there is a significant time-lag between generations [49].

Finally, it is important to note that mathematical models suffer the same constraints as all other models in striking a balance between accurate representation of a target system and tractability, a subject explored in by Levins.

1.2.2 The Strategy

In 1966, Levins published what has become a highly influential paper on the strategy of designing models in population biology [15]. The challenge of biological complexity has not changed in the intervening fifty years, although our tools, especially computational power, have improved. I will focus on two subjects raised by Levins that are particularly relevant to the work in this thesis - different approaches to modelling complex systems and the robustness of modelling results.

Complexity

Levins suggests that the naïve approach to modelling complexity would be to use a ‘brute force’ model, consisting of hundreds of partial differential equations through which the processes of nature are accurately represented. This approach fails because it is not analytically solvable, too difficult to compute, and yields results that are opaque to human understanding. In practice, then, he identifies practical strategies, suggesting that models inevitably sacrifice one of three desirable traits - generality, realism or precision [15]. The logical necessity of this trade-off is not proven [50], and ultimately depends on ones definition of these three terms [51].

For our purposes, the details of whether models can be productively characterised on these dimensions, or on any of the many other possible dimensions [52], is not critical. Any choice of model systematics is only important to the extent that one might assess how fully one has modelled a system. More profound is the realisation that, in the practice of modelling, one often has to make sacrifices. Levins’ point is best seen in its historical context - as an argument against what he considered the ‘brute force’ approach of mid-20th-century systems ecology [53], exemplified by the International Biology Program and pioneered by Watt (e.g. [54]) among others. While there has been a modern resurgence of systems ecology modelling, exploiting the vast increase in computational power since the 1960s, there is recognition that some balance between complexity and simplification is needed (e.g. [55]).
Robustness
Levins’ suggestion that different types of model, with different focusses and assumptions, can inform on the same target system, raises the question of which modelling results should be believed. Ultimately, he recommends the use of multiple models to yield different insights on a process. This also offers an indication of whether a result is robust, arising in many different partially independent models. There is an important distinction to be made here between the robustness of a modelling result to the choices of the researcher in designing the model and the likelihood of a result applying to the real world target system. The *Strategy* is ambiguous as to which is meant, first implying the former by suggesting that using multiple models indicates ‘whether a result depends on the essentials of the model or on the details of the simplifying assumptions’, then the latter by implying that it is more appropriate to assert robust theorems as ‘biological fact’ than fragile ones [15]. Some of the same issues - particularly assessing model independence - arise in both cases, and I consider these before returning to the more complex relationship between model result robustness and expectations concerning real world systems.

Quantifying the independence of results from different models is not simple [50]. The problem has been discussed in the context of climate modelling [56], where an ensemble of models yielding similar results is often taken as an indication of predictive power. It has been suggested that models containing parameters intended to represent different phenomena [57] is an indication of their independence. Another criteria relies on the difference in results between models when given the same input parameterisation [58]. Weisberg suggests a robust result will occur in multiple models, and will have the same ‘causal structure’ in each [51]. He focusses on the reason that a result is observed rather than the recurrence of a result itself.

Ultimately, the structural difference between models is in their assumptions, both with respect to the aspects of the target system that they hope to capture and the details of how these are represented mathematically or computationally. This suggests that the use of multiple models doesn’t necessarily show if a result is robust, but can indicate whether it is robust given certain combinations of assumptions. Although Orzack and Sober [50] reject the idea of exploring this ‘assumption space’ - the space of assumptions that might be taken in a model - offhand, judicious sampling of it to investigate the role of specific assumptions is a common approach in theoretical population biology. The local assumption space of models is indeed sometimes depicted in studies (e.g. for invasion modelling see Fig. 1.1 in [59], for cell growth Fig. 1 in [60]). That the assumption space of models might be more formally investigated has been suggested in econometrics as ‘global sensitivity analysis’ [61, 62], although with statistical models such as regression primarily in mind.

One relatively unambiguous use of independent models to confirm robustness is attempted replication. Experimental data may be flawed, mathematical analysis may
have errors, and computer programs may have bugs. For example, re-implementation of a computational algorithm by different programmers helps to identify and eliminate bugs. Based on my own programming experience, bugs that lead to extremely unexpected results are easily identified, but, as supported by the change-logs of the many population genetics programs I have used, more subtle errors are common.

I have suggested that using multiple models to test the role of assumptions in modelling results is valuable, and I follow this approach in some of the work presented in this thesis. Even Orzack and Sober consider the use of multiple models a ‘useful heuristic’, such that my approach is in general agreement with a range of authors [15, 52, 50, 51]. The more profound question is whether a result arising from many partially independent models offers additional evidence for that result holding in the target natural system. Orzack and Sober are suspicious, noting that this would appear to yield information about the world without empirical observation. However, observation may be required in the choice of which models to test and their representation [52], implying that information about the world can be obtained from sets of multiple independent relevant models.

In this thesis, I use simulation to investigate the assumptions of relatively simple models in an effort to identify the implications of different model assumptions, and I now explore how simulations are used in modern scientific research.

### 1.3 Complexity, tractability and computational simulation

Levins identified the challenges inherent in designing and interpreting brute force models as the primary motivation for using alternative model-building strategies, while Haldane emphasised the value of exactness and clarity in mathematical models. Both authors were in favour of simplification. Given these arguments, a question arises as to the role of increasing computational power in modelling. The ability to do many calculations rapidly and both store and quickly retrieve large amounts of data is highly suited to numerically exploring the behaviour of complicated systems in greater detail. Unless Levins’ case against the brute force approach has been tempered, such power may be a mixed blessing. My argument is that a computational simulation of complex systems does not need to be complex to be useful, and that much of the utility of simulation arises in the logical consistency that makes mathematics so effective. To develop these claims it is it is necessary to identify what computational simulation is, and what it is not.
1.3.1 Computational simulation

As with modelling, many definitions of simulation have been suggested. Some examples covering a range of perspectives are

‘the operation of a model of a system’ (Maria 1997, [25])

‘the process of designing a model of a real or imagined system and conducting experiments with that model’ (Smith 2003, [63])

‘the imitation of the operation of a real-world process or system over time’ (Banks 1998, [64])

‘a program that is run on a computer and that uses step-by-step methods to explore the approximate behavior of a mathematical model’ (narrowly),
or,
‘a comprehensive method for studying systems’ (broadly; both concerning computer simulation, both Winsberg 2015 in [65]).

These definitions vary from very broad [25, 63] to quite narrow [64]. Given this, it is arguably appropriate to merely identify the important common themes between the simulations conducted in this thesis. Thus, I will partially follow Smith and partially Winsberg and view simulations as ‘experiments’ [63] that ‘explore the behaviour of a mathematical model’ [65]. Details such as whether the time evolution of a system is represented [64] - which happens to be the case for each simulation I present - are not important, as there is no reason to believe that this quality is fundamental to the value of simulation in testing models in population biology.

Why might we want to run experiments to explore a mathematical model? An indication is given by Haldane, who highlighted the utility of simplifying assumptions in allowing the pioneering population geneticists to ‘pose problems soluble by the elementary mathematics at [their] disposal’ [38]. The representation of a system mathematically is not only limited by the imagination of the modeller, but also by their ability to manipulate mathematical models so as to solve them. This bias against insoluble models - such that convenience of manipulation is a constraint in model development - is pragmatic, and no doubt responsible for many of the most successful applications of modelling. Nevertheless, the possibility arises of systematic misrepresentation of target systems. Simulations can be used to investigate intractable mathematical models, and, because they are subject to different constraints, lend themselves to different representations of a system. They are useful in this regard because they retain the logical exactness of mathematics and provide evidence of assumptions through the simulation program itself.

\(^2\)Floating point errors aside
The broad definition of simulation proposed above captures a wide range of approaches, from detailed attempts to replicate biological complexity \textit{in silico}, such as the International Biology Program (IBP) or the more recent Human Brain Project \cite{66}, to numerical investigation of highly simplified mathematical models. While my focus in this thesis is firmly directed toward the latter, having discussed Levins \cite{15} in some detail it is appropriate to briefly indicate the state of ‘brute force’ biological models today.

\subsection*{1.3.2 Complex simulations of ecological complexity}

Simulations attempting to faithfully capture complex biological systems continue to be widely implemented. A particularly dramatic example is the GUMBO model of ecosystem services, with 930 variables and 1715 parameters used to describe ‘dynamic feedbacks among human technology, economic production and welfare, and ecosystem goods and services within the dynamic earth system’ \cite{67}. The 43 variables connected by 22 non-linear relationships used in Forrester’s World Dynamics model (1971, \cite{68}), with its rather dire predictions for our species’ future, pale in comparison. Although GUMBO and its descendants (e.g. MIMES \cite{69}) incorporate a complex biosphere model, they do not focus on biological complexity \textit{per se}. Increasingly, agent-based models (ABMs) have been designed to represent ecological systems \cite{70,71} as an alternative both to extreme mathematical simplification and to the brute-force use of hundreds of differential equations as envisioned by Levins. ABMs take a ‘bottom-up’ approach, attempting to capture the microscopic interactions between individual agents (often organisms) and through these understand emergent system-level behaviour.

The use of ABMs in ecology represents a significant methodological development. This is because they represent agents as discrete, autonomous and individually variable, qualities that are usually summarised within the aggregate state variables (e.g. population size or allele frequency) of traditional mathematical models \cite{70}. It has been argued that ABMs can be general, realistic and precise \cite{72}, capturing three properties that Levins thought could only be maximised by brute-force models. The critical question is not whether these models disprove Levins’ framework, but whether they have substantial advantages as compared to other complex models. Thus, we return to Levins’ criticism of brute-force modelling in ecology - that there are many parameters about which we have little prior knowledge, that we cannot solve or sufficiently simulate very complex models, and that the models are so complex that their results have little meaning to us. I suggest that ABMs make most headway, as a modelling strategy, against the issues associated with parametrisation and model interpretation, while computational limitations remain a concern for all complex models.

Correct parametrisation is critical to obtaining meaningful results in both ABMs and other models. The critical difference in ABMs is that the focus of parametrisation has changed, such that many parameters refer to properties of the individual rather than...
to those of populations. This is an advantage only when it is easier to experimentally measure traits of individuals, and to characterise individual variability, than to quantify more abstract higher-level properties such as predation pressure or carrying capacity. With respect to model interpretation, complex ABMs have a more quantifiable advantage. While it remains possible to summarise the evolution of state variables, and thus retrieve similar information as might be output from more abstract models, it is also possible to follow the actions and experience of individual agents, the ‘narrative approach’ suggested by Millington et al [73]. It may be relatively easy to relate narratives of agents to narratives of the organisms they represent.

Both complicated ABMs and systems of many simultaneous non-linear partial differential equations are unlikely to be mathematically tractable, and hence computational simulations are used to explore their behaviour. For complex models with many parameters, this can require considerable computational power. While simulations of extremely complicated models are now feasible, the number of parameter combinations in a model increases as the power of the number of parameters. Even with modern computers one can only explore a small portion of the parameter space for many-parameter models. Whether this is important depends on the research question.

To summarise, complex models remain widely used in ecology, with a current focus on ABMs. These, in particular, have changed the nature of modelling complex systems, but the problems that Levins identified as limiting the use of brute-force models still apply.

1.3.3 Simple simulations of mathematical simplification

An alternative use of simulations is the numerical investigation of simple models that cannot be comprehensively studied through mathematical analysis.\(^3\) This approach has a long history - for example, in pioneering work modelling the dispersal of mosquitoes published in 1906, Karl Pearson and John Blakeman [10] used mechanical integrators to graphically calculate the distribution of random walkers over short times. They were thus able to observe the approach of the population distribution over time to an easily calculated approximation suitable at long times. The essential objective is similar to that applied in this thesis - to test the robustness of mathematical models to the violation of their assumptions through numerical methods. Confirming analytic results in this way remains a common technique in modelling.

Given that the combined use of simulation and mathematical analysis is already relatively common in theoretical population biology, a question arises as to why I feel it

\(^3\)Often, relatively simple mathematical models can be characterised in certain limits - for example, as certain parameters tend to zero, or are equal - even if they cannot be solved.
appropriate to dedicate a portion of my thesis to the methodological advantages this offers. My answer is two-fold, partly practical and partly abstract. In practical terms, I merely observe that my simulations have actually clarified the results of three models. Two of these are traditional mathematical models that have been studied for a considerable period of time. That my findings were not previously known, and that the techniques I have used, while varied, are not complicated, suggests that the role of simulation in clarifying the impact of the assumptions of models in population biology warrants emphasis.

My second argument in favour of using simple simulation along with mathematical analysis is slightly more abstract. This is that there are various different ways that simulation can be used to investigate model assumptions. I do not intend to develop this point formally, but will return to it repeatedly through the thesis. The simplest approach is to use simulation to explore the parameter space of a model, usually in regions for which mathematical approximations are unavailable or poor. This process is still assessing the impact of different modelling assumptions - each choice of parameters in a model represents a different target system [50]. Some of the assumptions that I test in this thesis are more complicated, in that they are integral to the design of the models. For example, in Chapter 2 I assess the effectiveness of a mathematical model, describing an invasive species spreading over space, in capturing the microscopic properties of the process it purports to represent. In Chapter 3, I modify the structure of a model of animal migration between sub-populations to incorporate a simple representation of animal trading, and, in doing so, find that breaking the assumption of random, unbiased animal movement substantially impacts model results. In Chapter 4, I show that relaxing the common and incorrect assumption of a constant recombination rate along the genome can substantially impact our assessment of test statistics designed to detect genomic signatures of natural selection. In the first case, I am testing an assumption taken to simplify mathematical analysis, in the second, an assumption taken because it is thought to best represent ecological systems, and in the third an assumption which is known to be suspect that is applied in order to constrain parameter space. I suggest that these three examples reflect the breadth of different assumptions that arise in population biology models, and an awareness of the flexibility of simulation in testing different types of assumption for different reasons is useful.

My simulation work has lead to a series of interesting findings, some primarily methodological, others with direct relevance to the real world. I now detail these and describe the structure of my thesis.
1.4 Outline of thesis and main results

The outline of the thesis is as follows. I will begin each chapter by summarising the results and modelling included, and by emphasising the relationship between the work presented and the use of simulation modelling in population biology. I will then give details on the motivation and background of the specific modelling question addressed, as necessary\footnote{In some cases, the literature review of the manuscript presented in the chapter contains much of this information}, before presenting a manuscript detailing some the findings of modelling work that I have conducted. In each case I am the first author of the manuscript and all co-authors are aware of the inclusion of it in this thesis. Details of the work that myself and different co-authors performed are included in the Acknowledgements section. I also indicate, in Thesis Appendix 1, conferences and forums where our results have been presented. In the case of Chapter 2, on species invasions, the manuscript is the final accepted version of a published manuscript, while those presented in Chapters 3 and 4 are drafts. Each chapter will continue with a more detailed discussion of the methodology and model results, and conclude with some comments on the implications of the work for the practical use of simulations in population biology.

I discuss and integrate my findings in Chapter 5, drawing together the work presented to identify advantages and challenges of biological modelling in general, and the specific role of simulations in improving models.

As the thesis progresses, I will present a number of core findings that are of relevance to the modelling of the systems we explore, as follows:

1.4.1 Chapter 2 - Modelling species invasions

Long-range dispersal, stochasticity and the broken accelerating wave of advance

Published manuscript

Accelerating species invasions may lead to a particularly sudden and dramatic ecological impact, so are of interest to invasion ecologists. We have clarified a critical feature of the dispersal regime that leads to an accelerating species invasion in a finite population model, and confirmed that this is correct for a variety of structurally different models. Specifically, dispersal kernels - the distribution describing the probability of dispersal at any given distance - that decay with a power law tail, $K(x) \propto |x|^{-\beta}$, cause acceleration when $\beta \leq 3$ in a 1-dimensional system incorporating stochasticity in dispersal. Deterministic models, which assume a population is infinitely divisible, yield
a weaker constraint, suggesting that all fat-tailed dispersal kernels cause acceleration. This confirms some previous results, but contradicts others.

The implication of this is that incorrectly specifying a model can lead to substantial errors in the output. We have investigated the temporal dynamics of the error associated with incorrectly using a deterministic mean-field model as opposed to a stochastic model. Deterministic models are frequently encountered in the literature.

We further extend our modelling in two ways. Firstly, we note that there are limits to the maximum dispersal distance of any organism, and explore the impact of truncating the dispersal kernel to capture this property. This leads both our stochastic and deterministic models to generate a constant velocity wave of advance, and we again explore the error over time of correctly specifying a truncated kernel but using an incorrect representation of stochasticity. Secondly, we identify important subtleties related to the implementation of logistic density-dependent population growth that impact results from the stochastic, but not deterministic, models of species invasions. Density-dependent population growth is an expected attribute of real populations.

1.4.2 Chapter 3 - Modelling animal markets

On the counter-evolutionary effects of market mediated gene flow

The migration of domestic species is usually mediated through human choices, with the trading of domestic animals being a clear example. The impact of gene flow through markets has not, as yet, been characterised. We have adapted a simple model of migration between two patches to include some of the complex migration patterns that might be expected when animals are traded by humans. The patches have unequal wealth distributions, such that individuals from the wealthier patch are better able obtain their preferred types of animal. In this model, wealth inequality can disrupt the action of natural selection, such that an animal or breed with lower fitness may out-compete one with higher fitness, even if it is not favoured in either of the two patches. This result arises due to the interaction of migration and population regulation.

Given that our findings are counter-intuitive, I discuss in detail real world evidence for the population dynamics narratives implied by our model. Current evidence is inconclusive, and the work is best considered an exploratory model showing evidence of the types of phenomena that could occur given market-mediated gene flow rather than a robust statement on expected patterns in the real world. This chapter explores only one of many interesting questions that could be asked about the impact of markets on
animal genetic variation.

1.4.3 Chapter 4 - Modelling natural selection

Refining the use of linkage disequilibrium as a robust signature of selection

Many statistics have been suggested to detect signatures of natural selection in population genetic data. We use simulations to test the statistical power of a large set of statistics that do so by identifying characteristic distortions in the correlation between the allelic state at different loci (linkage disequilibrium; see Chapter 4 definitions of genetics terminology). An assumption of a constant recombination rate is often used when testing selection statistics. There is considerable evidence that this assumption is unrealistic, and we find that incorporating variation in the recombination rate negatively impacts the performance of several selection statistics. We therefore suggest modifications to currently used statistics, and also propose novel statistic formulations, that improve statistical power to detect recent positive selection.

We further assess these statistics by quantifying their ability to replicate previously identified signals of selection in real genetic data. These results broadly support our proposal that controlling for expected recombination improves the power of selection statistics.

I have also used patterns of linkage disequilibrium generated by positive natural selection to help identify a selected variant in the CPT1A gene among a northeast Siberian population. My work also provided additional support in localising the causal SNP, a high-frequency non-synonymous variant known to be associated with child mortality in modern populations but inferred to have been under positive natural selection in the recent past [2].
Chapter 2

Modelling species invasions: stochastic long-range dispersal and invasion acceleration

2.1 Chapter introduction and summary

In this chapter, I explore a model of a species invading previously unoccupied territory through repeated dispersal events that may occur across long distances. I focus on the role of stochasticity in the dispersal process, showing that deterministic and stochastic variants of the same model yield radically different spreading behaviour. The work offers two contributions to the study of species invasions. Firstly, we are able to clarify the conditions under which long-range dispersal may cause the rate of a the species invasion to increase with time. Secondly, we build an awareness of the implications of a widespread modelling assumption - deterministic dispersal due to an infinitely divisible population - in distorting model behaviour. The first result is of practical importance, and is potentially useful when predicting the actual course of species invasions. The second has greater relevance to the core theme of this thesis, highlighting the potential of a convenient mathematical simplification to strongly distort model results.

The approach in this chapter is to focus on the relationship between the model and the world rather than to explore a model thought to be relevant to the world. In finding that a frequently applied approximation, taken for mathematical convenience, is often inappropriate, I am assessing the robustness of certain modelling results and, therefore, the conditions under which the model is valid. In this way, simulation allows us to identify important assumptions and quantify how important they are under different situations. All the simulations I perform are highly idealised, demonstrating the utility of simple simulations in honing our theoretical understanding of invasion events.
The structure of this chapter is as follows. I will begin by reproducing a pre-print version and supplementary material of *Long-range dispersal, stochasticity and the broken accelerating wave of advance* [1], a paper published in Theoretical Population Biology (doi:10.1016/j.tpb.2014.12.003) by myself and Tim Sluckin. This paper presents a range of findings concerning the difference between a deterministic and stochastic model of species invasion given long-range dispersal. We focus on how long an invasion event takes, confirming and expanding on previous observations that the rate of invasion can be qualitatively different under an identical dispersal regime for deterministic and stochastic representations of dispersal. The deterministic representation essentially allows individuals to be infinitely divisible, while the stochastic variant considers a finite population size. We further show that the approach to the deterministic behaviour as population size is increased is very slow under certain long-range dispersal regimes. The implication is that widely used integro-difference models [46], which bear considerable resemblance to our deterministic system, will often yield highly inaccurate results, even if features like population growth and regulation, and dispersal patterns, are accurately characterised. Appendices that were included in the submission for completeness but essentially reproduce known results are included the Thesis Appendices section, §3.

Our approach to representing long-distance dispersal involves describing the relative probability of dispersal over all distances with a simple statistical distribution. We chose to use two families of distribution - power laws and stretched exponentials - that can be used to represent a wide range of possible dispersal regimes. The choice of these specific distributions falls neatly into the narrative of animal movement ecology, in that they have been proposed to represent the movement patterns of various organisms. I explore evidence for these distributions, and their possible generative functions, immediately after the paper.

I close this chapter by considering the broader implications of our findings with respect to the role simulation has in population models. I suggest that the flexibility of simulation allows us to probe the assumptions of mathematical models, and hence assess their relevance to the real world. A similar theme arises in Chapter 4, in which I use simulations as a tool to assess the performance of statistical tests designed to detect natural selection in population genetic data.
2.2 Long-range dispersal, stochasticity and the broken accelerating wave of advance (*Published manuscript*)

G. S. Jacobs and T. J. Sluckin

2.2.1 Abstract

Rare long distance dispersal events are thought to have a disproportionate impact on the spread of invasive species. Modelling using integrodifference equations suggests that, when long distance contacts are represented by a fat-tailed dispersal kernel, an accelerating wave of advance can ensue. Invasions spreading in this manner could have particularly dramatic effects. Recently, various authors have suggested that demographic stochasticity disrupts wave acceleration. Integrodifference models have been widely used in movement ecology, and as such a clearer understanding of stochastic effects is needed. Here, we present a stochastic non-linear one-dimensional lattice model in which demographic stochasticity and the dispersal regime can be systematically varied. Extensive simulations show that stochasticity has a profound effect on model behaviour, and usually breaks acceleration for fat-tailed kernels. Exceptions are seen for some power law kernels, $K(l) \propto |l|^{-\beta}$ with $\beta < 3$, for which acceleration persists despite stochasticity. Such kernels lack a second moment and are important in ‘accelerating’ phenomena such as Lévy flights. Furthermore, for long-range kernels the approach to the continuum limit behaviour as stochasticity is reduced is generally slow. Given that real-world populations are finite, stochastic models may give better predictive power when long-range dispersal is important. Insights from mean-field models such as integrodifference equations should be applied with caution in such circumstances.

**Keywords:** long distance dispersal, wave of advance, species invasion, stochastic modelling
2.2.2 Introduction

The manner in which alleles, species and diseases spread over space is of fundamental interest to population biologists. These processes have an important impact on many evolutionary and ecological systems, and are particularly relevant in the modern world, where increasing global trade [74] and highly interconnected transport systems [75] change the dynamics of disease and species dispersal. For example, international air travel has been suggested as a major driver of the spread of disease, including the 2009 H1N1 influenza A swine flu virus pandemic [76]. Anticipating species invasions, and identifying how they might progress in such conditions, is an immediate and relevant problem.

Various models have been constructed in order to theoretically explore the dynamics of spreading populations. These guide our predictions about future genetic, demographic or disease prevalence trends, and our understanding of the history implied by current patterns. A core feature of models is whether they explicitly incorporate stochasticity. Traditional approaches tend to use deterministic approximations of the underlying stochastic process. Here, there is an assumption that over many repeats of an event with a random element the stochasticity will average out, and can be ignored without invalidating results. Such models can often be analysed mathematically, but are sometimes sufficiently complex that a computational solution is necessary.

Stochastic models are usually more computationally intensive and less analytically transparent, but accept that explicitly including the randomness of events is important. It is often unclear which approach is preferable. In the specific case of species dispersal, a finite population of organisms that move and reproduce with a degree of independence implies a finite number of dispersal events. Stochasticity at small scales can have a significant impact on larger scale behaviour, and it is possible that averaging these events has a qualitative impact on model results.

One feature of population spread that is of particular practical interest is the expected rate of invasion. Deterministic equations predict that under many conditions population expansion occurs through a wave of advance travelling at constant velocity [77]. In certain cases, however, where there is a relatively high frequency of long-distance dispersal events, this wave will accelerate indefinitely [46]. The integrodifference model that retrieves this latter result has been widely applied in modelling species dispersal [78, 79, 80, 81, 82, 47, 83]. However, the approach is deterministic, and it is not clear that the underlying stochasticity of dispersal can be ignored without causing inaccuracies. The impact of randomness on the accelerating wave of advance will therefore be the principal subject of this paper. We explore this by considering a range of stochastic models and their mean-field deterministic approximations, in which many dispersal events are described as a single average process.
Fisher-Kolmogorov and its limitations

Classical modelling of population spread has taken the form of reaction-diffusion equations. Here, a diffusion approximation is used to model the underlying stochastic dispersal and reproduction processes, which occur concurrently and independently of one another. This is a macroscopic approximation, obtained from the stochastic description by truncating in space or time to some finite order [84]. The paradigm is the Fisher-Kolmogorov equation [11, 85, 86]:

$$\frac{\partial n}{\partial t} = \alpha n \left(1 - \frac{n}{K}\right) + D \nabla^2 n, \quad (2.1)$$

where $n$ is population density at time $t$, $\alpha$ is the maximum growth rate, $K$ is the carrying capacity (in some suitable units) and $D$ is the diffusion constant. The equation is continuous in space and time and expresses the combination of logistic growth and Fickian diffusion. The diffusion constant, or diffusivity, describes the mean square distance over which a particle diffuses per unit time given a gradient of one unit, and may be expressed in dimensions $L^2 T^{-1}$. A higher diffusion constant implies that the flow of organisms from full to empty space is easier and thus more rapid.

The use of a single parameter $D$ to represent many possible dispersal regimes follows from arguments based on the central limit theorem [87]. It is justified by the relationship between Fickian diffusion and the stochastic process underlying it, Brownian motion. We can describe this process mathematically as a random walk.

A basic random walk is a stochastic system in which the position, $x$, of a particle is iteratively updated by its jump distance, drawn from a given probability distribution. This probability distribution describes the probability of dispersal over a distance $l$ in a time interval, and is known as the dispersal kernel, $K(l)$. If we run many random walks with a given starting position, the distribution of the particles will spread out over time. Supposing a symmetric dispersal process, the mean position remains close to zero, but the diffusivity can be captured by the deviations around this mean. For Brownian motion, and indeed more general random walks,

$$< x(t)^2 > = 2Dt, \quad (2.2)$$

with the constant of proportionality defining the diffusivity. The central limit theorem prescribes that the distribution function of long-time positions is Gaussian so long as the same kernel applies to all particles, there are no long-range correlations in jump-distance, and the kernel has a finite first and second moment. $D$ is related to the variance of the kernel by
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\[ D = \frac{1}{2} \int_{-\infty}^{+\infty} l^2 K(l) dl. \] (2.3)

When the variance is unbounded, \( D \) is similarly not well defined, a point we return to shortly.

An initially isolated population that behaves according to the Fisher-Kolmogorov equation spreads out over time, creating a ‘wave of advance’, while maintaining a logistically determined level of occupation behind the travelling front. The model has been subject to much mathematical investigation, and a range of velocities can be sustained. However, under suitable initial conditions \cite{85}, including those most relevant to biological invasions, the wave speed (after transient acceleration) asymptotically approaches

\[ c = 2\sqrt{\alpha D}. \] (2.4)

For \( c \) to be asymptotically constant both \( D \) and \( \alpha \) must exist and be asymptotically constant.

Laying aside model-specific issues such as environmental heterogeneity, advection, and qualities of population growth such as Allee effects, there are two general concerns about the application of the Fisher-Kolmogorov equation. Firstly, long distance dispersal may complicate the diffusion term. Secondly, stochasticity may invalidate results obtained from averaged processes. We deal with these points in turn.

### Long-distance dispersal through integrodifference models

Standard theory suggests the diffusivity \( D \) can capture a wide range of stochastic dispersal processes through the relationship in Eq. (2.2). In the context of population spread, a naïve assumption of a normally distributed dispersal kernel would seem reasonable. However, many species appear not to follow this dispersal pattern, with dispersal better represented by a ‘fat-tailed’ kernel. These kernels involve an excess probability of dispersal at longer distances; specifically, the tail of the dispersal kernel decays more slowly than an exponential distribution. Such dispersal regimes have been observed in fungal spores \cite{88}, plant seeds \cite{89}, and in mammals and birds \cite{90}. Under these conditions, it becomes less clear that \( D \) will capture the dispersal process faithfully, and there is a strong argument for explicitly incorporating the dispersal kernel itself into a model.

As we have noted, some fat-tailed kernels decay so slowly that the variance or other moments are not well defined. Specifically, when the tail of a kernel decays as a power law, \( K(l) \propto l^{-\beta} \) as \( l \rightarrow \infty \), the \((\beta - 1)^{\text{th}}\) and greater moments are not finite. This phenomenon is due to the dominant role that rare large values have on the characteristics of the distribution, and is useful for incorporating a relatively high probability of extremely long-range events into the dispersal regime. If \( \beta \leq 3 \), we can predict dispersal
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behaviour by considering a particular class of random walks, known as Lévy flights, for which the second moment is undefined [91, 92].

When the variance is unbounded the effective diffusivity increases with time, termed superdiffusion. Given the role of \( D \) in the Fisher-Kolmogorov equation, we might expect these kernels to lead to an accelerating wave of advance. Indeed, reaction-diffusion equations of the Fisher-Kolmogorov type that model Lévy flights as fractional diffusion have been investigated, and lead to exponentially accelerating waves [93]. There is a significant body of theoretical and empirical work investigating Lévy flights in the context of foraging behaviour [94].

Several authors [95, 46] have pointed out that systems subject to fat-tailed kernels which nevertheless still possess a finite variance (and hence a well-defined \( D \)) may also exhibit anomalous behaviour at long times. This is reflected in the lack of analytic behaviour of \( \tilde{K}(k) \) at low \( k \), where \( \tilde{K}(k) \) is the Fourier transform of the dispersal kernel \( K(l) \). The low \( k \) non-analyticity then leads to problems in the application of the central limit theorem at long times. To determine more accurately the implications of such anomalous kernels for species diffusion, we need to describe the dispersal process explicitly, rather than summarising it merely in terms of a diffusivity \( D \).

Kot et al [46] achieve this mathematically by incorporating the dispersal kernel directly in an integrodifference equation of the form:

\[
n(x, t + 1) = \int_{-\infty}^{+\infty} K(x - y) f[n(y, t)] dy.
\] (2.5)

The function \( f[n(y, t)] \) applies the population growth process, while the (normalised) dispersion kernel \( K(x - y) \) represents the relative probability of dispersal between positions \( x \) and \( y \) in continuous space, with \( l = y - x \). Importantly, there is no assumption that the underlying stochastic dispersal process is Brownian. However, unlike the Fisher-Kolmogorov equation, time-steps are discrete, which can lead to velocity deviations from the continuous time case in similar systems [96, 49]. Furthermore, growth and dispersal are no longer concurrent and independent. Rather, growth and dispersal occur sequentially, such that there is a coupling between the two processes.

We can describe Eq. (2.5) as a mesoscopic representation of the stochastic dispersal and growth processes, in that the random behaviour of individual organisms is averaged as a probability density function [84]. The time-evolution of the probability distribution for occupation over space is then studied, which can be considered population density when a population is large. The approach thus captures elements of organism movement that are summarised by \( D \) in the macroscopic reaction-diffusion model of Eq. (2.1). Under certain circumstances, such as a normally distributed dispersal kernel combined with logistically limited growth, Eqs. (2.5) and (2.1) retrieve identical wave velocities [46].
However, this does not imply that the microscopic processes for which they provide deterministic approximations are identical.

In apparent contradiction to Fisher-Kolmogorov predictions, certain fat-tailed dispersal kernels with finite second moments lead to indefinitely accelerating waves of advance [46] in the integrodifference modelling framework. Given that more information is preserved about the dispersal kernel in the integrodifference approach, we might regard it as more broadly applicable. Specific kernels with this effect include stretched exponentials and power laws, where for large dispersal distance $l$, $K(l) \propto e^{-|l|\gamma}$ : $\gamma < 1$ and $K(l) \propto |l|^{-\beta}$ : $\beta > 3$ respectively. The stretched exponential kernel leads the spatial extent of the wave to increase as a power law over time, with exponent $\frac{1}{\gamma}$ [84]. Evidence from both reaction-diffusion equations [97, 93] and integrodifference models [46, 98] indicate that power law kernels cause wave velocity to increase exponentially with time, an effect that persists when $\beta > 3$ [97].

There are many documented examples of apparently accelerating species invasions (eg. rice water weevil, *Lissorhopterus oryzophilus*, in Japan, [99]; cheatgrass, *Bromus tectorum* L., in North America, [100]; among other diverse plant species, see [101]; potentially Californian sea otters, *Enhydra lutris nereis*, [47]; also see [102]). In some cases, these behaviours may be due to factors other than long-range dispersal. Nevertheless, the link between long distance events and accelerating waves has been explicitly suggested with respect to the spread of several plant and human pathogens using data from empirical studies and observed invasion events [103]. In these cases dispersal is either by wind or via avian vectors.

As Kot *et al* noted, indefinite acceleration is biologically unsustainable, and can break down for several reasons. These include the introduction of an Allee effect, a long-distance cut-off to the dispersal kernel, and effectively introducing a spatially determined cut-off to dispersal by limiting system size [46]. Stochasticity can also have a pronounced effect on system behaviour.

Although the implications of certain of these features remain unclear, integrodifference equations are frequently used in species invasion modelling. The flexibility afforded by explicitly representing the dispersal kernel has allowed authors to explore various phenomena, often incorporating long-distance dispersal [46, 78, 79, 80, 81, 82, 104, 47, 83, 98]. Recently, the approach has been suggested as one of four preferred methods for pest risk analysis [105]. It must be emphasised that models in general, and here the integrodifference equations method in particular, are only an approximation of real-world behaviour, and if the implicit assumptions are incorrect the results will also be unreliable.

**Demographic stochasticity: ambiguous results**
Both the descriptions of population spread introduced above are deterministic. They are justified by the belief that they will capture the essential behaviour of the underlying stochastic processes of reproduction and dispersal. Under which circumstances they are the correct deterministic limits is unclear.

Demographic stochasticity is known to have an impact on model behaviour. A reduction in wave velocity is usually suggested \[106, 107, 108\], though contradictory results exist for a two dimensional stochastic cellular automata model \[109\]. In the simple, linear case, where population growth and dispersal are not density-dependent, work with branching random walks suggests that introducing demographic stochasticity does not generally slow invasions \[110\]. Separately, the interaction between dispersal kernel and reproductive rate has been highlighted as having an important impact on the structure of the wave \[111\].

In the context of the non-linear Fisher-Kolmogorov equation, a productive route of enquiry has been approximating stochastic effects by introducing a cut-off to the population growth term, thereby reducing wave velocity \[112\]. This approach has allowed the characterisation, for example, of stochasticity-induced velocity corrections where the dispersal kernel is exponential, representing the boundary case past which the Fisher-Kolmogorov approach cannot be naively applied \[113\]. In cases where acceleration is predicted by deterministic models, demographic stochasticity has been suggested to break acceleration, even given extremely fat-tailed kernels with unbounded variance \[106, 108\]. However, noting Lévy flight predictions and Mollison’s density-dependent model of epidemic spread in continuous time \[95\], which preserves acceleration in the context of these kernels, results remain ambiguous.

In summary, models that are able to incorporate long-distance dispersal, demographic stochasticity due to finite population size, and density-dependence (which has a deep theoretical history, \[8\]) are most biologically plausible but least understood. It is unclear, for example, when exactly wave acceleration should be broken by stochasticity in dispersal or reproduction, and how this might occur. To explore this in more detail, we here present the results of simulation modelling of population spread incorporating two well-known classes of dispersal kernel. Although explicitly incorporating stochasticity into models is intuitively most relevant when predicting the spread of species with lower population size/fewer dispersal events, we find that doing so may be prudent in many situations, and particularly when dispersal is best represented by a fat-tailed kernel.

The layout of the paper is as follows. In §2.2.3 we introduce the modelling framework of our simulations. In §2.2.4 we present results for both stochastic and deterministic models, finding that most waves which accelerate in the mean-field model do not when stochasticity is introduced (§2.2.4.3, 2.2.4.2). However, acceleration persists in the stochastic model for power law kernels when \(\beta < 3\). We also examine the impact of reducing stochasticity by increasing the carrying capacity. Here, the behaviour of the
finite-population, stochastic model only approaches that of the mean-field system slowly when dispersal is represented by fat-tailed kernels, §2.2.4.4. This has important implications regarding the situations in which averaging approaches such as integrodifference equations may be successfully applied. In our final simulations, we consider the effect of a long-distance kernel cut-off on wave velocity and dispersal dynamics, §2.2.4.5. This represents an interesting case as truncated dispersal kernels, particularly power laws, are often encountered in the literature [114, 115, 116]. We conclude by confirming our results for several variations on our model, §2.2.4.6, and discussing our results in the context of previous work, §2.2.5.

2.2.3 Simulation modelling

We here introduce our two dispersal models, a stochastic model and its mean-field approximation, and describe our methods of data analysis and the simulations conducted. The stochastic model design builds on the simple epidemic model explored by Mollison [95] and also bears some resemblance to the dispersal model of Clark et al [106] and to Kot et al’s linear branching random walk model for population spread [110]. Our models incorporate density dependence in the dispersal process, and follow an algorithm that might be described as a ‘seeding random walk’. As with the models of Mollison and of Clark et al, dispersal and reproduction are united as a single process. As a result, they more closely resemble the emission of seeds by plants than animal dispersal, in which movement is coupled with reproduction. Given this, we also briefly discuss the differences between our model of dispersal and the Fisher-Kolmogorov population diffusion model.

![Simulation Design Example](image)

**Figure 2.1:** Diagram of simulation design and example evolution for the models explored. a) The stochastic Model 1, with \( N = 1 \); b) the mean-field deterministic Model 2; and c) the stochastic Model 1, with \( N = 2 \) and a resultant reduction in stochasticity.

All invasions occur across a 1-dimensional lattice of size \( L \) and are discrete in both space and time. Initial conditions have all sites unoccupied apart from the left-most site, \( n(x = 0, t = 0) = 1.0 \) and \( n(x > 0, t = 0) = 0.0 \). A dispersal/growth process is iterated through time, and simulations are terminated when system filling, \( n(L) \),
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reaches 90% \( n(L) = \sum_{x=0}^{L} \frac{n(x,t)}{L} \geq 0.9 \). This termination condition implicitly defines our measure of wave velocity, which is estimated using the time until termination for different size systems. For simulations incorporating death we apply other measures of population extent, see §2.2.4.6.

We ignore dispersal events to sites outside of the lattice. Such boundary conditions are biologically reasonable in many cases. However, they lead to two possible concerns. Firstly, there is the possibility of extinction by over-dispersal in some models [86, 117]. We generally ignore death in our simulations in order to focus on stochasticity associated with dispersal, so this is rarely a problem. Secondly, a finite-size system limits the maximum distance that a propagule can travel. As we repeat simulations with increasing system size, an artefactual increase in the distance to which the dispersal kernel stretches occurs. This in turn implies a change in the rate of reproduction. Given these concerns, we explore periodic boundary conditions (see Appendix 2, §2.2.7), with no qualitative change to results.

**Stochastic Model 1:** We begin by describing our stochastic model algorithm, represented in Fig. 2.1a and 2.1c. Occupation at each lattice site, \( n(x,t) \), is a value \( n/N \), with integer \( n : 0 \leq n \leq N \). After setting up the initial conditions, we proceed through a series of iterated steps:

1. The population of each site reproduces, making \( n(x,t)N \) reproduction attempts with successful birth probability \( b \) for each event.

2. Each newborn individual disperses a random distance \( l \) drawn independently from the dispersal kernel \( K(|l|) \), with a logistic probability of success \( 1 - n(x + l,t) \).

3. Once each reproduction/dispersal event has occurred, the population of each site is updated according to the number of successful propagules arriving at it. Each successful propagule increases site filling by \( 1/N \).

4. Death is now implemented, each individual dying with a probability \( d \), such that there are up to \( n \) deaths in a site with filling \( n(x,t) = n/N \).

5. For any site with filling \( n(x,t) > 1.0 \), the population is reduced to \( n(x,t) = 1.0 \).

6. Steps 1 to 5 are repeated until the termination condition is met, or population extinction occurs.

Dispersal can occur in either direction. When \( N = 1 \), dispersal is highly stochastic, each occupied site making a single dispersal attempt per generation. As \( N \) is increased, a fully occupied site releases increasingly many propagules of decreasing size. Stochasticity decreases, and we approach the mean-field model presented below; we conjecture
that in the limit $N \to \infty$ we indeed recover this mean-field model. In these models, stochasticity arises both in the dispersal/birth process and through death. However, here we focus on the randomness of dispersal, and usually set $b = 1$ and $d = 0$. Our main results are found to be robust to positive $d$ and $b < 1$, as explored in §2.2.4.6.

**Mean field Model 2:** This is an average deterministic representation of Model 1, represented in Fig. 2.1b. We now follow a mean-field approach, in that we assume that the dispersal of very many interacting propagules can be described in terms of a single average process. The occupation of each site can now be defined so that $0 \leq n(x) \leq 1$. After setting up initial conditions, we update the system iteratively using our mean-field equation,

$$n(x, t + 1) = (1 - d)n(x, t) + (1 - d)b[1 - n(x, t)] \sum_{l=-\infty}^{+\infty} K(|l|)n(x + l, t),$$

(2.6)

where $d$ and $b$ are considered the average effect of the birth and death probabilities in Model 1, with $0 \leq d, b \leq 1$. In this equation, site occupation at $t + 1$ is determined by a logistically limited dispersal from all other sites, with birth rate $b$, followed by a death stage. The model resembles the integrodifference version of the simple epidemic explored by [104], though differences exist in our application of death and in the lattice structure. Given that birth and dispersal are not always commutative in reaction-diffusion systems [118], these differences may be important. As such, we intend this equation as a tool to investigate our stochastic algorithm rather than a general representation of most dispersal processes.

Note that this is not a spatially discretised version of the integrodifference equation Eq. 6 in Kot *et al* [46]. In that model, a potentially non-linear population growth function is followed by dispersal that is not logistically limited. Integrodifference models of this form are popular in the literature and more closely reflect the life history certain organisms than our models. We therefore confirm our main results in a lattice variant of this integrodifference system in §2.2.4.6.

**Dispersal kernels:** To represent complex dispersal regimes, we follow Kot *et al* [46] in describing a dispersal kernel. Our models are discrete in space, and the probability of dispersal between sites $x$ and $y$, over a distance $l = y - x$, is:

$$K(|l|) \propto f(|l|), \quad l \in \mathbb{Z}, l \neq 0$$

(2.7)

We define $K(0) = 0$ in all cases, in order to avoid an infinite probability of zero-length jump distance for power law kernels.
To represent kernels incorporating long-distance dispersal, we use two classes of function that can lead to fat-tailed distributions:

\[ f_a(l) = e^{-|l|^\gamma}, \quad (2.8) \]
\[ f_b(l) = |l|^{-\beta}, \quad (2.9) \]

with \( l \neq 0 \) and \( l \in \mathbb{Z} \) in both cases. When functions \( \{f_a\} \) or \( \{f_b\} \) apply for \( |l| \to \infty \), they respectively describe the stretched exponential (if \( \gamma < 1.0 \)) and inverse power law functions. In the real world, short-range behaviour may deviate substantially from these idealised distributions. However, such deviations are unlikely to impact long-time invasion behaviour. For this reason, we also expect that distortions to our dispersal kernels in the model, due to the discrete lattice or constraining \( K(0) = 0 \), to have minimal impact on qualitative system behaviour.

Our chosen kernel forms offer flexibility in investigating wave of advance behaviour. For functions \( \{f_a\} \), \( \gamma = 1 \) is an exponential distribution and \( \gamma = 2 \) is a Gaussian. Functions \( \{f_b\} \) with \( \beta \leq 1 + z \) lack finite moments greater or equal to the \( z \)th moment. In one dimension, kernels with \( \beta \leq 3 \) do not have finite variance, leading to interesting behaviour. These are the kernels leading to Lévy flights.

Having determined the relative probability of a dispersal at each distance, we normalise to obtain the kernel:

\[ \sum_{-l_{\max}}^{+l_{\max}} K(|l|) = 1. \quad (2.10) \]

Note that taking the absolute value of \( l \) in the above formula corresponds to symmetrical dispersal behaviour in both directions. Although the kernel should theoretically extend to \( l_{\max} = \infty \), for practical reasons we define a cut-off distance over which dispersal cannot occur. This is set to \( l_{\max} = 2 \times 10^8 \), far larger than most of the invasion lattices explored, and can be regarded as a sum out to infinity.

Some caution must be applied here. One needs to have \( l_{\max} \) large, but small enough for computer memory considerations. In the case of power-law kernels (2.9) we can check the validity of this approach through an alternative method of constructing the kernel, using the Hurwitz zeta function [119]. This check sometimes indicated an artefactual increase in filling time for very large systems (\( L \geq 10^7 \)), particularly using long range power law kernels, \( \beta < 3 \). In some of our simulations we investigate the impact of a cut-off to dispersal distance, by reducing \( l_{\max} \) to values less than the system size and normalising as above, §2.2.4.5.
Comparison of Models: The above models share various essential features. Specifically, they are discrete in space and time and incorporate dispersal and growth through a logistically limited “budding” process. Dispersal distance is determined according to a dispersal kernel. Initial conditions, the treatment of boundaries, and termination conditions are the same. Finally, in the main body of the work all models ignore population death, other than that implicitly included when population growth is seen as a net process of death and birth. We assess the effects of including death in §2.2.4.6. In many important points the two models above are comparable.

The algorithm for dispersal and birth in our models well-represents the spread of many plants, and combining the two processes follows the approach of other workers (e.g. [106] in a population dispersal context, and [95] for modelling epidemic spread). However, the differences between this and the Fisher-Kolmogorov model could lead to difficulties in interpreting our results and situating them historically. In addition to the non-Markovian characteristics of our model, whereby dispersal and reproduction no longer occur independently and concurrently, a particular difference between the Fisher-Kolmogorov model appears in the application of the logistic effect. To investigate this latter point, we give a basic derivation of a diffusive limit of our mean-field equation (2.6) in Appendix 1 (§2.2.6).

This derivation highlights similarities with a diffusion approximation of Mollison’s simple epidemic [59], and we find that several analytic results from his model hold when we reduce the spatial and temporal scale of our system, §2.2.4.1. Our application of the logistic effect based on filling at the target site translates to a non-linearity in the diffusion term, see Eq. (A2.8), having greatest impact when the system nears filling. We nevertheless expect our mean-field results to be qualitatively quite general. The Linear Conjecture states that the speed of a wave of advance is governed by the linear properties of the governing partial differential equation far ahead of the front itself, and is thought to apply when the average reproductive rate of an individual is maximised in virgin territory and individuals have negligible impact on the environment far from their current location [120]. These conditions hold for our model. Note that the latter point refers not to long-distance dispersal, but to effects such as local population growth causing global environmental degradation [121].

In support of this argument, we find agreement between our simulations and standard wave number selection methods [122] for determining wave speed, see Fig. 2.2 and Appendix 3 (§2.2.8). We also find that explicit mean-field simulations in which the logistic effect is contributed by the home site yield very similar results to Model 2, although there are interesting deviations in the stochastic case under some long-range dispersal regimes, see §2.2.4.6. As a more general point, the partitioning of the logistic effect between the home range, the target of dispersal, and sites along the route of dispersal technically depends on the life-history one seeks to describe. As such details can impact
deterministic and stochastic systems in different ways, there is an argument for considering them when designing models for ecological applications, especially when long-range dispersal is important.

**Methodological comments:** To investigate the impact of stochasticity on the dispersal process, we perform simulations of the two models for various parameterisations of the two types of dispersal kernel. This allows us to explore a highly stochastic scenario with \( N = 1 \), a deterministic scenario, and the effects of reducing randomness by increasing \( N \).

To quantify the velocity behaviour of the different dispersal regimes, we use finite size scaling \([123]\). Here, the size of the lattice is varied over several orders of magnitude, \( 10^2 \leq L \leq 10^7 \) where possible, and the filling time recorded. This method effectively switches the dependent and independent variables, such that we no longer have to follow the wavefront explicitly. The approach allows us to obtain reliable results given noisy systems, in which the wavefront can consist of a large, sometimes widening, region of sparse filling that is difficult to define. The behaviour of filling time as system size is increased is used to identify the relationship between the dispersion kernel and wave velocity and acceleration. Appropriate functional forms are used to interpret results in the different cases.

**Finite size scaling:** For systems in which invasion takes place through a constant velocity wave of advance, the filling time can be approximated as

\[
T \approx \frac{L}{c}, \quad c \approx \frac{L}{T},
\]  

(2.11)

where \( L \) is system size, \( T \) is filling time (or average filling time in stochastic systems) and \( c \) is the velocity of the wave of advance.

Some accelerating waves can be approximately described by the relation

\[
L \approx a T^B,
\]  

(2.12)

with parameter \( a \) dominating early time velocity and parameter \( B > 1 \) describing acceleration. Log-log plots of \( \ln T \) against \( \ln L \) enable us to approximate the value of these parameters using a linear fitting

\[
\ln T \approx \frac{1}{B} \ln L - \frac{1}{B} \ln a.
\]  

(2.13)

In certain systems, rapid exponential acceleration has been observed \([46, 97, 93]\). In such cases, filling time and system size scale as
$T \approx g \ln L + h,$ \hspace{1cm} (2.14)

where the parameter $h$ describes early time behaviour and parameter $g$ the acceleration effect. A linear fitting to a semi-log plot of $T$ against $\ln L$ is appropriate for estimating the parameters. This model can be seen as a correction to the non-local dispersal case, where propagules disperse to random sites on the lattice and total system filling, $n(L)$, follows

$$n(L) \approx e^{\alpha t} \Rightarrow t \approx \frac{1}{\alpha} \ln n(L),$$ \hspace{1cm} (2.15)

for early times.

These relations represent tools with which we can characterise our idealised systems in the parameter space explored, and do not necessarily correspond to analytically retrievable behaviour.

The relationships of the various variables above to the kernel parameters were estimated using the non-linear regression analysis package GraphPad Prism version 6.0 (GraphPad Software, La Jolla California USA, www.graphpad.com).

**Supplementary investigations:** We also conducted several additional investigations in order to clarify the behaviour of our simulations and facilitate comparison with the work of other authors:

(a) We have verified the behaviour of our simulation model in several ways. Allowing the model to approach the limits of continuous space and time, we retrieve analytic results for the simple epidemic (§2.2.4.1). Our dispersal kernels yield expected diffusion coefficients, Fig. 2.14, and wave velocity given a fat-tailed kernel in our stochastic system remains within expected bounds, Fig. 2.5, as defined by an approach suggested in Clark et al [106].

(b) To assess the implications of the various dispersion kernels, we directly estimated $D$ using a random walk simulation and Eq. (2.2). The relationship between $D$ and wave velocity is explored in Appendix 4, §2.2.9.

(c) We also investigated the impact of stochasticity in birth and death, a stochastic model following the integrodifference equation of Kot et al, and a version of Model 1 with the logistic effect acting on propagules but arising at the home site, §2.2.4.6. These models confirm our main results.

(d) To clarify the behaviour of potentially more realistic dispersal scenarios, simulations were conducted using the bivariate Student’s $t$ dispersion kernel, as recommended and investigated by Clark et al [106], Appendix 6 (§2.2.11). Our main
results also hold qualitatively when using different methods of measuring wave velocity, e.g., Fig. 2.10, and when applying periodic boundary conditions, Appendix 2 (§2.2.7).

### 2.2.4 Results

One of our key observations will be that, when long-range dispersal is important, demographic stochasticity gives rise to qualitative differences in wave velocity behaviour, as compared to predictions from integrodifference modelling [46] and our own mean-field model (See Fig. 2.3 and Table 2.1). We find that stochasticity breaks wave acceleration caused by fat-tailed kernels, except in the case of power law kernels with $\beta < 3.0$. This critical point supports some previous results [95] but deviates from expectations based on the behaviour of similar systems in which stochasticity also disrupts acceleration in the Lévy flight case [106, 108].

The difference in wave velocity behaviour between stochastic and deterministic models, which can persist even when $N$ is large (see Figs. 2.6, 2.8), suggests that a realistic representation of demographic stochasticity is important in models of species invasions incorporating long-range dispersal.

#### 2.2.4.1 Testing model behaviour

We applied several tests to confirm that our programs display expected model behaviour. Firstly, we obtained the asymptotic velocity of our mean-field Model 2 for several simple kernels (nearest-neighbour: $K(l = \pm 1) = 0.5$, $K(l \neq \pm 1) = 0.0$; normal distribution; exponential distribution). When $b = 1$ and our standard spatial scale is applied, these deviate somewhat from both Fisher-Kolmogorov expectations and those for the infinite-population limit of the simple epidemic in continuous space and time (see [59], Table 1).

We therefore explored the impact of increasing the resolution of the spatial lattice, by defining our kernels as $K(|l|)$, with $l_\varphi = \frac{l}{\varphi}$, $\varphi \in \mathbb{Z}$, and of the time steps, by reducing $b$. Here, $b$ serves as a temporal scale rather than a birth rate, so we normalise the resulting velocity according to $\frac{1}{b}$. Results obtained for the simple epidemic model with a nearest neighbour dispersal kernel are approached as $b \to 0.0$, see Fig. 2.2a. For the normal and exponential distributions, analytic results are approximated when $b \ll 1.0$ and $\varphi \gg 1$. These findings are unsurprising, as low-$b$, large $\varphi$ systems more closely resemble models that are continuous in time and space, and the simple epidemic model structurally resembles our system.

We also applied a well-known argument based on the marginal stability of the linearised form [77, 122, 124] of the population function far ahead of the wave front, see Appendix...
This allowed us to correctly estimate the wave velocity for the nearest-neighbour \((c \approx 0.78)\) and exponential family of kernels \((\gamma \geq 1.0)\) in the mean-field Model 2 case, both for \(b = 1.0, \varphi = 1\) (see Fig. 2.2b) and when \(b < 1.0, \varphi > 1\).

Finally, we confirmed the convergence of wave velocity to the mean-field Model 2 result as stochasticity is reduced by increasing \(N\). We use the nearest-neighbour kernel, Fig. 2.2c, on an lattice of size \(L = 10^4\).

The difference between asymptotic wave velocity and the Fisher-Kolmogorov prediction suggests that the simple relationship between diffusion constant and velocity, \(c = 2\sqrt{\alpha D}\), may not hold. As results are not critical to this study, we offer a basic investigation of this in Appendix 4, §2.2.9. Briefly, a relationship of the form \(c = \mu D^\rho\) is apparent, with \(\rho\) moderately close to 0.5, for all cases where the kernel leads to a constant velocity wave. However, some deviations exist. These appear to be structural, such that reducing \(b\) and increasing \(\varphi\) does not negate them, in agreement with results in Mollison [59] on the simple epidemic. For example, simulations with \(b = 0.01\) and \(\varphi = 1\) yield \(c \approx 2.26D^{0.59}\) for the mean-field model with the exponential family of kernels, \(\gamma > 1.0\).

We can also quite accurately approximate the impact of discrete time and space using the linearisation method. This allows us to estimate the relationship between \(c\) and \(D\) for the \(b = 0.00001, \varphi = 10^3\) system, which would require lengthy simulations, as \(c \approx 2.599D^{0.578} \approx \frac{3\sqrt{3}}{2}D^{\frac{1}{73}}\).
2.2.4.2 Model 1 with $N = 1$: Constant velocity waves in a stochastic lattice system, with a notable exception

In the highly stochastic Model 1, an asymptotically constant wave velocity is generally observed, apparent in the linear scaling of filling time with system size (Figure 2.3a, c). This is usually true even when long-distance dispersal is incorporated through a fat-tailed dispersal kernel, contrasting with predictions from integrodifference equations [46] and our own deterministic model (see below). An accelerating wave of advance is seen, however, for kernels that lack a finite second moment. Approximate velocity behaviours obtained by non-linear regression on filling time behaviour or velocity are given in Table 2.1.
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**Figure 2.3:** Log-log/semi-log plots of filling time, $T$, against system size, $L$, for the two kernel families following stochastic and mean-field systems. $m$ indicates the gradient of a linear fitting to the data, with $m < 1.0$ indicative of acceleration in the log-log plots. Top-left (a): Stretched exponential kernel stochastic behaviour, $N = 1$; Top-right (b) Stretched exponential kernel mean-field behaviour; Bottom-left (c) Power law kernel stochastic behaviour, $N = 1$; Bottom-right (d) Power law kernel mean-field behaviour. The form of acceleration for fat-tailed kernels in the mean-field systems are in agreement with previous results [46, 97, 93], velocity increasing as a power law and exponentially with time for the stretched exponential and power law kernels respectively. For stochastic models, minimum replicates were: $L = 10^2$, 100; $L = 10^3$, 100; $L = 10^4$, 100; $L = 10^5$, 50; $L = 10^6$, 10; $L = 10^7$, 1.

For the exponential family of kernels, $K(l) \propto e^{-|l|\gamma}$, a constant velocity wave is observed even when the kernel is fat-tailed ($\gamma < 1.0$). So long as $\gamma > 0$, the diffusivity $D$ remains well-defined. Velocity as determined through our simulations (Fig. 2.4) was exceptionally large when $\gamma$ is small. Our results can be quite closely approximated using
Table 2.1: Table showing wave velocity behaviour given exponential, $K(l) \propto e^{-|l|/\gamma}$, and power law, $K(l) \propto |l|^{-\beta}$, dispersal kernels, as estimated using non-linear regression on finite-size scaling simulation results. These correspond to observed behaviour in our simulations and do not necessarily describe analytically retrievable relationships.

<table>
<thead>
<tr>
<th>Behaviour</th>
<th>Model 1 (stochastic), $\gamma &gt; 1$</th>
<th>Model 2 (mean-field)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accelerating</td>
<td>$\gamma &gt; 1$</td>
<td>$\gamma &gt; 3.0$</td>
</tr>
<tr>
<td>Asymptotically constant</td>
<td>$\gamma = 1$</td>
<td>$\gamma = 3.0$</td>
</tr>
</tbody>
</table>

\[ t = \left(0.94 \pm 0.03\right) \frac{\gamma - 3.0}{1.09 \pm 0.05} \approx a_1 \gamma \frac{1}{\gamma - 3.0} \]

\[ \beta > 3.0 \]

\[ a_2 \left(1.00 \pm 0.02\right) B \approx \left(3.21 \pm 0.26\right) \beta \frac{1}{1.59 \pm 0.23} \]

\[ \gamma \approx \left(1.45 \pm 0.02\right) \beta \frac{1}{0.04 \pm 0.16} \]

We could not obtain an accurate fitting for $a_2$, which was $\ll 10^{-3}$ when $\gamma \leq 2.25$ and very small indeed when $\gamma > 2.7$. For more details on the parameter ranges for which each fitting was retrieved, see Appendix 4 (§2.2.9).
the theoretical diffusion constant [125] of the stretched exponential kernel (Appendix 4, §2.2.9), \( D \approx \frac{\Gamma \left( \frac{2}{\gamma} \right)}{\Gamma \left( \frac{1}{\gamma} \right)} \) where \( \Gamma \) is a gamma function.

Simulations using a power law kernel, \( K(l) \propto |l|^{-\beta} \), show a constant velocity when \( \beta > 3.0 \), Fig. 2.3c. However, when \( \beta < 3.0 \), accelerated invasion fronts persist, as predicted by [95]. Acceleration is not exponential as in our mean-field Model 2 (see §2.2.4.3). Rather, the linear fit in Fig. 2.3c suggests acceleration occurs as a power law, as in the case of the stretched exponential kernels in Model 2.

Estimates of Lévy flight behaviour [108, 126] yield

\[
\langle x(t)^2 \rangle^{1/2} \approx t^{1/(2-\beta_2)},
\]

(2.16)

where \( \beta_2 = 3.0 - \beta \). The diffusion constant for such distributions is undefined. However, in a single generation we take a finite number of samples from the kernel, and the variance is finite. We might expect the diffusion constant to increase with system filling, then, implying the acceleration effect that we observe. We were able to estimate an expression for velocity behaviour when \( \beta \) is not too small, \( 2.95 \leq \beta \leq 2.15 \), which supports a strong dependence of velocity on time, see Table 2.1.

When \( \beta \leq 2.0 \), our attempts to apply non-linear fitting to simulation results failed on two accounts. Firstly, the inferred prefactor to the velocity behaviour, \( a_2 \) in Table 2.1, becomes extremely small. Secondly, Akaike’s information criterion now suggests that a stretched exponential fit is preferred, \( L \approx e^{FT \gamma} \). It is therefore possible that power-law acceleration no longer adequately describes model behaviour when \( \beta \leq 2.0 \). However, as these waves travel extremely quickly it was not possible to confirm behaviour over long times.

The power law kernel with \( \beta = 3.0 \) represents the marginal case between the constant velocity and accelerated front regimes. Given this transition, we expect such invasions to display strong fluctuations, and indeed we observe a sharp peak in the relative standard error for filling time here. An example of filling behaviour in this region can be seen in
Fig. 2.7.

Bounds on the constant velocity of waves under stochastic Model 1, \( N = 1 \)

We can independently confirm the constant velocity results by obtaining estimates of the maximum and minimum wave velocities for each kernel. To do this, we perform a lattice version of the analysis conducted by Clark et al [106] for their dispersal model. We describe this in detail in Appendix 5, §2.2.10. Briefly, the approach is as follows. In each generation, we consider the propagule dispersing furthest ahead of the wavefront as the “extreme disperser”. This propagule defines the wavefront in the next generation, and the distance it travels indicates the wave velocity that generation. Given this, the maximum wave velocity can be estimated from the distribution of extreme dispersal distances when a large area of contiguous occupation stretches out behind the wavefront. Conversely, this distribution offers the minimum velocity when the wavefront consists of a single isolated occupied site. The asymptotic wave velocity results from our simulations lie between these maximum and minimum bounds, Fig. 2.5.

Our work indicates that Clark et al were correct in their prediction that dispersal kernels without a fat-tail lead to waves that are supported by a large region of occupation to their rear, thus attaining their maximum velocity. While fat-tailed kernels do lead to a more sparsely occupied wavefront, the minimum velocity was not achieved in our simulations. The implication is that this minimum value does not appear to be a good
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estimate of wave velocity given long-distance dispersal regimes. The importance of dispersal from behind the main wavefront is also supported by more complex models of plant dispersal [127].

2.2.4.3 Model 2: Acceleration for fat-tailed kernel invasions in a mean-field system

In our lattice mean-field simulations, dispersal according to a fat-tailed kernel leads to accelerating waves of advance. Importantly, this agrees with analytic predictions [46] for a spatially continuous version of the system. The signal of acceleration is apparent in the sub-linear scaling of filling time with system size (Figure 2.3b-d). Again, velocity behaviour obtained by non-linear regression is given in Table 2.1.

In the case of short-range kernels, $K(l) \propto e^{-|l|\gamma}$ with $\gamma \geq 1.0$, the wave of advance travels at an asymptotically constant velocity. In the limit $\gamma \to \infty$, this case corresponds to the nearest-neighbour dispersal model, with $c = c_{\min} \approx 0.78$. For these kernels, we can independently verify simulation results. We do this by numerically obtaining the wave number and corresponding velocity according to eqs. (A3.7) and (A3.6) obtained in our marginal stability analysis of Model 2, Appendix 3 (§2.2.8). This approach yields extremely similar results to our full simulation studies, as shown in Fig. 2.2.

When $\gamma < 1.0$, these kernels become fat-tailed, and acceleration is observed. The form of acceleration follows theoretical expectations quite closely (eg. [84, pp 176]), with filling behaving as $L \approx T^{\frac{1}{\gamma}}$ such that the acceleration $B \approx \gamma^{-1}$. When $\gamma = 0.5$, $B_1 = B - 1 \approx 1.0$, in agreement with the appropriately parameterised Eq.(21) of [46].

Power law kernels, $K(l) \propto |l|^{-\beta}$, lead to waves of advance with extreme accelerating behaviour in the mean-field model. The form of acceleration is exponential, in agreement with previous studies [46, 97, 93], and can be modelled as a correction to random filling Eq. (2.15), using Eq. (2.14) $T \approx g \ln L + h$. We obtain a linear relation, $g \approx \frac{3}{2} \beta$ (see Table 2.1), reflecting the strong accelerating effect even when $\beta$ is large. Each order of magnitude increase in system size corresponds to a constant increase in filling time. If the continuous model is to be believed, dispersal kernels with this structure would have catastrophic implications in the case of a species invasion. No unusual behaviour is observed at $\beta < 3.0$, as might be expected given the divergence of the diffusion constant in this region.

Theoretical predictions suggest $g \approx \beta$ (eg. [84, pp 171-173]), such that while we recover the exponential form of acceleration, our simulations give a larger value of $g$. 
2.2.4.4 Model 1, $N > 1$: Reducing dispersal stochasticity leads to slow filling time convergence with long-range kernels

As $N$ is increased, stochasticity due to dispersal decreases and we expect to approach the mean-field approximation of Model 2.

In Fig. 2.6 we present finite size scaling results comparing Model 1 with $N = 1, 10, 10^3, 10^5$ to the mean-field Model 2, for three fat-tailed kernels: the stretched exponential kernel with $\gamma = 0.5$ and the power law kernels with $\beta = 2.5, 3.5$. The two power laws kernels gave rise to different behaviour in the $N = 1$ stochastic system, but the same exponential acceleration in the mean-field case. The filling time for each $N$ relative to that of the mean-field model is also plotted. This shows the divergence between stochastic and mean-field models over time.

---

**Figure 2.6:** Comparing the behaviour of Model 1 with $N > 1$ to the mean-field prediction given 3 representative dispersion kernels. Upper plots show finite size scaling behaviour, lower plots the divergence of filling time predicted by each model. Plot a) follows a stretched exponential kernel, plots b) and c) power law kernels. Semi-log plots of $T$ against log $L$ are inserted in the case of the power law kernels. Minimum replicates were: $10^2$: 100; $10^3$: 100; $10^4$: 50; $10^5$: 5; $10^6$: 1. Only a single simulation was conducted for the $\beta = 3.5$, $N = 10^5$, $L = 10^5$ system; otherwise, more simulations than the minimum number were possible. Relative error bars are shown in the upper plot, but are generally small.

The stretched exponential kernel leads to an accelerating wave in the mean-field case. However, we find an asymptotically constant velocity wave in the highly stochastic $N = 1$
case, and even large $N$ systems rapidly converge to a constant velocity. For the power-law kernels, increasing $N$ leads to more extreme acceleration. When $\beta = 3.5$, transient acceleration persists for a longer period, but waves tend toward the constant velocity behaviour observed in the highly stochastic $N = 1$ system. Qualitatively, acceleration does not reach the extreme mean-field form of $T \approx g \ln L + h$ for either power law explored in our simulations, evident in the semi-log plot inserts in which a linear relationship is not achieved. The implication is that the degree of acceleration predicted for power law kernels using reaction-diffusion equations with fractional diffusion [93], for example, may not persist in real world populations due to stochastic effects.

The difference between stochastic and mean-field results for $T(L)$ increases with system size (see Fig. 2.6, lower plots). This reflects the greater wave acceleration apparent in mean-field systems, such that velocity diverges between the two models over time. We can use this as an indication of how the mean-field approximation deteriorates given the dispersal kernel and $N$. For small systems, or at early times, $L \approx 10^2$, the filling time results of stochastic and mean-field simulations are similar. For larger systems, eg. $L \geq 10^4$, results can diverge substantially. This is particularly severe for the shorter-range power law kernel ($\beta = 3.5$, $D \approx 1.15$) and the stretched exponential kernel ($\gamma = 0.5$, $D \approx 7.6$). Here, filling is $\approx 91$ and $\approx 11$ times slower respectively than the mean-field system when $N = 10^8$ and $L = 10^5$.

Figs. 2.7 and 2.8 show the effect of decreasing stochasticity on the structure of the wave of advance and on filling time for a $\beta = 3.0$ power law kernel and a stretched exponential with $\gamma = 0.5$. As $N$ increases, acceleration becomes more apparent at this scale for the power-law system but not for the stretched exponential - the former shows an increasingly concave interface between occupied and unoccupied space, and a substantial reduction in filling time. Acceleration occurs through jumps, with wave structure becoming patchier. This kernel is at the transition between well-defined and infinite variance, so rough and highly variable behaviour is expected on general grounds.

Regions of filling between 30% and 70% for the power law kernel with $N = 10^8$ have been shaded on top of the mean-field filling plot (top rightmost, Fig. 2.7a). Systems with extremely large $N$ approximate the mean-field dynamics closely at early times, but the patchiness created by stochasticity soon reappears.

The impact of increasing $N$ on wave of advance velocity has also been assessed for a short-range kernel (nearest-neighbour, see Fig. 2.2). Even with reasonably small $N$, wave velocity is close to mean-field predictions of $c \approx 0.78$ ($N = 100$, $c \approx 0.74$), suggesting that the mean-field approximation accurately reflects the underlying stochastic behaviour for very short-range kernels.

Our results indicate that the mean-field model gives a reasonable estimate of stochastic behaviour given short-range kernels, or for fat-tailed kernels at very short times,
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Figure 2.7: Plots of the filling processes of individual simulations using Model 1 with a range of \( N \) values and two dispersion kernels. Shading represents population density at each position, \( x \), on the 1-dimensional lattice (x-axis). Dark regions correspond to complete square filling and light regions to empty space. Time progresses from top to bottom on the y-axis, such that systems begin with a single full site at the left-most position \( x = 1 \). Kernels are labelled accordingly; from left to right, \( N = 1, 10^3, 10^6, \infty \) (mean-field). The time scale of each simulation has been rescaled to facilitate comparison of filling dynamics, with relative scale indicated to the right of each plot. The white shading on the upper mean-field plot with a power law kernel at \( \beta = 3.0 \) represents the filling process for \( N = 10^8 \), see text. System size, \( L = 10^4 \).

Figure 2.8: Convergence of filling time toward the mean-field limit (dashed line) as \( N \) is increased for two fat-tailed kernels, \( L = 10^4 \). Replicates for \( N = 1, 2, 10 : 100; N = 10^2 \) to \( 10^5 : 50; N = 10^6 : 10; N = 10^7 \) and \( 10^8 : 1 \).

even though these models have been used to simulate the spread of invasive species, they may not accurately capture the observed patterns of invasion. This is especially true if \( N \) is large. However, this and similar deterministic models, such as integrodifference equations, tend to over-estimate wave of advance velocity, an error that increases with time when long-distance dispersal is important. Even when filling time is well-predicted by the mean-field approximation, as in some very large \( N \) systems, features such as the patchiness of the invasion are poorly described.
2.2.4.5 Truncated power law kernels lead to asymptotically constant wave velocities

Incorporating a long-distance cut-off to power law kernels has been found to describe well the movement patterns of various species [114, 115, 116], and has been investigated in the context of the Fisher-Kolmogorov equation with fractional diffusion [128]. Often, a limit to the distance at which dispersal can occur is also biologically reasonable, due to factors such as energetic constraints or a finite lifespan. It is also possible for such kernels to be retrieved from field data erroneously due to insufficient sampling of rare long-distance events, and an awareness of the errors that this might generate is useful. We here assess the impact of kernel truncation on wave velocity.

A basic prediction is that incorporating a cut-off by reducing \( l_{\text{max}} \), see Eq. 2.10, will lead to a slower wave of advance. A cut-off also causes power law kernels with \( \beta < 3.0 \) to have a defined variance. Asymptotically accelerating waves in either the mean-field or stochastic system are not expected.

We applied a long-distance truncation to power law kernels with various \( \beta \), and to the stretched exponential case with \( \gamma = 0.5 \). Behaviour for the power law kernels is shown in Figure 2.9. In the mean-field system, the wave of advance accelerates according to the standard Model 2 until a time \( t_0 \). Velocity then approaches a finite value through a series of oscillations. The oscillations may be an example of the Gibbs phenomenon [129] due to the abrupt nature of our cut-off, and if so would not be expected in real systems.
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**Figure 2.9:** The impact of a long-distance cut-off on wave velocity given a truncated power law kernel. a) Log-log plot of velocity of wave front over time when \( \beta = 2.5 \), showing damped oscillations after a time period \( t_0 \). b) Log-log plot showing relationship between cutoff, \( l_{\text{max}} \) and asymptotic wave velocity, \( c \), for both the stochastic (\( N = 1 \)) and mean-field models. c) Relationship between asymptotic wave velocity reached in the mean-field system and the stochastic \( N = 1 \) system, for various power laws and sizes of cut-off. Stochastic systems were taken to have reached a stable velocity when the estimated velocity of the wave increased by no more than 1% upon an order of magnitude increase in system size. The stabilisation of mean-field systems was determined visually, with the \( l_{\text{max}} = 500 \) case providing an example in a), velocity taken as the average filling increase over 10 generations after stabilisation. Replicates for stochastic systems were \( L = 10^5 : 100; \ L = 10^6 : 50; \ L = 10^7 : 20. \) Relative standard errors were minimal and are not shown.
In the stochastic case, which might be considered a more realistic dispersal model, a finite velocity is again achieved for each dispersal kernel. Unsurprisingly, a cut-off will have particularly dramatic effects for kernels that would otherwise lead to accelerating waves of advance - power laws and stretched exponentials in the deterministic case, and power laws with \( \beta < 3.0 \) in the stochastic case. For power law kernels in the region \( 1.25 \leq \beta \leq 2.75 \) with \( N = 1 \) we found that the heuristic fitting 
\[
c = a_3l_{\text{max}}^{(-0.26 \pm 0.09)(3-\beta)^2 + (0.97 \pm 0.18)(3-\beta) + (0.03 \pm 0.06) \approx a_3l_{\text{max}}^{1-(3-\beta)^2/(3-\beta)} \]
captured asymptotic velocity behaviour. \( a_3 \) depends on \( \beta \) and is \( 0.15 \leq a_3 \leq 0.7 \) in this region, with the larger values observed when \( \beta \) is closer to 3.

Asymptotic wave velocity in the mean-field Model 2 can also be fitted to 
\[
c = al_B \]
but here \( B \) remains close to 0.9 for power laws \( 1.25 \leq \beta \leq 3.5 \) (see Fig. 2.9b) in the parameter space explored. However, as \( l_{\text{max}} \) becomes large there are indications of a gradual trend toward \( B = 1 \). This linear relationship is easily seen for the uniform kernel, which is recovered when \( \beta = 0.0 \). To further investigate this, we repeated the non-linear regression analysis, this time for \( 8000 \leq l_{\text{max}} \leq 32000 \) and \( 0.0 \leq \beta \leq 3.5 \). The behaviour 
\[
c = (0.49 \pm 0.03)e^{-(0.99 \pm 0.08)l_{\text{max}}} + a_4 \approx 0.5e^{-\beta l_{\text{max}}} \]
is supported.

Long-range cut-offs may apply to many biological kernels, and given this the asymptotically stable and substantially reduced difference between wave velocity in the stochastic and mean-field models is of some interest. The mean-field model particularly well approximates the stochastic case given low-\( \beta \) power law kernels with moderately short-range truncation (Fig. 2.9c), and is also quite effective given a stretched exponential kernel with \( \gamma = 0.5 \) (where \( \frac{c_{N=\infty}}{c_{N=1}} \approx 5.2 \) when \( l_{\text{max}} = 5000 \)).

### 2.2.4.6 Structural variations of our model support the generality of results

As mentioned in the introduction, several studies have found that stochasticity breaks wave acceleration induced by Lévy flight dispersal kernels \([106, 108]\). Given that some of our simulations are seemingly at variance with these results, we have investigated three variations on the stochastic Model 1 presented above:

1. **Case 1** - Our stochastic Model 1 with \( d > 0.0, b < 1.0 \).
2. **Case 2** - A model following our Model 1 algorithm, but with the logistic effect applied to newborn individuals at the home site rather than the target site. The mean-field approximation is now Eq. (2.17). Note that this system does not result in an advancing wave when \( N = 1 \). For \( N > 1 \) and even, we set initial conditions to \( n(0, 0), n(1, 0) = 0.5 \).
3. **Case 3** - A stochastic version of Kot et al’s integrodifference model \([46]\). In each generation, a population growth stage occurs first within each site, such that every
individual reproduces with probability \( b[1 - \frac{n(x,t)}{N}] \) and dies with probability \( d \). A dispersal stage then occurs, in which both newborn and older individuals disperse with probability \( \Delta \). Usually, \( \Delta = 1.0 \).

In these models, we sometimes incorporate death, \( d > 0 \). An equilibrium system filling of \( n(L) < 1.0 \) is possible. We therefore chose to terminate the system when a site in the last 10% of lattice space has filling \( n(x > 0.9L, t) \geq 0.1 \). This approach is more closely allied with the traditional mathematical approach of tracking the furthest forward position with filling greater than some constant value, \( n(x_{\text{Max}}, t) \geq n_{\text{Min}} \). We also tried terminating a Case 1 (\( b = 0.5, d = 0.1 \)) system when system filling exceeds 50%, and found results to be qualitatively similar (not shown).

If the acceleration due to Lévy flights observed in Model 1 is quite general, we would expect it to hold under different implementations of birth and death, and of dispersal and crowding effects. Indeed, we find that acceleration is observed for the \( \beta = 2.5 \) power law kernel in each model variant (Fig. 2.10), and that velocity always increases as a power law with time. The different acceleration exponents, as indicated by the gradients of linear fittings in Fig. 2.10, are largely due to differing \( N \). However, the structure of the model can also be important - with \( N = 100 \), the Case 2 system still accelerates comparatively slowly, as long as \( d \) is small. We discuss this below. The three model variations also support results from Model 1 for the fat-tailed stretched exponential kernel, \( K(l) = e^{-|l|^{\gamma}}, \gamma = 0.5 \), which creates waves with asymptotically constant velocities (results not shown).

The specific implementation of the crowding effect has interesting implications. In Models 1 and 2, dispersal is logistically limited by occupation at the target site. In Case 2, the logistic effect is applied to new propagules from their home site. The equivalent mean-field equation for Case 2 is
$n(x, t + 1) = (1 - d)n(x, t) + (1 - d)b \sum_{l=-\infty}^{+\infty} K(|l|)n(x + l, t)[1 - n(x + l, t)]. \quad (2.17)$

Simulations using this equation and the Model 2 mean-field equation, Eq. (2.6), lead to very similar results, even when long-range dispersal is important. The difference between filling times for a system of size $L = 10^5$ was less than 1% for stretched exponential kernels with $\gamma = 2.0, 1.0, 0.5$, and $\approx 2\%$ and $\approx 3\%$ for the power law kernels with $\beta = 2.5, 3.5$ respectively.

![Figure 2.11](image)

**Figure 2.11:** When only newborn individuals disperse in a stochastic system, wave velocity and acceleration depend on whether the logistic effect arises at the home site (Case 2, see text) or at the site targeted for dispersal (Model 1). This is particularly the case for low-$d$, small-$N$ systems incorporating long range dispersal. a) The ratio of Case 2 filling time to Model 1 filling time as system size $L$ is varied, with no death. Larger values indicate greater wave velocity deviations between the two systems. The ratio converges toward a constant value when the kernel leads to a finite-velocity wave, as for $\beta = 3.5$. b) Faster system filling occurs when $d > 0$ for the Case 2 system, $L = 10^6$. Minimum replicates are $L = 10^3 : 100$; $L = 10^4 : 50$; $L = 10^5 : 20$; $L = 10^6 : 5$.

However, significant differences appear when stochasticity is introduced. Here, full sites frequently occur, but cannot contribute to population growth. Understandably, this effect is particularly pronounced when $d = 0$ and $N$ is small. For example, when $N = 4$ and dispersal follows a stretched exponential kernel ($\gamma = 0.5$), the Case 2 model leads to an asymptotic wave velocity of approximately $\frac{2}{3}$ that seen for Model 1. The effect is especially striking in the case of power law kernels, and the deviation between filling time results for Model 1 and Case 2 as $L$ increases is shown in Fig. 2.11a.

The impact of increasing death, $d > 0.0$, when the logistic effect arises at the home site is shown in Fig. 2.11b. Dispersal from sites that are far behind the main front and close to equilibrium filling is again possible, such that incorporating some death can increase wave velocity.
2.2.5 Discussion

Conclusions of our study

When a population of an invasive species colonises a new region, it can grow and spread. This creates a wave of advance, which travels across the landscape with potential impacts on agriculture and natural ecosystems. Understanding the dynamics of invasions can help workers predict disruption and orchestrate a response. Simulation and mathematical models provide one route toward this understanding. In this study, we have identified important consequences of different modelling approaches, finding that stochasticity implied by a finite population fundamentally alters the behaviour of the wave of advance when long-distance dispersal is important. Results obtained by deterministic methods such as integrodifference equations or models of fractional diffusion risk significant inaccuracies in such circumstances, Figs. 2.6, 2.10.

Our simulations involve a simple model of population dispersal with tuneable demographic stochasticity. The models incorporate a flexible dispersal regime, with a logistic effect limiting the dispersal/growth process. In this way, the structure is similar to that of Mollison’s simple epidemic [95], but occurs in discrete time, and indeed we confirm several of his fundamental results (for example, the different conditions on accelerating waves for stochastic and deterministic models). Some of these results appear to contradict, at first glance, recent work on stochastic models that incorporate long-range dispersal [106, 108]. We continue by discussing this discrepancy, after reviewing the core assumptions and detailed features of our simulation framework.

Dimensionality

Our models are one dimensional, a feature that is biologically plausible for the spread of species along rivers, coastal strips and island chains, but does not represent the general case. This approach is not unusual with most work on population spread historically conducted in one dimension for the sake of simplicity. Although for linear models the relationship between high-dimensional behaviour and the one-dimensional case is often straightforward, this is not true for non-linear stochastic models [121] such as ours. In the context of our work, there exists an obvious situation where dimensionality is important, specifically when dispersal occurs according to a power-law. In this case,

\[
D = \int l^2 d l K(l) \sim \int_{r_{\min}}^{\lambda} l^2 l^{d_l - 1 - \beta} dl = \int_{r_{\min}}^{\lambda} \frac{l^{d_l + 1}}{l^\beta} dl \tag{2.18}
\]

with \(d_l\) the dimensionality. We take a lower limit \(r_{\min}\), defined so as to avoid divergence at small scales, and approximate the kernel using its power-law decay, which dominates as \(\lambda \to \infty\). This integral describes the leading order behaviour of \(D\) as a function of \(\lambda\),
and if it diverges $D$ does not exist. Given our results, stochastic Model 1 is expected to produce accelerating waves when $\beta \leq d_t + 2$.

To check whether the behaviour implicit in (2.18) is observed, we conducted limited simulations on a triangular lattice in two-dimensions. Our current implementation of the explicit simulation was impractical for lattices with sides of length greater than $10^4$, i.e. $10^8$ sites, in Model 1, and considerably smaller systems in the mean-field Model 2. Nevertheless, accelerating waves were seen in the mean-field system with fat-tailed dispersal kernels. This acceleration was found to break down when stochasticity was added, with the exception of systems with certain power-law kernels. We were unable to confidently determine the critical value of $\beta$ under which acceleration is preserved despite stochastic dispersal. For example, acceleration was not observed in the highly stochastic Model 1 system when $\beta = 6.0$, but was for the limited range of lattice sizes explored when $\beta = 5.0$. Equation (2.18) suggests that this is likely to be a transient feature.

An example of a similar system explored in two dimensions is the model of Kawasaki et al [109]. Here, the authors compare a stochastic cellular automaton model in which dispersal occurs randomly at a given rate with a deterministic variant. In both cases, site occupation is limited to 0 or 1. The deterministic case represents dispersal as a constant pressure exerted by occupied sites on empty sites within their dispersal range. Colonisation occurs when the cumulative dispersal pressure experienced by an empty site exceeds 1. The stochastic version of the model, which resembles our Model 1 with $N = 1$, yields a higher wave velocity than the deterministic case, even with the nearest-neighbour dispersal kernel. This is a result of the rougher wavefront for stochastic systems, such that there are more isolated sites, and the greater probability of propagules from isolated sites being successful.

Although this effect is in principle possible in our system, we did not observe greater wave speeds for our Model 1 than Model 2 in two dimensions. This is probably due to the potential for sites to have filling $0.0 \leq n(x,t) \leq 1.0$ in our deterministic model, such that newly arriving propagules immediately begin to contribute to the filling of nearby sites. There is a time-delay in the deterministic system of Kawasaki et al, as a site has to wait for sufficient dispersal pressure to transition from state 0 to 1. Despite this difference, the wavefronts in our stochastic Model 1 are rougher than those in the deterministic system. It is possible that both features are relevant, and a detailed characterisation of the behaviour of our model in two dimensions represents an important future step.

**Modelling assumptions**

A particular structural feature of our models is discreteness in time and space. Biologically, seasonal reproduction is seen in many species, and discrete-time models are often
desirable. While one could consider discrete space to represent minimum territory size or regular fragmentation of a habitat, a more general interpretation views this as an artificially imposed lattice that averages effects within regions. This is a common approach used to simplify models, but can create an artefactual population crowding effect \[130\]. The lattice will also distort the dispersal kernel. Our replication of several forms of wave velocity behaviours caused by long-range dispersal \[95, 46, 97, 93\] suggests that our lattice dispersal kernels approximate sufficiently their continuous forms. Indeed, at long distances distortion to the dispersal kernel is minimal as the rate of tail decay is low.

A core subject of this paper is the relationship between deterministic and stochastic models of dispersal. We investigate the relationship between the stochastic Model 1 and a mean-field Model 2 by increasing the carrying capacity of sites, \(N\). When \(b = 1\) and \(d = 0\), this only reduces the amount of stochasticity associated with the dispersal process. Model 2 is a mean-field model that offers a heuristically appealing approximation of Model 1, but we have not formally shown it to be correct. Indeed, in one case - that of stretched exponential kernels - the approach to mean-field wave velocity behaviour as \(N\) is increased is particularly slow, Fig. 2.8. While this could indicate that another formulation is more appropriate, radically different behaviour in stochastic and mean-field systems for these dispersal kernels is theoretically expected \[95\].

Increasing \(N\) in Model 1 also leads to a second transition, in that the filling impact of each propagule decreases. Biologically, this corresponds to the varied demographic dynamics of different species. Low \(N\) systems resemble the dispersal of larger organisms, such as trees with few viable seeds per generation or various mammals. When \(N\) is larger, organisms such as insects or micro-organisms are better described. Long-distance dispersal is possible for both, with the latter case often relying on aerial or aquatic currents, or living vectors (e.g. \[131, 132\]).

**Principle characteristics of model behaviour**

In this work, superficially similar models are found to yield qualitatively different conclusions. A fundamental difference in wave velocity behaviour is apparent between the stochastic and deterministic versions of our system. This sort of phenomenon has been noted by other workers in the context of long-range dispersal \[95, 108\]. The implication is that care is needed when designing models of species dispersal, and the consequences of mathematical or computational simplifications should be explored where possible.

Our simulations support the observation that fat-tailed kernels can give rise to accelerating waves of advance in deterministic models of population spread \[95, 46, 97, 93\]. The stochastic Model 1 also supports aspects of previous work \[95\]. Here, indefinite acceleration is seen to break down for some fat-tailed kernels. However, this is not always the case. Reflecting some previous results \[95\], but not others \[106, 108\], we find that
kernels described by a power law with $\beta < 3$, which lack a finite second moment, can lead to long-term acceleration. Random walks according to similar distributions lead to Lévy flight superdiffusion. Our Model 1 is more complex, with a non-traditional branching rule and density-dependent dispersal. These differences do not appear to break the fundamental Lévy-flight-like dynamics. The apparent disagreement between this result and behaviour seen in similar systems [106, 108] is interesting, and we discuss it in detail below.

In Fig. 2.6 we examine the time evolution of the difference between our mean-field and stochastic systems. The mean-field Model 2 gives a reasonable estimate of the short-time wave velocity. However, at longer times the wave accelerates rapidly away from that predicted by the stochastic model. This effect is disrupted when a cut-off is applied to the kernel, §2.2.4.5, and in some cases (eg. low-$\beta$ power law kernels, see Fig. 2.9c) the velocities achieved for the mean-field and stochastic systems are rendered similar.

Acceleration observed in mean-field models seems to be caused by the logistic growth in low-occupation sites well ahead of the travelling wave. Demographic stochasticity usually disrupts this. However, when the dispersion kernel lacks a second moment, we regain acceleration. We speculate that this is a result of a superdiffusive effect from behind the main front. The advance of the wave is no longer strongly coupled with occupation close to the main front. This leads both to a patchy front and to a velocity that increases with total system occupation.

Should such conditions arise in the real world? In our introduction §2.2.2 we noted both that long-distance dispersal and accelerating waves of advance have been separately observed. Laying these points aside, we recall the extensive theoretical work on the Lévy flight foraging hypothesis [94]. When dispersal to new sites of reproduction is an extension of the foraging process, this hypothesis would suggest that the power law dispersion kernels are expected. Even when the spread of organisms to new territories is clearly separated from foraging, the potential to ‘get lost’ while foraging may facilitate rare long-distance dispersal events that would be expected to eventually dominate system behaviour. Anomalous kernels that resemble those explored above seem possible, although an eventual cut-off is inevitable in most real-world situations.

**Relationship to other work**

*The detailed form of reproduction*

Our observation of an accelerating wave of advance in a stochastic system due to power-law dispersal with $\beta < 3.0$ appears to contradict the results of Brockmann and Hufnagel [108]. In this study, the authors found that stochasticity disrupts Lévy flight superdiffusion in a two-particle reaction-dispersal system. Briefly, the model consists of a space containing a large number of particles of type $A$ and $B$. Both particles disperse by Lévy
flights, and can also react according to $A \xrightarrow{k_1} 2A$ and $A + B \xrightarrow{k_2} 2B$. Our system is similar in having two particle states, 'empty' and 'full', and a transition of empty to full space due to population growth. However, in contrast, fluctuations do not tame superdiffusion caused by Lévy flights in our study.

We can suggest several reasons as to why this may be the case. The constant filling rate behaviour of the Brockmann-Hufnagel system is interpreted as being due to the probability of absorption outweighing local exponential growth when particles are rare. We see parallels between this and an emergent Allee effect. Given this, any critical difference between the models is likely to impact population growth in the low-population regime. The simple possibility that contrasting results relate to explicitly including stochasticity in birth and death is not supported, Fig. 2.10.

One fundamental difference between all our models and that of Brockmann and Hufnagel is that their system is Markovian, with reproduction and dispersal occurring independently and concurrently. The detailed manner in which dispersal and growth are combined in our system might explain the difference in behaviour. For example, an $A + B \rightarrow 2A$ reaction event in [108] leads to a local reduction in per-particle reaction rate, as in the Fisher-Kolmogorov equation, impacting both the parent and new-born organism. In our model, dispersal and growth are combined, such that a new propagule far ahead of the main front is likely to move to an unoccupied site. Neither parent nor new-born experiences a direct reduction in growth rate, although this is implicitly, and stochastically, implemented by local crowding. If such differences are critical, the implications for modelling long-range dispersal are quite profound, in that apparent subtleties of reproductive behaviour might lead to highly variable patterns of population spread. We certainly do not show this to be the case, however, and believe that further modelling or analysis of the two forms of system is necessary to clarify the importance of this effect.

Other explanations are plausible. The potential for both particles to disperse with Lévy flights in the Brockmann-Hufnagel system facilitates long-range counter-invasions. Alternatively, the acceleration in our systems may merely reflect an extremely long transient effect. This final point seems unlikely given the large systems explored and superdiffusive behaviour of Lévy flight random walks. Although acceleration sometimes appears to slow down slightly when $L \geq 10^7$, this is likely a consequence of our constructing the kernel to a finite distance $l_{\text{max}} = 2 \times 10^8$. Explicitly calculating the dispersal distance using the Hurwitz Zeta function appears to remove the effect.

The extreme disperser approximation
In the population dispersal literature, the model of Clark et al [106] resembles our simulations. The authors suggest that even dispersal kernels without a finite variance
do not lead to indefinite acceleration, apparently at variance with our results (Figs. 2.3, 2.10).

The argument of ref. [106] focusses on ‘extreme dispersers’. An occupied territory consists of one or more of organisms, each producing on average $R_0$ dispersing propagules per generation. The extreme disperser is the propagule that travels furthest ahead of the wavefront in a generation, and defines the wavefront in the next generation. Based on the increasing patchiness of occupied areas when dispersal is fat-tailed, the authors raise the possibility of a transition between two regimes. Initially, the wave of advance moves at the edge of a region of high population density. After a long period of time, the furthest forward individual in generation $t + 1$ is merely the extreme disperser of the furthest forward individual at time $t$. The former case leads to the maximum wave velocity, while the latter approximates the minimum wave velocity. The authors suggest that this transition, combined with the fact that a sample of finite size from a kernel with infinite variance has finite variance, may lead such kernels to create constant velocity waves of advance.

We find that, for fat-tailed kernels with a finite variance, the minimum velocity approximation is not particularly effective in our system, §2.2.4.2. Furthermore, for Model 1 with $N = 1$, our initial condition ($n(0,0) = 1.0$) of a single isolated occupied site represents the minimum velocity case, and transient acceleration is nevertheless observed.

Clark et al [106] carry out explicit simulations of invasion dominated by extreme dispersal in the case of a bivariate Student’s $t$ kernel [133]. This kernel is fat-tailed and lacks a well-defined second moment,

$$K(l) = \frac{1}{2\sqrt{2u}(1 + \frac{l^2}{2u})^\frac{3}{2}},$$  \hspace{1cm} (2.19)

where $u$ is a scale parameter for the distribution. This kernel closely resembles a power law at $\beta = 3$ over long distances, but unlike all our fat-tailed kernels it is convex at its source. Importantly, this power law represents the boundary case of undefined variance in one dimension, and we expect acceleration caused by such kernels to be marginal and difficult to detect. Indeed, we have performed simulations using the bivariate Student’s $t$ kernel to assess the importance of convexity at source, and results closely reflect the power law at $\beta = 3$. Specifically, the wave accelerates for some time, but appears to approach a constant velocity eventually (for details, see Appendix 6, §2.2.11). The precise form of the short-range dispersal regime does impact the length of transient acceleration, but does not change the long-term dynamics. For example, the time taken for acceleration to cease is greater when parameter $u$ is large, as is the case for the species of spruce ($Picea$) modelled by Clark et al, where $u = 5531$. 

We therefore suspect that the constant velocity behaviour suggested by Clark et al for the bivariate Student’s $t$ kernel reflects the fact that it is the boundary case for accelerating waves (i.e. $\lim_{l \to \infty} K(l) \propto |l|^{-3}$), rather than the finite number of dispersal events per generation or factors such as its short-range behaviour. Acceleration may nevertheless be visible when using different methods of data analysis. We expect that further work will resolve behaviour caused by such marginal dispersal kernels.

Our work suggests that the method used by Clark et al would give unreliable results for kernels with an undefined second moment that are non-marginal, as these are expected to accelerate due to the dispersal impact of sites far behind the main front. However, we note that the framework provides very accurate estimates of velocity behaviour for waves generated by power law kernels with $\beta > 3$, Fig. 2.5, using the maximum rather than minimum velocity approximation. The method is also reasonably effective for stretched exponential kernels when $\gamma$ is not too far below 1.0, and it therefore remains very interesting in these two cases. It is also certainly possible that further refinement to the approach will allow the recovery of the velocity given by low-$\gamma$ stretched exponential kernels, or the acceleration behaviour caused by power law kernels with $\beta < 3.0$.

**Extending our model**

As discussed in §2.2.3, our method of combining birth and dispersal leads to significant differences from the traditional Fisher-Kolmogorov equation. Whether one interprets our approach as the release of dispersing propagules, or as the dispersal of adults after their generation-long maturation and local reproduction, our algorithm does not accurately represent the behaviour of certain organisms. Given this, we performed several extensions to our model, §2.2.4.6.

These modifications consisted of incorporating stochasticity in birth and death ($b > 0$, $d < 1$), applying the logistic effect at the home site as in the Fisher-Kolmogorov equation, and implementing a stochastic version of the integrodifference equation studied by Kot et al [46], Eq. (2.5). In each case, acceleration of the wave of advance was observed in the stochastic system given Lévy flight dispersal. These variations and re-interpretations of our model suggest our results are, qualitatively, quite general.

The detailed implementation of the logistic effect has interesting modelling implications. When only propagules disperse and these are subject to intra-specific competition, applying the logistic effect at the home site (Case 2 in §2.2.4.6), as is traditional in population dispersal modelling [86, 46], can cause the wave of advance to stop before complete filling. This occurs when all occupied sites are completely full, and is inevitable when $N = 1$. If $N > 1$, the wave of advance should not stop permanently unless $d = 0$. When $d > 0$, transient pauses are still possible, and are more likely when $N$ is small, dispersal is short-range and $d \ll 1.0$. 
With respect to long-range power-law dispersal ($\beta < 3.0$), the rate of acceleration tends to be substantially lower for the Case 2 model than in Model 1. The significant influence on the wave of advance from sites behind the main front is damped, and we might expect velocity to scale with the total number of partially-full sites. For this reason, death has an unusual effect in such systems, and the maximum wave speed is sometimes achieved when $d > 0$, Fig. 2.11. This behaviour is interesting from a modelling perspective, and although the Case 2 system is somewhat contrived (particularly when $d = 0$) the effect may in principle play a role in real species invasions. Relevant situations include cases in which crowding has a significant impact on parental reproductive potential, or where newborn offspring experience intense intra-specific competition before dispersal from the home site. Slight changes to the stochastic algorithm, such as allowing reproductive individuals to disperse, are likely to have a significant impact on the behaviour of this model.

**Final Remarks**

Taken together, our results suggest that the modelling strategy employed should depend strongly on the dispersal regime under consideration, the time-scale of interest, and the life-history details of the organism in question. In general, methods that poorly represent the long-distance tail of dispersal regimes, such as integrodifference equations, should be used with caution when these regions determine wave behaviour. Such methods are frequently encountered in the literature, and are often applied specifically for their ability to include long-range dispersal kernels. There is a danger here of using sophisticated mathematics to derive qualitatively incorrect conclusions. Our work helps to clarify the conditions under which random effects due to demographic stochasticity are important, and the severity of errors expected when they are ignored.

Comparing our results to other work highlights the potential for subtleties in model design to create apparently contradictory system behaviours. This does not necessarily reduce the validity of the different approaches. However, which method is appropriate will depend critically on the real-world scenario one is seeking to explore. Conclusions for one field or problem may not translate simply to other applications; and, perhaps worryingly, it can take structural investigation of a model rather than basic parameter sweeps to identify this.

**Note added in proof:** After this paper had been submitted, we became aware of recent work by Hallatschek and Fisher [134] and by Chatterjee and Dey [135] which addresses mathematically the impact of power law dispersal on stochastic system behaviour. These studies are of especial relevance to our simulation results in §2.2.4.2.
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2.2.6 Appendix 1: Simple derivation of a diffusive limit for mean-field Model 2

This appendix is included as Thesis Appendix A2 at the end of the thesis.

2.2.7 Appendix 2: Periodic boundary conditions

How one treats boundary conditions is a methodological question encountered in many modelling scenarios. Frequently, periodic boundary conditions are applied, which can make a system ‘neater’ from a physical perspective. However, in explicit simulation particularly, we have flexibility in this regard, and conditions that greater resemble the scenario being modelled are appropriate. We have chosen to ignore dispersal outside the system in the majority of our simulations, which is reasonable if we are modelling invasion of a stretch of viable habitat along a coastline or river. Periodic boundary conditions better resemble the coast of an island for which the entirety of its coast is habitable for a species, but dispersal cannot occur over the main landmass.

To consider this case, and for modelling completeness, we here briefly present results for the highly stochastic Model 1 system with periodic boundary conditions. Our essential results for the Model 1 stochastic system are preserved in the case of periodic boundary conditions, with wave acceleration only observed for power law kernels with $\beta < 3.0$.

To consider this case, and for modelling completeness, we here briefly present results for the highly stochastic Model 1 system with periodic boundary conditions. Our essential results for the Model 1 stochastic system are preserved in the case of periodic boundary conditions, with wave acceleration only observed for power law kernels with $\beta < 3.0$.

Under periodic boundary conditions, long-range dispersal at distances far greater than the system size roughly equates to random positioning of the propagule after a large number of ‘laps’ of the lattice, creating the possibility of unrealistic dispersal events for smaller system sizes.
2.2.8 Appendix 3: Marginal stability analysis of Model 2 with a nearest-neighbour kernel

This appendix is included as Thesis Appendix A3 at the end of the thesis.

2.2.9 Appendix 4: Clarifying kernel behaviour

The diffusion constant, $D$, is the traditional variable used to describe dispersal in the Fisher-Kolmogorov equation Eq. (2.1). This value was determined for various kernel parameterisations using the root mean square displacement of five thousand 50,000-step random walks and Eq. (2.2). The accepted $D$ was the average of 50 repetitions of this process. Velocity for constant speed systems was retrieved from the filling time of systems with $L = 10^6$, using Eq. (2.11).

Having obtained values for $D$ and $c$ for different kernel parameters, we can estimate the relationship between these quantities using non-linear regression, Fig. 2.13. This identifies slight departures from the $c \approx 2\sqrt{\alpha D}$ relationship, Eq. (2.4), derived from the Fisher-Kolmogorov equation. Given that a diffusion approximation of our model shows important differences from the Fisher-Kolmogorov equation, see Appendix 1 (§2.2.6), this is not surprising. A better point of comparison is the simple epidemic explored by Mollison [95, 59], which is very similar to our model but is continuous in space and time, and again does not adhere to Eq. (2.4). Indeed, by increasing the spatial and temporal resolution of our model, we are able to retrieve velocity results derived for the simple epidemic. The implication is that the relationships we find between $D$ and $c$ reflect both the structure of our model and discretisation effects.

We approximate $c$ for a continuous-time, continuous-space model by applying the linearisation method detailed in Appendix 3, §2.2.8. This time, $b$ is reduced to $10^{-5}$ so as to substantially increase the temporal resolution of the system. The spatial detail is increased by using the modified kernel $K\left(\frac{l}{\phi}\right) = e^{-\frac{|l|}{\gamma}}$, $l \in \mathbb{Z}$, with $\phi = 10^5$. The value of $D$ in continuous space is approximated using this kernel and the method described above. For the deterministic approximation of the simple epidemic, an exponential kernel is known to lead to a wave of advance with $c \approx 3\sqrt{\frac{\alpha}{2}}$, while normal kernels give $c \approx \sqrt{2De}$ [59]. These results are retrieved almost exactly, Table 2.2. Finally, we can explore the behaviour of $c$ given $D$ for our exponential family of kernels, $\gamma \geq 1$, by applying non-linear regression on our results. We identify the relationship $c \approx 2.5992D^{0.5777} \approx \frac{3\sqrt{3}}{2}D^{\frac{4}{73}}$ for this approximation of a continuous-space, continuous-time system.

We have also checked the accuracy of $D$, as estimated through the random walk simulations. This involved obtaining the values of the diffusion constant for power laws with
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<table>
<thead>
<tr>
<th>Time scale ($b$)</th>
<th>$10^{-5}$</th>
<th>$1$</th>
<th>$10^{-5}$</th>
<th>$1$</th>
<th>$D$</th>
<th>Wave velocity estimates</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lattice scale ($\frac{1}{\varphi}$)</td>
<td>$1$</td>
<td>$1$</td>
<td>$10^{-5}$</td>
<td>$10^{-5}$</td>
<td>Discrete</td>
<td>Continuous</td>
</tr>
<tr>
<td>$\gamma$ = 2</td>
<td>0.875</td>
<td>1.645</td>
<td>0.654</td>
<td>1.166</td>
<td>0.572</td>
<td>0.25</td>
</tr>
<tr>
<td>1.75</td>
<td>0.946</td>
<td>1.757</td>
<td>0.721</td>
<td>1.276</td>
<td>0.638</td>
<td>0.290</td>
</tr>
<tr>
<td>1.5</td>
<td>1.064</td>
<td>1.948</td>
<td>0.833</td>
<td>1.458</td>
<td>0.763</td>
<td>0.370</td>
</tr>
<tr>
<td>1.25</td>
<td>1.288</td>
<td>2.309</td>
<td>1.045</td>
<td>1.802</td>
<td>1.019</td>
<td>0.530</td>
</tr>
<tr>
<td>1.1</td>
<td>1.538</td>
<td>2.710</td>
<td>1.283</td>
<td>2.185</td>
<td>1.335</td>
<td>0.739</td>
</tr>
<tr>
<td>1.0</td>
<td>1.809</td>
<td>3.142</td>
<td>1.544</td>
<td>2.598</td>
<td>1.715</td>
<td>1</td>
</tr>
</tbody>
</table>

$c = \mu D^\rho$, $\mu = 1.2684$, $\rho = 0.6565$, $c = 2.2859$, $1.5452$, $2.5992$, $0.5891$, $0.6184$, $0.5777$

Table 2.2: Relationship between wave velocity and diffusion constant for mean-field Model 2 given a stretched exponential dispersal kernel, $K(\frac{l}{\varphi}) = e^{-|l|^{\gamma}}$, $l \in \mathbb{Z}$. The spatial scale is given by $\frac{1}{\varphi}$ and temporal scale incorporated as the birth rate, $b$. Low values correspond to a fine scale in both cases. Death is ignored in each case, such that $b$ is essentially the traditional Malthusian parameter, $\alpha = b - d$. $D$ and $c$ were estimated as described in the main text. Velocity predictions derived from the Fisher-Kolmogorov equation follow the formula $c = 2\sqrt{\alpha D}$, while those according to the simple epidemic use formula given in [59]. The dependence of $c$ on $D$ was estimated for each system by non-linear regression on log-transformed data. When $b, \varphi = 1$ this relationship corresponds well with that obtained through explicit simulations, Fig. 2.13.

\[ \ln(c) = \ln(D) + 0.284 \]
\[ \ln(c) = 0.636\ln(D) - 0.339 \]
\[ \ln(c) = 0.640\ln(D) - 0.284 \]

\[ D_\beta = \frac{I_{\beta-2}}{2I_\beta}, \]

where $I_\beta = \sum_{n=1}^{\infty} \frac{1}{x^\beta} = \zeta(\beta)$ is the Riemann zeta function. The close correspondence between predicted and observed values of $D$ shown in Fig. 2.14 serves as a simple check on our random walk results.
Note the divergence of the sum at $\beta - 2 = 1$, corresponding to the loss of a finite second moment at this point.

**Estimating $D$ for power law kernels when $\beta \gtrsim 3.0$**

We can estimate the value of $D$, where it exists, for power law kernels in the region $\beta \gtrsim 3.0$ as follows. In general,

$$K_\beta(l) = \frac{|l|^{-\beta}}{\sum_{l=1}^{\infty} l^{-\beta}} = \frac{1}{l^\beta \zeta(\beta)}, \quad (2.22)$$

where $\zeta(\beta)$, as above the Riemann zeta function, is the correct normalisation factor. In the region $\beta \gtrsim 3.0$, the principal contributions to the diffusion constant come from very large $l$. The lower limits (close to zero) are unimportant, and the sum can be replaced by an integral, as in Eq. (2.3). We truncate the lower limits in order to avoid the unphysical low $l$ divergence. Then the diffusion constant is given by Eq. (2.3), and is here

$$D_\beta \approx \frac{1}{2\zeta(\beta)} \int_{1}^{\infty} \frac{l^2}{l^\beta} \, dl. \quad (2.23)$$

The key part of this integral is in the integral of $\frac{1}{l^{(\beta - 2)}}$, which diverges when $\beta - 2 = 1$, or $\beta = 3$. Close to $\beta = 3$ the divergence dominates the behaviour:

$$D_\beta \approx \frac{1}{2\zeta(3)} \frac{1}{(\beta - 3)}. \quad (2.24)$$

Once $\beta \leq 3.0$ the integral diverges, and $D$ is no longer defined.

**Behaviour of $D$ in stretched exponential kernels**
We can also consider the behaviour of $D$ for the stretched exponential kernels, $K(l) \propto x^{-|l|\gamma}$. We obtain the variance of a spatially continuous stretched exponential kernel by applying the expression

$$\theta^2 = \frac{\Gamma\left(\frac{3}{\gamma}\right)}{\Gamma\left(\frac{1}{\gamma}\right)}, \quad (2.25)$$

given in [125]. We can retrieve the diffusion constant using $D = 0.5\theta^2$, and obtain values that closely correspond to our random walk procedure on a fine spatial lattice ($\phi = 10^{-5}$), presented in Table 2.2. For the spatially discrete system, there are, unsurprisingly, deviations. Using (2.25) to estimate $D$ is generally better for moderately small $\gamma$, with the difference less than 20% when $0.3 \leq \gamma \leq 0.5$; for $\gamma = 0.9$ the difference is about 60%. This is related to the growing role of long-range dispersal as $\gamma \to 0.0$, such that the long tail, where spatial discretisation has least impact, increasingly dominates dispersal behaviour.

We can use these values to roughly estimate $c$, either by assuming a Fisher-Kolmogorov relationship, $c = 2\sqrt{\alpha D}$, or by applying our heuristically derived fitting for Model 1, $c \approx 0.71 D^{0.64}$. Clearly the latter is more accurate for our model.

**Behaviour of $D$ as $\gamma$ becomes large**

The estimates of $D$ using Eq. (2.25) are less accurate for larger $\gamma$. It is therefore interesting to consider the behaviour of the discrete system in the limit $\gamma \to \infty$. This system is a perturbation around the nearest neighbour kernel.

The kernel is

$$K_x = C e^{-|x|\gamma}, \quad (2.26)$$

The decay is very fast, such that the kernel can be reasonably represented only by the first two terms: $C \sim 1 + e^{-2\gamma}$. The diffusion constant can then be calculated:

$$D \approx \frac{1}{2C} \left(1 + 4e^{-2\gamma}\right) \approx \frac{1}{2} \left(1 + 4e^{-2\gamma}\right) \approx \frac{1}{2} \left(1 + 3e^{-(2\gamma-1)}\right). \quad (2.27)$$

This is a reasonably accurate approximation when $\gamma \geq 1.5$. A similar correction can be made in principle to the nearest neighbour wave of advance velocity, but we do not pursue this here.
Figure 2.15: Deriving wave acceleration and velocity behaviour given kernel parameterisation using linear and non-linear regression. For equations, see main text. Fittings are to modified velocities $c_1 = c - 0.5$, $c_2 = c - 0.78$ and acceleration $B_1 = B = 1.0$. These fittings clarify qualitative behaviour only. a) Model 1: Exponential family kernels: $1.0 \leq \gamma \leq 2.0$; b) Model 1: Power law kernels: $3.2 \leq \beta \leq 4.5$; c) Model 1: Power law kernels: $2.15 \leq \beta \leq 2.95$; e) Model 2: Exponential family kernels: $1.0 \leq \gamma \leq 8.0$; f) Model 2: Exponential family kernels: $0.3 \leq \gamma \leq 1.0$; g) Power law kernels: $2 \leq \beta \leq 20$

2.2.10 Appendix 5: Estimating maximum and minimum wave velocities for the constant velocity waves in Model 1

Model 1 corresponds well with a lattice version of the model suggested by Clark et al [106] with their parameter for number of offspring, $R_0 = 1$. We can therefore follow a lattice equivalent of their method for estimating minimum and maximum wave velocities based on the idea of “extreme dispersers”. These are the dispersal events that travel furthest ahead of the wave front in each generation, and in doing so define both the wave front for the next generation and the velocity of the wave. The probability distribution of distances travelled by extreme dispersal events depends on occupation in the region of the lattice that can contribute the extreme disperser in a generation.

Two examples are of particular interest. Our one dimensional simulations start with a single occupied site at the far left of the lattice. In this case, occupation at the wavefront is so sparse that only one site is able to contribute the extreme disperser. The distance travelled by the wave is described simply by the dispersal kernel. Alternatively, the wavefront may be densely packed, such that occupation stretches some long distance rearward from the furthest forward occupied site. In this case, the extreme disperser
could be contributed by many different sites, and the average advance of the wave in a generation will be greater. If we accept that the extreme disperser defines wave velocity and that it can only originate from a given region of the wavefront, these cases can be used to retrieve estimates of the minimum and maximum wave velocities respectively.

We begin with the case of estimating minimum velocity based on dispersal from an isolated occupied site. In the continuous case studied by Clark et al, the probability density function (PDF) of the extreme dispersal event with distance is

\[ p(x; 1) = R_0 K(x) \left[ \int_{-\infty}^{x} K(y) dy \right]^{R_0 - 1}, \quad -\infty < x < \infty, \tag{2.28} \]

where \( p(x; N_s) \) represents the probability of a single propagule travelling distance \( x \) from \( N_s \) evenly spaced occupied sites being the extreme disperser. \( R_0 \) is the number of offspring from a single occupied site per generation and \( K(x) \) is the dispersal kernel. This equation corresponds to Eq. (1) of [106]. In our lattice system, we instead consider

\[ p(x; 1) = R_0 K_f(x) \left[ \sum_{0}^{x} K_f(y) \right]^{R_0 - 1}, \tag{2.29} \]

where \( K_f(x) \) is the ‘forward dispersal kernel’ such that \( K_f(0) = 0.5 \), with normalisation condition \( \sum_{1}^{\infty} K_f(x) = 0.5 \), so as to represent the possibility of both backward and forward dispersal. The cumulative distribution function (CDF) is

\[ P(x; 1) = \left[ \sum_{0}^{x} K_f(y) \right]^{R_0}. \tag{2.30} \]

When the front is a consecutive series of occupied sites on our lattice, the CDF becomes

\[ P(x; N_s) = \prod_{d=0}^{N_s} \left[ \sum_{0}^{x} K_f|y + d| \right]^{R_0}, \tag{2.31} \]

by which the dispersals of every site in the wavefront stretching back a distance \( N_s \) travel to distance \( x \) from the furthest forward occupied site or nearer. As the CDF is a discrete series, we simply obtain the PDF using

\[ p(x; N_s) = P(x; N_s) - P(x - 1; N_s). \tag{2.32} \]

The average velocity of the travelling wave is the expected dispersal distance of the extreme disperser. This is the weighted sum of the PDF,
\[ E(c; N_s) = \sum_{x=0}^{\infty} p(x; N_s)x. \] (2.33)

We can use these equations to obtain minimum \((N_s = 1)\) and maximum \((N_s \to \infty)\) velocity estimates. Of course, practically \(N_s\) cannot go to infinity in our numerical simulations, so we instead use \(N_s = 10^5\), and the length of the kernel is similarly limited to \(b = 10^5\). Velocity estimates were obtained through this method using Python, and were found to successfully bound the velocities retrieved from explicit simulation for those kernels that lead to constant velocity waves in Model 1. For short range kernels, the maximum velocity estimated by this method very closely matches the observed velocity. As Clark et al suggest, the asymptotic wave velocity of the wave of advance created by fat-tailed dispersal kernels drops away from the maximum value, though does not reach the velocity predicted by the \(N_s = 1\) limit. Note that in all our models, \(R_0 = 1\). An increase in \(R_0\) does not correspond simply with an increase in \(bN\) in Model 1 as \(R_0\) does not take into account the reduced impact of each of the dispersal events. Large \(R_0\) system would correspond to large \(bN\) systems if carrying capacity of our sites was constrained to 1 and each full site made \(N\) dispersal attempts. See Fig. 2.5 in the main paper for results.

### 2.2.11 Appendix 6: Finite size scaling of a stochastic system with a bivariate Student’s \(t\) dispersion kernel

A kernel given by the bivariate Student’s \(t\) distribution (see Eq. (2.19), \(K(l) = \frac{1}{2\sqrt{2u}\left(1 + \frac{l^2}{2u}\right)^{\frac{3}{2}}}\)) has been discussed in ref [106]. This kernel is both convex at its source and lacks a finite second moment. It is extremely similar at long ranges to a power law kernel with \(\beta = 3.0\). Unsurprisingly, we find that wave acceleration behaviour is akin to that observed for this kernel, which is explored in more detail in the main body of this study. Specifically, acceleration is marginal in the highly stochastic Model 1 when parameter \(u = 1\), with a gradient on the log-log system behaviour plot, Fig. 2.16, of 1. Note that acceleration persists for long times when \(u\) is large.
Figure 2.16: Model 1 comparison of finite-size scaling results with a bivariate Student’s t kernel and a power law kernel with $\beta = 3.0$. Note the essential similarity of the system behaviour, both tending to finite velocity over time. A linear fitting to the later stages of the simulations using a bivariate Student’s t kernel with parameter $u = 1$ gives a gradient of $\sim 1$, dotted line. Minimum replicates were as follows: $L = 10^3$, 50; $L = 10^4$, 50; $L = 10^5$, 20; $L = 10^6$, 5; $L = 10^7$, 1. Relative errors shown.
2.3 Comments on the manuscript

Shortly before our manuscript was accepted, but long after our first submission, work on a very similar question was published by Fisher and Hallatschek [134] in PNAS. They made far more progress analytically, and, as such, their work may be more methodologically valuable in the long term. However, by using the flexibility of simulations to characterise a much wider variety of systems in detail, our study offers a breadth that is complementary. I also feel that we discuss the literature in more detail, which may be useful for other workers. Nevertheless, I certainly recommend their work for interested readers.

Our findings appear to contradict those of Brockmann and Hufnagel [108], as discussed above. As I was unable to obtain the program used to conduct their stochastic simulations, I re-implemented their model. I used Gillespie’s algorithm [136] to simulate a continuous-time, discrete-space stochastic system, with the rates of different reactions (population growth and dispersal) as described by their equations Eq. (1) and Eq. (2). I was unable to replicate their results using my re-implementation. However, without comparing my program to theirs I could not determine the cause of this anomaly - an error in my model implementation, or theirs, or in my interpretation of their system. We therefore didn’t include this work in our published paper. Importantly, whether the fault is mine or theirs, bugs in programs and misspecification of models can happen. Unlike complex experimental, or indeed simulation, work, re-implementing simple computational models like ours or that of Brockmann and Hufnagel is relatively easy. Although this particular case has not been resolved, this is a major advantage of simple simulations.

Certain other findings are not presented in the above paper. For example, I implemented a two dimensional model on a hexagonal lattice. I intended to use this for further theoretical investigation and for an adapted version of our work describing human movement over space. Unfortunately, I was unable to replicate the finite-size scaling investigation applied in the paper due to computational limitations associated with dimensionality. While I could simulate systems with over $10^7$ sites in either model, this is only about 3150 by 3150 in two dimensions. I was nevertheless able to retrieve some results, detailed in the paper. I note in passing that I was able to replicate plausible rates of human spreading across a 2D lattice representing the Americas by applying a dispersal kernel fitted to modern human hunter gatherers. However, our model is an extreme idealisation of the dispersal process and, as such, I do not consider these speculative results of sufficient interest to detail here.
2.4 Representing long-range movements using the dispersal kernel

In the paper presented above, we represent long-range dispersal using power-law and stretched exponential dispersal kernels. We also consider, in less detail, the impact of truncating the tails of these kernels. These distributions were chosen for two main reasons. Firstly, they incorporate, together, certain mathematical properties that have been shown to impact invasion models. The stretched-exponential and power-law with $\beta > 3$ give two contrasting examples of fat-tailed distributions with a finite second moment. When $\beta \leq 3$ the power-law distribution is fat-tailed and does not have a finite second moment, which can be restored by truncating the tail of the distribution. Secondly, several of these distributions have been widely fitted to movement or dispersal data in ecological studies.

Our work is primarily intended to explore the impact of methods used to model plausible dispersal regimes rather than as a statement on what might be expected in nature. Representing dispersal as a series of independent draws from a single distribution, as we do, will often be a gross simplification, suitable only at certain spatial and temporal scales. Nevertheless, it is useful to have an idea of how closely our model and kernels might correspond to real dispersal behaviour.

2.4.1 Dispersal and movement

The discussion of motility in the ecological literature is complicated by the immense variety of observed movement patterns, both within and across species. Nevertheless, an important distinction is often made between movement and dispersal, the latter having an intrinsic temporal scale of generation time, while the former often involves multiple processes acting at different scales (e.g., among elk [137] and aphids [116]). In the context of the kernels we employ, the distinction between movement and dispersal has significant implications. For example, there is a huge literature on movement according to power-laws, focussing on the Lévy flight foraging hypothesis. This combines the observation that animal movement patterns can often be represented using Lévy flights with results on the high efficiency of Lévy flight movement in finding sparsely distributed finite resources to suggest the possibility of adaptation for Lévy flight foraging [94, 138]. The argument also applies to the search, by dispersal, for unoccupied sites suitable for colonisation [139].

I do not discuss in further detail the Lévy flight foraging hypothesis directly, the accuracy of which remains a matter of debate [140, 141]. However, we can draw two things from this literature. Firstly, power-laws with $\beta < 3$, sometimes truncated, yield better fits to sampled movement data among many organisms than other plausible distributions such
as normal or exponential movement kernels (see references in [141]). The relevance of this data to dispersal would have to be determined on a species-by-species basis based on knowledge of an organism’s biology and its environment, and lies outside the scope of my predominantly modelling work. Nevertheless, movement approximating one of our dispersal kernels over some spatial and temporal scales is known. Secondly, research on Lévy flights foraging has prompted a wide-ranging discussion of how such movement patterns arise. These mechanisms may be of equal interest in explaining dispersal as movement.

### 2.4.2 Power laws in dispersal data

There is relatively unambiguous evidence for dispersal kernels approximated by power-law kernels among a range of species. Many of these undergo aerial or aquatic dispersal, while others hitch-hike on other motile species. The origin of evidence for Lévy flight dispersal can be experimental, analysing the scatter pattern of seeds or spread of a disease in a controlled environment, or observational, based on tracking animals or less complete first-sighting records of invasive species. Examples from experimental settings include the aerial dispersal of plant seeds (Calluna vulgaris and Erica cinerea, see mixed model in [89]) and fungal plant pathogens (eg. wheat stripe rust [103]). Observational examples include freshwater plants and marine algae ([142] find truncated power laws with $\beta < 3$ and exponential kernels), individual British starling movements [143], certain fungal spores [144] and various plant and animal diseases [103].

Many organisms are also thought to undergo long distance dispersal by ‘hitchhiking’ on the movements of other species. An obvious example is the internal microbiome of animals, but others can be found in the movement of bacteria on zooplankton [131], flower mites on various flower visitors [145] and shrimp eggs on water birds [146]. The role of human action is considerable, facilitating many species invasions [74], with specific examples including the movement of seeds on cars [147], sessile marine species on ocean-drifting plastic [148], and both invertebrate species and zooplankton in ballast water [149]. This suggests that the relatively strong case for Lévy-flight-like movement, which has also been suggested for humans [150, 151], is also of relevance to dispersal.

An alternative method of long-distance dispersal involves the active or passive use of aerial currents. These movements likely correspond to dispersal as they are not simply reversed. The passive dispersal of pollen, spores and seeds is complemented by the active jumping mechanism of Equisetum plant spores as they settle then dry from a wet, structurally tangled state [152]. Among arthropods, the rearing behaviour of ice plant scale (Pulvinariella mesembryanthemi) which catches air currents [153] is relevant, while a very wide range of species ‘balloon’ through the air using silk threads [154]. The importance of these behaviours depends on the dispersal kernel implied by riding air currents.
2.4.3 The generative processes of Lévy flights

Understanding how power law dispersal kernels with $\beta < 3$ can be generated may give an indication of how widespread they are in nature. Additionally, our model assumes that all individuals undergo independent and identical dispersal, and it is useful to consider under what conditions leading to Lévy flights these assumptions might hold. I consider two types of Lévy flight generative behaviour - that predicted from empirical models of the world, and that suggested by more general mathematical rules.

**Empirical models**

Lévy flights have been suggested for several species that undergo passive aerial dispersal, as with wind borne seeds. This behaviour is thought to be related to properties of air flow and turbulence, which can lead to a kernel that is not exponentially bounded [155], that follows a Lévy flight [156], or can follow a power law or exponential depending on atmospheric conditions [157]. Power laws movements may also be created by convection in water [158].

**Theoretical models**

Many processes lead to a signature of Lévy flights in movement or dispersal data (see [141]). Many of these processes describe modifications to a standard model of movement, the correlated random walk, in which the direction of sequential jumps are non-independent.

*Multiplicative noise*

Generative processes leading to power law distributions often involve multiplicative growth [159, 160, 161]. In the context of movement, incorporating multiplicative noise into the damping velocity component of a Langevin equation describing Brownian motion leads to a power law stationary distribution [162, 163]. This finding has been related to a suggested Lévy walk movement pattern among certain cells and snails [164].

*Autocorrelation*

Continuous-time representations of correlated random walks lead to Lévy walk movement patterns on a time scale less than that of the autocorrelation [165]; at longer time scales, the power law is truncated. Practically, this observation relates as much to the time scale of sampling in empirical studies than to power law dispersal kernels. However, it is worth noting that sufficiently long term correlations can lead to persistent superdiffusion, as is caused by power-law kernels with $\beta < 3$ [84, pp.116-118].
Brownian landing patterns
Reynolds combines two simple results concerning Brownian motion - the Gaussian horizontal displacement of particles and the distribution of time intervals between first-passage events over a fixed location - to suggest that the spatial distance between successive landings events by flying or floating organisms will approximately follow a power law distribution with $\beta = 2$ [141]. This has intriguing implications for passive aerial and aquatic dispersal in that Lévy flights may be expected even in the absence of convective or turbulent flows.

Population heterogeneity
Heterogeneity in the dispersal kernels of individuals in a population can lead that population to have fat-tailed dispersal kernels, including power-law distributions [166].

Composite correlated random walks
The impression of a Lévy walk can be created when an animal moves according to multiple correlated random walks. This requires that common short steps implied by one behaviour are punctuated by long steps according to another [167]. Theoretically, an infinite series of exponential random walks can be constructed so as to approach a power-law kernel, known as a Weierstrass Lévy flight [92, 168]. Truncating the series such that walks occur according to a finite number of modes similarly truncates the emergent power-law kernel.

Re-orientation based on cues
Forward movement punctuated by reorientation triggered by encountering a scent cue can lead to a power-law distribution of step lengths if the cues are left by organisms making correlated random walks [169]. This is related to the fractal behaviour of the boundary of a correlated random walk.

2.4.4 Stretched exponential dispersal kernels and their generative processes
Stretched exponential kernels lead to interesting behaviour in some models of dispersal [46] and offer an alternative to truncated power laws for capturing moderately long-range dispersal. The stretched exponential distribution is, however, less often fitted to ecological data than a power-law. Exceptions are found in *Drosophila* data [170], wind-dispersed fungal spores [171], the tails of locust movements patterns [172], and in retention times for seeds attached to sheep ([173]; replicated in several sheep datasets, but not for other animals) and human shoes [174].

To my knowledge, mechanistic models leading to stretched exponential dispersal have not been considered in the direct context of biological movement. While the distribution has been found to characterise data from many different fields, no universal explanation
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of its ubiquity has been identified [175]. Some generative processes have been suggested, but without a specific biological motivation it is difficult to assess which findings might ultimately find application or analogy in movement ecology. As with power laws, stretched exponentials appear in the study of liquid flow, now in the context of the distribution of velocity changes at small spatial scales [176], though the relevance of this is not immediately clear. Three further observations appear of potential interest.

Firstly, stretched exponential distributions are used to describe the relaxation time of disordered systems. Mechanistic models include work on the properties of hierarchical constraints [177], the decay of particles diffusing or transported in the presence of randomly distributed traps [178, 179], and a range of other scenarios [180]. Several approaches rely on deriving a scale-free distribution of waiting times [180]. That diffusion models with traps are included in this framework (albeit not in the context of step-size) is of speculative interest.

Secondly, the extreme tails of the product of a finite number of independent identically distributed random variables drawn from a distribution $p(x) \propto \exp(-Cx^\gamma)$ is described by a stretched exponential [181]. The importance of this result has been emphasised by [182]. The exponent of the stretched exponential increases quickly as $1/n$ with the number of random variables $n$, rapidly leading to very fat tails.

Finally, recent work on random walks on networks has found that the step size distribution from a start point to end point falls into one of three classes depending on the topology of the network - a finite number of possible step sizes, a stretched exponential distribution, or a power law [183]. Given that movement between two points might be modelled as a network describing movement probabilities between intermediate locations, this result may have broad relevance to movement patterns over heterogeneous environments.

2.4.5 From generative process to model

The above indicate that movement patterns appearing to follow a power-law or truncated power-law kernel, and perhaps dispersal patterns also, can be generated both by plausible animal behaviours and by models of air and water flow. In contrast, neither the prevalence of stretched exponential kernels nor their mechanistic derivation has been studied in detail. Focussing on the generative processes that create power law kernels, I note that different underlying mechanisms will break our model assumptions in different ways. To emphasise and explore the implications of this, I discuss a situation with clear biological relevance - the generation of fat-tailed kernels through population heterogeneity.

Interestingly, we might expect different causes of heterogeneity to yield different behaviours. Recall that each propagule moves with the same dispersal kernel in our
If variation in individual dispersal kernels is heritable, the long-term variation in dispersal within the wave-front and system as a whole will depend on some mutation-movement-drift equilibrium. It is likely that the wave-front in particular will rapidly become genetically homogeneous, and dominated by lineages with a high rate of long-range dispersal. The fat-tail kernel observed at a population level due to individual heterogeneity will be difficult to maintain in this homogeneous front. Although our model is likely to provide an accurate representation of system behaviour at some time scales, a non-zero mutation rate affecting dispersal tendencies can lead to evolution in the travelling wave (faster organisms are more likely to escape to virgin territory).

A second possibility is that population heterogeneity is caused by age structure, as suggested in [141]. Age-structured dispersal could lead to rich behaviour. For example, in many models the leading edge of the wave of advance will have a skewed age-structure toward younger organisms.

In summary, the representation of long-range dispersal in our model is standard [46], but is a considerable simplification of real dispersal patterns. Often, these deviations will be of relevance to short-term behaviour. Long-time qualitative results, such as kernels without finite variance leading to an accelerating wave of advance and those that are not fat-tailed leading to a constant wave speed, are more likely to be more robust. Nevertheless, the specific generative function implied by the dispersal process of each species is important. Even if this can yield a kernel that can be approximated by one of the distributions we explored, it is important to assess whether representation using independent draws from identical kernels is suitable. Our work should be viewed as a guide to the implications of modelling choices and a qualitative indication of possible biological behaviour, rather than a quantitative characterisation of actual species invasions.

2.5 The role of simulation in testing mathematical models

To better assess the role of simulation in population biology modelling, it is useful to re-visit the modelling narrative of the work presented above. Briefly, the original idea of modelling the impact of long-range dispersal on species invasions in my thesis was suggested by my supervisor, Tim Sluckin, in the context of apparently rapid dispersal of humans along coastal routes during the Out of Africa migration (eg. [184, 185, 186]). The project follows on from, but is very different to, work modelling Paleoindian dispersals that he was involved in during the late 1990s [187]. Our first simulation models were similar to the stochastic model presented in the manuscript above (with $N = 1$), but in two dimensions and with a strip of space over which long-distance dispersal
was possible so as to represent coastal migration. Although we obtained interesting results on the relative advantage afforded to our idealised populations dispersing more rapidly along the coast, our attention was drawn by the marked difference between our stochastic modelling results and those of Kot \textit{et al} in their integro-difference model \cite{46}. Following this, the project became less applied and more theoretical as we attempted to characterise this difference in more detail. Some time through this process we identified studies by previous workers who had considered stochastic long-range dispersal, such as Mollison in the 1970s \cite{95}. Ultimately, we were able to use simulations to investigate in detail the implications of the mathematical approximation of dispersal applied by Kot \textit{et al}.

It is especially interesting that, after relatively little recent work on the relationship between stochastic and deterministic models of dispersal, Hallatschek and Fisher published their more mathematically rigorous study focussing on the wave velocity implied by power-law dispersal kernels in a stochastic system \cite{134}. The spreading regimes they identified corresponded well with those we suggest.

What are the implications of our modelling narrative and of the new analytic results for the role of simulations in population biology? I emphasise two points. Firstly, aspects of the difference between deterministic and stochastic models of dispersal were already explored, analytically and through simulations, by Mollison in the 1970s \cite{95}. By using simulations, he was able to observe the patchy nature of occupation far ahead of the main wave, which is not easily visualised using equations alone. Thus, simulations - though not, as it happens, our simulations - helped to guide understanding of dispersal models, and relate their predictions back to the types of pattern that might be observed in nature.

Secondly, the flexibility of numerical simulations allowed us to probe a relatively wide variety of different dispersal models in the early stages of this project and identify a subject of especial interest. This flexibility also simplified investigation of model variations such as kernel truncation and the detailed implementation of dispersal and death. Overall, a major advantage of simple simulations is their ability to rapidly investigate diverse systems, giving suggestive (rather than comprehensive) results on each. As such, they are an excellent tool to flexibly test the assumptions of model design.
Chapter 3

Modelling animal markets: distributions of species and genes under dynamically biased migration

3.1 Chapter introduction and summary

In this chapter, I investigate the role of animal movement biases, such as those caused by the trading of domestic species between farmers in traditional agro-pastoral economies, on gene flow and selection. Using a simple model in which two subpopulations, one poor and one rich, exchange animals of two different types, I find that migration biases intended to represent trade can reverse the expected course of evolution - the animal type with highest natural growth rate may, under plausible parameter settings, go extinct in the system. Given the counter-intuitive nature of this finding, I discuss the evidence for similar patterns in the real world, and the appropriate methodological response to unexpected results from highly idealised models.

With respect to the methodological advantages of simulation in population biology, this chapter shows how models can be extended by breaking assumptions. The characterisation of migration as unbiased is widespread in population genetic modelling, and simulation offers a flexible tool through which to explore a highly idealised model of biased migration due to trade. As in Chapter 2, I assess the robustness of our modelling results by investigating structural variations of the model. I find that several different model designs generate behaviour that is unexpected based on intuition about evolutionary systems. Indeed, migration biases often have a strong influence on model dynamics, such that they may be an important feature of the evolutionary process whether they
arise due to trade or other phenomena (e.g. the road that divides a habitat, the convergence of organisms to a mating site). Nevertheless, the details of model behaviour given biased migration depend on the details of model design, emphasising the importance of relating patterns observed in models to those observed in the real systems they are intended to represent. In this respect, models can guide our observations, highlighting patterns in nature that might otherwise have been missed.

The structure of this chapter is as follows. I begin by introducing the contemporary market for domestic animals and evidence for its antiquity. This supports the notion that the trading of domestic animals, which to my knowledge has not been modelled in an evolutionary context before, is a system of real world relevance. I then briefly address the historic treatment of migration, and migration biases, in population biology, before presenting a draft manuscript detailing our simple model of the trade in domestic animals. After this, I elaborate on the robustness of our findings and suggest several additional questions that might be studied at the potentially rich interface between genetics and economics. Finally, I relate our work back to the role of simulation in population biology models, arguing, as indicated above, that the flexible use of simulation can extend mathematical models and facilitate the modelling of novel systems.

3.2 The market for domestic animals

3.2.1 The contemporary trade in animal genetic material

Human decisions play a fundamental effect in guiding gene flow in domestic animals. Just as with the accidental spread of invasive species, in which our transport and logistic networks facilitate otherwise vanishingly unlikely dispersal events, the movement of domesticates follows routes of human migration, trade and contact. However, agency now plays a more active role. At the local scale of rural markets in the developing world, farmers choose which animal species, and which breeds and individuals, to buy and sell. At the international scale, domestic animals and their germplasm are the focus of globe-spanning markets, involving the long-range redistribution of breeds [188] and individual genetic lineages from specific breeds through artificial insemination [189, 190, 191]. Again, human decisions determine the animals, and genes, that are able to move.

The combined trade of bull semen and live cattle and pigs for breeding is estimated to be worth up to 1 billion dollars annually [190]. The focus of this market is on trade between developed countries, where artificial insemination using intensely selected animal lines [192], and the intensive farming it supports, is widespread. However, proportionally, live animal exports to developing countries have increased [190], while the prevalence of artificial insemination, often using semen from productive breeds originating in Europe,
is also rising [189, 191]. This latter development is especially important, in that it facilitates the transport of animal germplasm on a far greater scale.

That the international trade in animal genetic resources has a profound impact on the distribution of genetic variation is well known [188]. Highly selective breeding, and artificial insemination in particular, have reduced the genetic diversity of many popular breeds, with populations of several million animals often holding the genetic variation expected of a randomly mating herd of a hundred or less ([193], and references therein). It has been suggested that the indigenous, locally-adapted animal populations of developing countries are also at risk (eg. [194]). The question here is what exactly ‘at risk’ means - certainly, introducing Western genetic variation will initially increase genetic diversity, although this may break apart the associations between characteristic and advantageous traits that define local breeds. Nevertheless, it is clear that we are in a period of intense global homogenisation, that the flow of genetic material is selective, and that it is directed by the changing economic relationships between countries.

While this situation contrasts markedly with the local live animal markets that have served agricultural communities for thousands of years, the core principle - the subversion of animal agency in their movements by people - remains. The unit of decision is no longer large companies, governments, or intensive, highly managed farms, but the individual or family. Agents are driven by altogether different objectives - to liquidate wealth stores in the face of drought [195] and personal calamity (eg. [196]), or obtain animals for the associated social prestige (eg. [197]) and as insurance, as well as the obvious need to provide food, secondary animal products, transportation and labour.

In this chapter, I focus on the local domestic animal market, drawing inspiration from the traditional market for cattle in India. Such small-scale markets are common in many contemporary agro-pastoral societies (e.g. in India [198, 199] and in Africa [200, 201]). This, and several other lines of evidence from archaeology, linguistics and ancient texts, argue for a deep antiquity, discussed below. As such, an understanding of the theoretical impacts of markets on domesticate genetics, and indeed on the distribution of different domestic species, is relevant both to development economics and to our interpretation of the human-domesticate relationships of the past.

### 3.2.2 Literature and linguistics on the ancient livestock trade

The cattle economy has a rich history, which echoes in our language today. The word ‘pecuniary’ derives from the Latin for money, ‘pecunia’, which in turn has origins in ‘pecus’, a sheep or cow [202]. ‘Fee’ is related to the German word for cattle, ‘Vieh’, via Anglo Saxon ‘feoh’, while the word ‘cattle’ itself has a common origin with ‘chattel’ and ‘capital’, all relating to property and derived via Old French from Latin ‘capitalis’, ‘of
the head’ [202]. Although head, ‘caput’, is used as a term for property in classical Latin [203], whether this forms part of a semantic loop linking back to ‘head of cattle’ is not entirely clear [203, 204]. The relationship between cattle, property and trade can also be seen in the Anglo-Saxon ‘caepman’ and ‘caepscipa’, meaning merchant and merchant ship respectively [205]. Value and cattle are similarly connected through the Welsh ‘tlws’/’tlus’, treasure or jewel, and Irish ‘tlus’, cattle, through the concept of valuable things [206].

Support for a long-standing association between livestock and wealth is also found in ancient textual sources. In Mesopotamia, the rent for agricultural land was paid as a combination of silver, grain and sheep or goats. The interpretation of the relevant tablets is complicated by a shift in meaning of the Sumerian word for ‘goat’, m´ aˇ s’, which came to mean ‘tax’ or ‘rent’, and ultimately ‘interest’, in the late 3rd millennium BC [207], itself an interesting development. Barter in cattle is mentioned in the Old Testament (Genesis 47.17), while in classical Greece, oxen are often used as the principal unit of value - for example, in Homer’s Iliad (XXIII 700-708) a large three-legged pot is valued at 12 oxen and a female slave skilled in fine handiwork four. In the same epic, a son of Priam, king of Troy, was sold into slavery for 100 oxen, and then ransomed back for 300 [208]. The laws of Draco at Athens, dating to the 7th century BC, stated fines in cattle, but shortly after this came the first legal document explicitly allowing penalties measured in livestock to be paid in marked copper, the Roman Lex Aternia Tarpeia which dates to 454BC [209].

The use of cattle as units of value, and sometimes currency, also extended east to southwest Asia and India. In the Vendidad of the Zoroastran Avesta, which is composed of material of heterogeneous and uncertain dating (though very broadly between the first millenium BC and early first millenium AD), cattle are used in parallel with metallic money [209]. Similarly, in Vedic texts, ‘go-puccha’ (‘tail of cattle’, in contrast to ‘head of cattle’, above) is unit of value and non-metalic currency (Rig Veda iv. 24. 10; vii. 1. 5), while an object received in exchange for a cow is termed a ‘gaupucchika’ [210]. We return to the role of cattle in Indian history shortly.

Livestock have continued to have an economic function above mere productivity in more recent times. The standard measure of value in medieval Iceland was the ‘kugildi’, a medium-sized horned cow aged 3-10 winters, without blemishes, having given birth to fewer than 3 calves and providing milk [208]. And in early medieval Ireland, too, we find an emphasis on milk-producing cattle as a method of payment, as well as an indication of social and material wealth [211]. The traditionally elevated place of cattle in the cultural and belief systems of Nilotic peoples is well documented, with a frequent in role in bride-price payments [212], a phenomenon which itself no doubt leads to fascinating migration patterns and which has a deep history (eg. as ārsha marriage in the laws of the Manu smr.ti (3.29) and before [210]). Inevitably, domestic animals also form
Livestock have long been used as a measure of value, a store of wealth, and a unit of exchange. The last two of these roles will have impacts on migration patterns. But domestic animals are also a focus of trade themselves. The accounts of individual private merchants in Sargonic (late 3rd millennium BC) Mesopotamia record livestock transactions [214]. Large scale movements are also in evidence at this time, with one tablet noting the transfer of 3,500 sheep and goats between the cities of Umma and Girsu [214]. There is possible evidence from tablet ITT II 5845 that cattle and sheep were shipped through the now lost city of Agade [214]. The New Testament also refers to livestock, for example in Revelations (18.13; commonly dated to the first century AD) when describing the impact of the fall of Babylon. Polybius (Histories IV 38.4) describes the maritime trade in cattle between Byzantium and Greece in the 2nd to 1st century BC, while Strabo’s Geography (V 1.8) mentions, in 7BC, the inland cattle trade between Italian merchants and the tribes of the Danube [216]. Early direct references to the livestock trade can additionally be found from India, as in the Pachatantra of the Gupta period (320-550AD) [217]. In the broadest terms, then, textual evidence implies the exchange of livestock, whether as barter for goods or as merchandise sold in more developed market systems, over at least the last 4000 years ago. We shall see that archaeology can push back the date for deliberate transportation of animals, if not indisputably for trade, another six millennia.

3.2.3 Domestic animal movements through bones and molecules

Before examining this evidence in detail, however, it is useful to consider what archaeology, literature and linguistics can tell us about trade. Despite biases and corruptions, textual sources have the potential to indicate the quality of contacts between people. Of especial relevance to our question, we can specifically identify cases in which animals were traded by mutual consent (as opposed to through duress), and sometimes the goods that travelled in each direction. Nevertheless, literacy has historically been a skill possessed by, and employed for, the elite, creating potential distortions in both the type and accuracy of information preserved. Perhaps more importantly, documents tend to cluster around certain locations and time periods. The large-scale, complex societies most visible in the literary record promote long-distance trade, and indeed their collapse tends to be accompanied by, and probably form a feedback with, a reduction in trade [218]. Despite this, the economic lives of ordinary people will continue. Evidence from historical linguistics, and in particular the semantic shifts mentioned above, helps
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to bridge this gap, both because there may be less of a correlation between language change and societal complexity and because language change is less obviously biased toward the influence of elites. Our modelling will focus on the effects of small-scale, decentralised livestock trading, and our discussion of the archaeological evidence will be similarly directed.

When approaching archaeological data, the ease of interpretation for different forms of evidence varies. For example, the spread of a subsistence strategy focussed on livestock and agriculture is clear from zooarchaeological evidence due to ‘first finds’ of domestic bones at different sites. Early cases of early movement of animals by people include the transportation to Cyprus of cattle, sheep and goats around ten thousand years ago [219], or the diffusion of the Neolithic around the Near East and Anatolia [220]. However, later exchange is more difficult to detect and interpret. Tools exist - stable isotope analysis in particular, as well as ancient DNA and bone morphology - but even if one identifies non-local animals, the question of interpretation remains. Finds give a tangible insight into the past, but are spatially and temporally clustered, rendering attempts to weave together a digestible narrative, perhaps covering many hundreds of years, both challenging and dangerous. For our purposes, then, I will present available data on animal movements in societies where domesticates are firmly established.

During growth and development, bones and teeth incorporate an isotopic signature based on dietary intake - the type of food consumed and where it was grown. The signal from strontium isotopes $^{87}\text{Sr}/^{86}\text{Sr}$ derives from the geological makeup of a region, and is particularly useful in identifying changes in diet associated with animal movements. A heterogeneous pattern of animal migration is suggested. Early cattle migrants have been identified in Linearbandkeramik sites in Germany dating to the early European Neolithic (late 6th millennium BC) [221]. Some migrants have also been detected among sheep remains from Çatalhöyük (7400-6000BC, Turkey) [222], and among cattle from Neolithic France (3350-3050BC) [223]. Extensive animal movements appear to have occurred in Neolithic western Sweden (mid-4th to mid-3rd millenium BC), where over 50% of cattle at studied sites were found to be non-local, far more than in either the human or domestic pig populations [224]. A similar pattern, in which a vast majority of cattle appeared to be migrant as compared to a minority of pigs, was found in a Late Neolithic (2515-1460BC) site associated with feasting in Britain, with some cows having been transported over 100km [225, 226]. Other animal remains have also been studied - interestingly, an ass that had been sacrificed in what is thought to be the merchant’s quarter of the Early Bronze Age (3600-2400BC) Israeli site of Tell es-Safi was found to be a migrant, with some indication that sheep in the same deposits were also non-local [227]. Evidence for animal movement unsurprisingly extends to non-Eurasian societies, such in South Africa (first millenium AD), where migrant cattle and sheep show profiles indicating extended periods of non-local occupation [228].
Direct evidence is available, then, for the movement of animals in established pastoral communities from before 5000BC. Given the transportation of domestic animals inherent in their first diffusion through southwest Asia at the onset of the Neolithic, there is no especial reason to assume such movements did not occur substantially prior to this date. The studies mentioned above do suggest, however, considerable inter-site variation in the distances of livestock movements, and also intra-site variation among different domestic species. The precise nature of these movements is unclear - temporal patterns in non-local isotope signatures argue for transhumance in some studies (eg. [221]) but against it in most (eg. [222, 227, 228, 225]). Although the role of trade in increasing animal movement distances has been specifically suggested based on an increase in the proportion of migrants and the distances travelled associated with the Roman period in Britain [229], and although trade and the movement of goods was clearly an important process in Neolithic society (e.g. Robb and Farr review trade in the Mediterranean [230]; evidence for maritime trade in the Persian Gulf from the sixth millennium BC [231]; the Near East trade in bitumen [232]; and widespread trade in obsidian [233]), the isotope data is consistent with, rather than proof of, ancient livestock exchange networks.

These varied evidences, then, suggest that markets for domesticates have existed for several thousand years. This translates to many hundred generations, depending on the domestic animal in question. Furthermore, the market in reproductive live animals, as well as other forms of human-mediated animal exchange such as dowry and bridewealth, exist to this day. There is strong support, then, for market forces playing a significant role in the current and future distribution of animal genetic diversity.

3.2.4 An overview of movement models

The literature on movement models is diverse, with work focussing on different temporal scales of movement in different species that may have quite variable biological mechanisms for, and patterns, of movement. As such, strict definitions of key terms (like movement, dispersal and migration) are likely appropriate in some contexts but not others, and for some academic fields but not others. I therefore do not give formal definitions. Nevertheless, I intend the terms ‘migration’ and ‘dispersal’ to describe movement that is likely permanent and, over the course of an individual’s lifespan, rare. In some cases, these terms can be considered as the total movement process taking a parent from its birthplace to the birthplace of its offspring. The term ‘movement’ will be used more broadly to mean either short- or long-term movements, but a ‘movement model’ is specifically a model or short-term day-to-day movements such as foraging or predator avoidance.
Pioneering work in modelling movement focussed on two rather different themes. Ravenstein’s Laws of Migration, published in various forms in the 1890s (eg. [234]), but echoing his own work of 20 years earlier [235], attempted to lay down postulates concerning patterns of human migration, as understood from census data. The conclusions drawn, identifying a predominance of small distance movements, with larger movements to large population centres, anticipate the application of a gravity model of human migration (eg. [236]): a similar theme had earlier been considered by Monge on the subject of trade flows [237]. This model of migration in humans has been hugely influential, and both it and important alternatives (eg. [238], and recently [239]) are based on human migration being structured according to both distance and other landscape qualities. Although alternative descriptions based on simple random processes may capture aspects of modern human movements (the Lévy flights in [150]), models are usually based on a clear assumption that we can know more about human motility and migration than a random null hypothesis.

Quite the opposite approach has been taken in the study of non-human movement, with the starting point of the earliest models being the random walk [10, 240]. When the movement of individual animals over short time scales is the topic of study, directional correlations are often introduced (a correlated random walk, [241, 242]). Conversely, population genetic models and those of species invasions tend to focus on the effects of movement over a generational timescale. Short-term correlations in the direction of movement are no longer of interest, and often individual dispersal events are described only in terms of their effect on the population.

We have already discussed this representation in the context of species invasion models in Chapter 2. Various methods of representing the dispersal of many individuals can be used to model their population-level effects, from diffusion approximations [11, 85, 86] to integro-difference equations [243] to systems that fully or partially represent the stochasticity of random walks (eg. [95, 1]), each taking different assumptions.

The representation of migration in population genetics generally focusses on the idea of a population, and in particular one in which mating is random. As such, spatial representation tends to focus on a network of connected subpopulations rather than continuous occupation in space. Exceptions certainly exist - R. A. Fisher’s wave of advance model was originally conceived in the context of the selective spread of a favoured allele [11], while J. B. S. Haldane’s ideas about genetic clines [244] have proven highly influential in evolutionary ecology. Nevertheless, the earliest migration models [245, 13] focussed on the role of migration between partially isolated patches of occupation, and especially on the potential of migration to disrupt local adaptation [246]. Several approaches to connecting these patches have been suggested - from a single island linked to a much larger mainland [245] to a series of connected islands [13] or subpopulations, potentially with different environmental conditions [247, 248], to neighbouring populations interacting only as ‘stepping stones’ on a 1D or 2D lattice [249]. Indeed, the
last of these is essentially a spatially discrete variant of some of the models of dispersal mentioned above, with a nearest-neighbour dispersal kernel. The essential assumptions behind many of these models is, again, that migration proceeds at a constant average rate between locations, with correlation in movement between individuals or over time ignored.

3.2.5 Human versus animal migration and the random walk

Before briefly discussing the representation of movement biases, such as those created by market forces, it is interesting to note the radically different starting points taken when modelling animal and human movement. In the case of humans, work began on the basis of detailed, though limited [235], datasets in the form of census surveys. This, combined with privileged insight into the motivations for human migration, meant that attention was focussed on the role of environment and agency in movements, contrasting sharply with the pioneering random walk models used to describe insect movement [10]. More recent work has identified Lévy flights (e.g. [150, 250, 251]; also see Chapter 2), as capturing elements of human movement. Although the distribution of movements may be well fitted by a power law, however, this is usually recognised as an emergent property based on the distribution of e.g. cities [250] and, perhaps, spatial properties of social networks [252].

The situation is reversed for species invasion and population genetic models, where a simple random walk has, historically, been the basic microscopic system from which models are then derived. This approach has yielded important theoretical results, some of which have been validated by data, and is widely used when modelling animal movement. Nevertheless, there is a recognition that both dispersal (e.g. Part 1 of [253]) and everyday movement [254] of animals are highly non-random. By this, I mean that the direction of travel and locations visited are determined by phenomena such as resource availability, habitat preferences, and community interactions. The first of these (though explicitly not the latter two) forms the basis of the classic theory of the ideal free distribution (IFD, [255]), which I will introduce later. Understanding all the contributing factors to the non-random component of animal movement is part of the newly-described discipline of movement ecology [254], which, prompted by technological advances such as GPS, aims to obtain an integrated understanding of the motivation, capability and stimuli involved in determining movement patterns.

Given that animal movement is extremely complex, the apparent consistency between theoretical results derived from simple models and some real world observations is interesting. An example is the constant rate of population spread predicted by many models of species invasion. There are multiple explanations for this pattern. For example, if movement direction biases tend to act on short scales of time and distance, then over larger scales they may still be well-approximated by models based on random walks.
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From the other perspective, a single modelling result may be generated by quite a broad range of model specifications (e.g. [77]). Both these points are examples of equifinality - a single end state being reached through multiple processes, or system trajectories, or initial conditions. The former can be described as equifinality in the target system, while the latter is equifinality of the model. These are related, but different, in that the model is only a representation of the system. Practically, the situation leads to two difficulties. Firstly, there is a danger of over-interpreting the parameterisation of a model. Successfully describing the rate spread of an invasive species using a given diffusion constant says nothing about the diffusivity of individuals. Secondly, the model may break down in unpredictable ways as more complex questions are asked. The impact of long-range dispersal or Allee effects on species invasion models offers an example.

3.2.6 Representing movement biases in models

How one constructs of a model representing complex movement patterns depends on the time-scale of interest. For example, in species invasion models a single, direction-symmetric (isotropic) dispersal kernel applying to all individuals might be applied quite successfully to a population-level description of movement (as in integro-difference equations) even if individuals vary in their dispersal capabilities - when capability is not age-structured or heritable. The details of the target system are important here. I now offer some examples of how movement that is poorly represented by an isotropic random walk with homogenous individuals has been represented.

Remaining with species invasion models, the simplest approach has been to incorporate directional-asymmetry. When a diffusion equation is used to describe the spread of a population, an advection term may be introduced [256]. The equivalent in models that represent dispersal tendencies through a statistical distribution would be an anisotropic dispersal kernel (e.g. [257]). Such approaches are used to describe riverine dispersal (as in [257]), dispersal according to coastal currents (e.g. [258]), and the impact of wind direction on spore dispersal (e.g. [259]). Models have also been modified to incorporate structured dispersal, whereby the dispersal kernel of a population depends on the features such as the age of individuals from which it is composed [79].

In population genetic models, migration is usually represented as a single parameter describing the rate of gene flow between subpopulations. This, in turn, is determined by the movement of individuals. As we might expect, the focus is on heritable variation in migration, and, often, the evolution of migration rates under different circumstances. The simplest approach is to describe migration using multiple parameters, such that the rate of migration is different for different subsections of the population, depending on allelic state. An early (1973) example is the 2-subpopulation model of Balkau and Feldman [260], who mathematically investigated the fate of a migration-modifying mutation linked to a genetic variant favoured in one patch but negatively selected in
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the other. Unsurprisingly, they found that the mutation would rise in frequency if it reduced migration rate only. Work from the same period used simulations to explore more complex situations, including density-dependent migration between environmentally heterogeneous patches, with migration tendency represented either as a Mendelian or complex trait [261]. Models in which migration rate depends both on the direction and on allelic state have also been considered, as by Bull et al [262]. The evolutionary implications of heritable variation in migration rate is of relevance to our results, and this study, supporting the earlier work of Hastings [263], found that selection tends to act against migration when the environment varies over space. Other factors can promote migration, such as kin competition [264] or an environment that is both temporally and spatially variable [261].

The representation of genetically heritable migration tendencies is similar, and sometimes the same, as that of multiple species with different tendencies (e.g. [265, 266, 267]). However, there is often a more explicit recognition of the varied pressures on movement decisions. The IFD offers a classic example, deriving a simple mathematical result from a simple model of animal behaviour. Under certain conditions - animals are equal competitors for limited resources that do not change in quality over time, have complete information about resource quality, and move without costs and independently of other animals - this model suggests that the distribution of animals will tend to minimize resource competition [255, 268]. Once animals are distributed in such a manner, migration can only reduce the reproductive success of an individual and hence, under the stated assumptions, will evolve toward zero [263, 265]. McPeek and Holt, in a detailed simulation study, found that this is no longer guaranteed when unbalanced migration (in which migration rate depends on direction) is possible [269]. When locations have equal carrying capacity, unbalanced migration is selectively excluded, a result recreated in my own work. However, when several species with different directional biases exist, these can reach an equilibrium at frequencies depending on the details of these biases.

More complex models of animal movement that represent different aspects of the decision to move have also been considered. Payoff-biased migration has been explored in the context of social interactions described using game theory [270]. While this is similar in principle to the movement toward optimal resource availability in the IFD assumptions, the payoff in a location is now determined by the game strategies of its resident population. Other game-theoretic models have explored the complex effects of migration distance being heritable and movements occurring when individuals are confronted with adverse conditions in interactions with a dynamic social network (e.g. [271]). Even relatively simple modifications to random movement can lead to biological aggregations, such as density dependent movement speed, turning rate, or direction biases, and have been described using advection-reaction equations (for a mathematical review see [272]).
The population genetic and ecological models above suggest that incorporating migration biases into models of movement is not a recent innovation (e.g. [256, 260]). However, there has been increasing emphasis on the evolutionary importance of non-random or complex movement patterns [254], both in natural populations and models (e.g. reviewed in [273]). For example, biased migration and the selective forces acting specifically on migrants are considered important factors in maintaining local adaptation [274] and promoting long-range correlations between genetic variation and environment [275]. Modelling forms parts of this resurgence, with a model that our simulations extend [267] offering an example. There are increasing hints from modelling work that biased migration may play an important role in diverse population systems (e.g. [266, 276]).

I now present a draft manuscript in which I model the impact of animal trading on spatial patterns of breed variation. For details on contributions of myself and co-authors to the manuscript, see the Acknowledgements at the start of this thesis.
3.3 On the counter-evolutionary effects of market mediated gene flow (*Unpublished manuscript*)

G. S. Jacobs, G. A. Kaiping and T. J. Sluckin

3.3.1 Abstract

Human decisions have significant influence on the evolutionary trajectories of many other species. This influence is particularly strong in the case of domestic animals and cultivated plants. Here humans directly control both breeding opportunities and the environment to which individuals are exposed. More significant in an evolutionary context may be the fact that, through trade-related changes in ownership of domestic species, humans also influence their migration patterns. Here, we modify a simple two-allele, two-patch population genetic model to reflect aspects of local animal markets. We consider the implications of different wealth distributions in the two patches, and draw on auction theory to derive either static or dynamic migration parameters from the market process. When animal movements are unbiased by market forces, the evolution of the system state is strongly determined by selection on reproduction. Introducing biases to movement through our model of trade can break this expected behaviour, such that a negatively selected animal type is able to reach local or global fixation. This effect is prevalent in a range of models we explore, and in some cases has a greater effect on the equilibrium behaviour of the richer of the two patches. The general indication is that wealth inequality is likely to impact the distribution of species, breeds and genes in interesting and sometimes surprising ways. This may be relevant when designing development interventions involving imported animals or their germplasm, and also in our understanding of the evolution of breed distributions and transitions to livestock-owning subsistence strategies. More broadly, migration biases may play an important evolutionary role in contexts that do not involve human intervention.

**Keywords**: Market genetics, animal trade, animal market, asymmetric migration
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3.3.2 Introduction

The impact of human action on the movement patterns of other species is substantial. Much of this is through unintended consequences - the road that divides a habitat [277], the fishing that distorts local ecologies [278], the hitch-hiking of invasive species on our logistic networks [74]. But running parallel to these accidental effects is the deliberate transport of animals and plants, often through trade. Domestic species, and livestock in particular, are a primary focus, and the impact of large scale trade in germplasm from highly selected lineages can be seen in the predominance of certain breeds, and the substantial reduction in genetic diversity among these [193]. The exchange of animal genetic material is not new, however, and traditional live animal markets remain a common feature through much of the world.

The commercial network dictating animal movements has a significant role in the spread of infectious disease [279, 280, 281] and genetic variation [190, 188]. The structure of connectivity in the network of livestock movements has been used to assess the threat from epidemics, clarify the role of animal movements in these, and understand the impact of potential interventions [281, 282, 283, 284, 285, 286, 287]. Similarly, when reproductive animals or their germplasm are traded, gene flow occurs through the market network. An understanding of this process clarifies the natural backdrop of domesticate genetic variation, but may also have important implications for development interventions that re-distribute animals or provide artificial insemination services. These are run by a wide range of governmental and charitable organisations [288, 289, 290, 291, 292], and, in addition to improving the livelihoods of farmers, often explicitly aim to increase the productivity of indigenous breeds. The spread of domestic animal populations, and of genetic material within these, is thus of considerable interest.

The movement of organisms has long been recognised as a critical dimension of ecological (e.g. [10]) and genetic [13] systems, and is often studied through computational or mathematical models. Although the factors impacting individual dispersal may be complex, and in some cases difficult to infer, it is common practice to characterise the average behaviour of many individuals and thereby make assessments of the population-level impact of migration patterns. Given this, we might suggest that the mechanism of movement is irrelevant, and that markets can be represented by a suitable footnote to a classic diffusion equation [11] or a bi-directional graph of populations linked by constant migration terms [293]. The problem is that human choice plays a significant role - the flow of animals is driven by economic factors, which are, in turn, impacted by consumer trends [294] and production technology [295, 296], as well as by climatic events [297, 298] or social phenomena such as conflict [299] at a more local scale. Furthermore, the animals selected for trade are an unstable subset of the population as a whole, determined by regional and personal preferences [300, 301].
Economic models, such as work on supply chains [302] or trade networks [303], can guide our understanding of the flow of goods through a system given different economic conditions. However, when trade is in reproductive animals rather than animal products, the flow of goods does not always fall into a natural channel from manufacturer to consumer, often an assumption of these models (though see, for example, [304]). More fundamentally, animals are heterogeneous goods that reproduce in a density-dependent manner, with heritable variation that allows for natural and artificial selection. The ‘population of goods’ is not a natural focus in economics. Nevertheless, it is clear that many concepts from microeconomic theory are of relevance to the description of the livestock trade, and auction theory plays a significant role in the work we present in this paper.

So far, we have emphasised the complexity of the livestock market. This is not to say that all these features must exist in a representation of domestic animal movement patterns, and judging the thorny trade-off between model complexity, interoperability and realism is complicated and situation-dependent. However, asymmetric, dynamic migration of animals based on economic characteristics may be the rule rather than the exception. In this paper, we explore the role of markets in creating such conditions, describing how asymmetric non-constant gene flow can be derived from a simple representation of animal trade.

We investigate the evolutionary implications of trade using a classic two-patch, two-allele model from population genetics [247, 267]. This offers the simplest possible population topology and representation of animal types. Even here, market-mediated gene flow leads to equilibria that contrast dramatically with those expected from symmetric-migration models, with some parameterisations leading to the fixation of a breed type with globally inferior reproductive capacity. We conclude by discussing the relevance of this model, and in particular the critical parameters in it, in the context of the Indian cattle market, and consider evidence for our model dynamics among agro-pasotral communities.

### 3.3.2.1 The static and dynamic market filters

Central to this work is the question of how economic choices and constraints modify the movement of animals between herds. We can suggest multiple forces at work - environmental conditions distorting local supply and demand, differences in access to markets and transaction costs, legislative effects controlling which animals may be exchanged, locally specific preferences for animal breeds, and wealth inequality between herders are some examples. In an idealisation in which animals are taken to markets and then traded, such that human decision at the market determines the exchange of animals between herds, these features combine to serve as a ‘filter’ on migration.
When the impact of these human choices on migration are independent of the composition of the market in terms of animals, buyers and sellers, we describe the filter as static. Conversely, a more realistic representation of the market allows purchasing decisions to depend on the animals available and on competition. This means that the market-induced filter on migration is conditional on the market composition, and the filter is dynamic. With regard to modelling, in both cases biases caused by markets mean that animal movement can no longer be captured by a single, constant migration parameter that applies to all animal breeds and is equal in all directions. Instead, migration can incorporate breed-specific biases in the direction of movement. The static filter implies that the various migration parameters remain constant, while the dynamic filter implies that these parameters are updated as the system state changes.

The correct description of the market filter, which allows us to derive appropriate migration rates, is a critical step in the development of our model.

### 3.3.3 Methods

In this work, we explore the role of the market as a migration filter in determining the equilibrium occupation of two breed types in a two-patch model. Our system incorporates wealth inequality between the inhabitants of the two patches and differences in their breed preferences, as well as patch- and breed-specific reproductive capacity among animals. The two animal types are presented here as reproductively isolated breeds, but can equally be considered different animal species, or carriers of different alleles at a bi-allelic locus subject to selection and market-choice. We first describe a deterministic system of recurrence equations that represent this model, before finding equilibria and exploring dynamics numerically.

#### 3.3.3.1 Model design

Our model is based on that of Bolnick and Otto [267], who extended the classic Levene model of migration between subpopulations [247] to include direction-dependent and genotype-dependent dispersal and explored special cases of that system. This model is general enough to represent the market as a static filter on migration, and, as our model builds on theirs, we give an overview of their model now.

The model consists of two habitat patches, here Patch 0 and Patch 1, with carrying capacities $K_0$ and $K_1$. These are fully occupied by two animal breeds, Breed A and Breed B. The system is updated according to a deterministic update rule. This consists of recurrence equations that, given the proportion $\kappa_i(t)$ of Breed $\kappa$ animals in Patch $i$ at time $t$, yield the new proportion $\kappa_i(t + 1)$ at time $t + 1$. The process involves calculating
three quantities - the proportion after migration, $\kappa_m^\kappa(t)$, selection, $\kappa_s^\kappa(t)$, and regulation $\kappa_r^\kappa(t)$. The census of breed occupation in each patch occurs after population regulation, so $\kappa_i(t + 1) = \kappa_r^\kappa_i(t)$. Breed- and patch-dependent migration is first applied,

$$A_m^\kappa_i(t) = \frac{\sum_{j \in \{0,1\} \in A,B} K_j \pi_{ji}^\kappa (1 - c_{ji}) A_j(t)}{\sum_{\kappa \in A,B} \sum_{j \in \{0,1\}} K_j \pi_{ji}^\kappa (1 - c_{ji}) \kappa_j(t)}.$$  \hspace{1cm} (3.1)

where $\pi_{ji}^\kappa$ is the migration rate of Breed $\kappa$ from Patch $j$ to Patch $i$ and $c_{ji}$ is the mortality associated with any migration from Patch $j$ to Patch $i$. Selection then occurs,

$$A_s^\kappa_i(t) = \frac{s^\kappa_i A_m^\kappa_i(t)}{\sum_{\kappa \in A,B} s^\kappa_i \kappa_m^\kappa_i(t)},$$  \hspace{1cm} (3.2)

where $s^\kappa_i$ represents the fitness of Breed $\kappa$ in Patch $i$. Finally, population regulation is applied, which is the last update step,

$$A_i(t + 1) = A_r^\kappa_i(t) = \frac{K_i A_s^\kappa_i(t)}{K_i \sum_{\kappa \in A,B} \kappa_s^\kappa(t)}.$$  \hspace{1cm} (3.3)

This form of population regulation is rapid, such that total occupation in each patch is set to the carrying capacity with no regard for the implied rate of population growth or mortality. Such a simplification allows us to ignore current population size and focus instead on the relative occupation of each breed in a patch. If we also assume that selection doesn’t change the total population size, population regulation could equivalently be applied following dispersal.

In this work, we focus on the role of migration in this system. Accepting that the actual population dynamics of livestock are likely to be more complex, we therefore take several assumptions. Regarding model parameterisation, we assume that the carrying capacities in the two patches are equal, $K_0 = K_1 = K$, and that mortality in the trading process is negligible, $c_{ij} = c_{ji} = 0$. We also assume that the selection stage represents the combined effects of natural selection due to environmental differences between the two patches and artificial selection due to local breeding control. Finally, as stated, population regulation is assumed to be rapid (though see Appendix 2, §3.3.7).

This model is sufficient to describe a static market filter, and we now discuss how such a filter might be inferred from the trading process.

### 3.3.3.2 The market algorithm

Our chosen update rules, Eqs. (3.1, 3.2, 3.3), do not explicitly represent wealth and the breed preferences of herders in each patch. Instead, we incorporate these important economic factors into our calculation of the four migration parameters, $\pi_{ij}^\kappa$. We
consider each patch to have a disposable wealth distribution, \( W(i) \), and adopt a convention whereby \( P(\xi_{W(0)} > \xi_{W(1)}) > 0.5 \), where \( \xi_{W(i)} \) is a random variable drawn from distribution \( W(i) \), representing the disposable wealth of a buyer from Patch 0. This convention means that buyers from Patch 0, on average, can outbid those from Patch 1.

Using local Indian cattle markets as our general guide, see §3.3.5, we consider a market to be a regular event occurring at a publicly known location. In real markets, livestock are brought to a market by their owners or professional animal traders from the surrounding area. Farmers and traders also attend in order to buy animals. Through the course of the market, trading takes place, which may occur through intermediaries who determine price in exchange for a sometimes complex commission system including payments by one or both trading parties. Animals that not sold return to their owners, and may be taken to other local markets. In the Indian cattle market, most animals that are traded are non-reproductive bullocks used for draught labour, but reproductive bulls and females are also sold; these are the animals that we are primarily interested in.

In our idealisation of this system, then, we identify three stages:

1. A set of animals are chosen and taken to the market by farmers from each village, and buyers also travel from each village
2. Animals are bought and sold.
3. Animals that are not sold return to their home village, while those that are sold return to the village of the buyer.

We are interested here in the role of wealth and preferences in distorting the outcome of the market, as described by these stages.

Human choice is involved at three stages - the choice of animals taken to market, the decision of buyers to attend market, and the trading process itself. Critical to our modelling of these choices is the idea of wealth as a route to avoiding undesirable decisions, such as selling a preferred animal, and promoting favoured outcomes, such successfully competing for a desired animal. For simplicity, we assume identical breed preferences for all herders in a patch, with \( \rho^\kappa_i \) indicating the preference for Breed \( \kappa \) in Patch \( i \). Given this, our simplest model of the market would suggest a bias in migration such that a wealthier district is subject to greater inward migration from its preferred breed and greater emigration of it’s less preferred breed. In the simplest representation of this, a static filter is created, in which the four constant migration parameters of Eq. (3.1) are sufficient to describe animal movements, Fig. 3.1.

**Deriving a static market filter**

Consider a situation in which Breed A is more reproductively successful in both patches,
and the order of purchase preference for herders from both patches is Breed A, then Breed B, then no cow at all, \( \rho_A^{0,1} > \rho_B^{0,1} > \rho_{A,B}^{0,1} \). Given that Patch 0 is wealthier, we expect a bias of movement of Breed A to Patch 0 and, correspondingly, a bias in movement of Breed B to Patch 1. The strength of this bias depends on the level of wealth inequality between the two patches. A logical static filter result would be a symmetric migration bias - and this is precisely the migration model investigated by Bolnick and Otto in the context of genotype dependent migration to favourable environments. The only difference between their model and the one proposed here is that Breed A is globally and equally selected for, \( s_A^i = s_A^j > s_B^i = s_B^j \), rather than biased migration acting to increase movement only toward selectively favourable environments as in [267]. This difference is nevertheless expected to cause very different system behaviour. Thus, we have a system of symmetrically distorted high and low migration rates,

\[
\begin{align*}
m_H &= \pi_{01}^B = \pi_{10}^A = \bar{m} + \frac{d_m}{2}, \\
m_L &= \pi_{01}^A = \pi_{10}^B = \bar{m} - \frac{d_m}{2}, \\
\bar{m} &= \frac{m_H + m_L}{2}, \\
d_m &= m_H - m_L \geq 0.
\end{align*}
\]

This offers our first example of a static filter, the symmetric Static Filter 1.

Static Filter 1 has the significant advantage of simply representing a plausible outcome of animal trading, with the wealth difference between the two patches scaled using \( d_m \). However, the disconnect between these equations and the detailed trading process obscure the conditions necessary for them to hold. We can clarify matters by considering the type of market algorithm required to create such a model. Assuming the carrying capacity is the same in both patches, \( K = K_0 = K_1 = K \), a possible scenario runs as follows:

**Figure 3.1:** A single migration step given a static filter, in which there are fixed breed-specific and direction-specific migration parameters, \( \pi_{ji}^k \), which are often unequal, describing animal movement patterns. Relative occupation of Breeds A and B is indicated by red and blue shading respectively, with the circles showing patch occupation before migration and the areas enclosed by dashed lines indicating post-migration occupation. Lighter shading is used to denote animals that move during the migration step. While the importance of patch-specific carrying capacities is emphasised in this figure, in our models \( K_0 = K_1 = K \).
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1. $2\bar{m}K$ random animals are bought to market by each population. Note that this
gives the constraints $\bar{m} \leq 0.5$, $|\delta_m| \leq 2$.

2. The globally preferred Breed A animals are sold first, with each individual sub-
mitting their bid as drawn from the disposable wealth distribution of their home
patch, $W(0)$ or $W(1)$. To obtain the correct migration behaviour for rich Patch
0, we solve

$$K \left( m_H A_1(t) - m_L A_0(t) \right) =
P(\xi W(0) > \xi W(1)) 2\bar{m}K \left( A_0(t) + A_1(t) \right) - 2\bar{m}KA_0(t),$$

yielding $P(\xi W(0) > \xi W(1)) = \frac{m_H}{2\bar{m}}$. The corresponding probability of a herder from
the poorer Patch 1 making the winning bid is $P(\xi W(0) < \xi W(1)) = \frac{m_L}{2\bar{m}}$.

3. Bidding now commences on the cheaper Breed B animals. As individuals from
rich Patch 0 are able to outbid those from Patch 1 for these too, adaptive bid-
ning behaviour is needed to maintain the symmetric filter described above. Two
examples of such bidding rules are:

(a) Total demand from Patch 0, here the number of animals that population seeks
to obtain, is set to $D_0 = K \left( \bar{m} + \frac{\delta m (A_1(t) - B_1(t))}{2} \right)$, and rich individuals
stop bidding when this demand is satisfied.

(b) There is a bias amongst rich Patch 0 buyers against bidding for worse quality
animals, such that while they win the same proportion of bids, the probability
of submitting a bid is $\frac{m_L}{m_H}$.

In the above cases, demand of the poor population must be sufficient for them to
obtain the remaining animals.

4. Animals are re-distributed according to winning bids and the system proceeds to
the selection phase.

In Step 3, adaptive bidding can also take the form of restrictions in the prices offered for
Breed B animals. Such behaviours may be consistent if they represent either perceived
differences in the utility gained from the two Breeds by Patch 0 herders, or delayed
bidding in an effort to obtain the preferred breed type in a future market event. However,
they are quite specific, and we merely note that bidding scenarios can be constructed
where the symmetric filter might approximate trading behaviour.

To further explore the range of behaviours supported by static filters, we suggest three
more models. The first is a simple alteration to the above symmetric filter, with a
reduced core migration rate for Breed A to represent an aversion to selling preferred
animals,
\[
\begin{align*}
\pi_{01}^A &= \frac{\bar{m}_A}{\bar{m}} (m_L) \\
\pi_{10}^A &= \frac{\bar{m}_A}{\bar{m}} (m_H) \\
\pi_{01}^B &= m_H, \\
\pi_{10}^B &= m_L,
\end{align*}
\] (3.6a-d)

where $\bar{m}_A$ is the average migration rate of Breed A and $\bar{m}_A < \bar{m}$. We term this hoarding behaviour Static Filter 2. The two other models we explore involve a market in which only one breed is subject to competitive bidding, with the other migrating randomly. In the case of Static Filter 3, which acts on Breed A only,
\[
\begin{align*}
\pi_{01}^A &= m_L \\
\pi_{10}^A &= m_H \\
\pi_{01}^B &= \pi_{10}^B = \bar{m}.
\end{align*}
\] (3.7a-c)

The converse, Static Filter 4, acts on Breed B only,
\[
\begin{align*}
\pi_{01}^A &= \pi_{10}^A = \bar{m} \\
\pi_{01}^B &= m_H \\
\pi_{10}^B &= m_L,
\end{align*}
\] (3.8a-c)

with wealth allowing Patch 0 individuals to avoid purchasing lower-quality Breed 1 animals. These two models are both simpler than the symmetric Static Filter 1, above, and, in that there is no need to invoke adaptive bidding behaviours, more widely applicable.

While the above models capture a wide range of possible migration distortions due to market effects, their mathematical simplicity comes at the cost of imposing potentially unrealistic constraints on bidding behaviour. Movement biases depend solely on the wealth difference between patches, with supply and demand not explicitly included in the model. A dynamic filter, in which the migration parameters are updated over time according to supply and demand, better reflects economic theory. In order to derive the relationship between migration parameters and the composition of the market, it is necessary to briefly explore the role of wealth in the bidding process.

**Wealth in auctions**

We have already noted that wealth offers flexibility to avoid forced animal sales and beat competitors in bidding for a desired breed. This latter point - that success in obtaining a finite, equally desired good is correlated with disposable wealth - is a preferable quality of auction mechanisms. This forms the basis of our dynamic market filter model. Specifically, we assume that, given a finite set of animals at the market and a
finite number of bidders with equal preferences but different entirely disposable incomes, the buyers are able to choose their animal in wealth order, until supply or demand are exhausted. We assume here that sellers only wish to maximise their animal sale value, and that the price offered is a premium to a universal minimum animal value such that any bid is better than none (or, equivalently, that sellers have no utility associated with keeping their animals). These assumptions can be used to derive a simple model of the movement of animals, and also to calculate the prices at which they are sold, see below and 3.3.6.

**Deriving a dynamic market filter**

A dynamic market filter is created when decisions regarding the trading of animals are conditional on the market composition, and, specifically, on the levels of supply and demand for each breed. Unlike the symmetric Static Filter 1, where supply is represented but demand is scales so as to maintain constant migration rates, we now propose a model in which demand is incorporated by including buyers as agents. This is both more realistic, and provides a clear scenario for which a corresponding dynamic market filter can be derived:

1. Each animal in each population is taken to market with probability $\bar{m}$

2. $b_0$ and $b_1$ buyers arrive at the market from Patch 0 and Patch 1 respectively, with disposable wealth drawn from wealth distributions $W(0)$ and $W(1)$.

3. Buyers are ordered in wealth from richest to poorest, and animals are ordered from most to least desirable. Within sets of animals of equal desirability, and within sets of buyers with each wealth, ordering is random, such that both sellers and buyers have equal preference for transactions with individuals from the home or neighbouring patch. Animals and buyers are matched such that wealthier buyers receive preferred animals. Animals are redistributed to new patches accordingly, with animals that are not bought returned to their home patch.

This is a stochastic algorithm that takes advantage of the role of wealth in auctions of multiple heterogenous goods as proposed above. An illustrated example of the outcome of this algorithm when $b_0 = b_1$, as in all subsequent modelling, and, by convention, $P(\xi_W(0) > \xi_W(1)) > 0.5$, is shown as Fig. 3.2.

There are several options to determine migration parameters from this algorithm. The most accurate approach is to simulate each auction stochastically. This raises some difficulties in capturing equilibrium behaviour, as it is necessary to perform many replicates and to make a subjective choice as to the definition of system equilibrium. An alternative is to propose deterministic approximations that capture the fundamental behaviour predicted by the algorithm. The aim would be to determine the number of successful
Figure 3.2: A single migration step given a dynamic filter following the auction algorithm described in the main text. As before, Breed A is indicated in red and Breed B in blue, and animals that move during a market stage are indicated by lighter shading. The market, consisting of animals that have not yet been assigned buyers, is indicated by the green rectangle, and Breed A is preferred in both patches, $\rho_{A0,1} > \rho_{B0,1}$. a) $m_P(\kappa|i)K_i$ animals move to the market, which consists of a total of $s_{A,B} = \bar{m}(K_0 + K_1)$ animals. b) Animals of Breed A are first sold according to the number of buyers and wealth distributions of the two patches, followed by Breed B animals. In this case, all buyers from Patch 0 obtain the preferred Breed A animals, with unsold Breed A animals assigned to Patch 1 buyers. Remaining Patch 1 buyers are assigned Breed B animals. As there is sufficient supply to satisfy all buyers, $s_{A,B} = 2b$, $b$ animals are bought by each patch. In all cases, buyers show no preference for either local or non-local animals, such that the origin of each animal has no impact on its assignment to a buyer. c) Any animals that remain unsold due to excess supply are returned to their home site. Dashed lines indicate final occupants of each patch.

bids being made by wealthier Patch 0 buyers given $b_0$ and $b_1$, the number of animals present in the market, and the wealth distributions $W(0)$ and $W(1)$. This would have the substantial advantage of facilitating mathematical analysis of auction behaviour. However, the cost is accuracy, and in this work we are primarily in obtaining an unbiased and detailed exploration system behaviour. We therefore take an intermediate approach, offering further comments on the problem in Appendix 1, §3.3.6. We note in passing that the problem involves finding the size of ordered sets of order statistics, and that a more robust approach is suggested by recent work in the statistical literature [305].

Simulating auction behaviour

Instead of stochastic simulation of the auction at every migration update step, we chose to determine the average outcome of each relevant auction in advance of our main system modelling (as described by the update Eqs. (3.1 - 3.3)). We simulated bidding order behaviour for 50,000 auctions in which equal numbers of buyers from each patch, $b = b_0 = b_1$, submitted a bid drawn from the wealth distributions $W(0)$ and $W(1)$, calculating for each replicate the average number of bids from Patch 0 above the $n$th highest bid, $\omega_0^{n,b}$. This can be used to retrieve $y_i^\kappa$, the absolute number of Breed $\kappa$ animals won at the auction by Patch $i$ buyers. For example, if there are $b$ buyers and $n$ Breed A animals at the market, and Patch 0 buyers prefer to obtain Breed A, then...
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\[ y_0^A = \omega^{n,b}_0 \] if \( b > n \) and \( y_0^A = b \) if \( b \leq n \). An important methodological point is that in taking the average number of successful bids for the finite good, we allow the trade of non-integer numbers of animals. Our value choice of \( K \) (which determines overall supply at the market) and \( b \), then, are somewhat arbitrary, with their relative values being more important than their absolute values.

In our Dynamic Filter 1, selection is for Breed A in both patches and all buyers have preferences \( \rho^A_0 > \rho^B_0 > \rho^{AB}_0 \). Assuming, by convention, that \( P(\xi_{W(0)} > \xi_{W(1)}) > 0.5 \), animals here move according to

\[
y_0^{A,B} = \min \left( \frac{2\bar{m}K}{2\bar{m}K}, b \right), \tag{3.9a}
\]
\[
y_0^A = \min \left( \frac{\bar{m}K(A_0(t) + A_1(t))}{\bar{m}K(A_0(t) + A_1(t))}, b \right), \tag{3.9b}
\]
\[
y_0^B = y_0^{A,B} - y_0^A, \tag{3.9c}
\]
\[
y_1^{A,B} = \min \left( 2\bar{m}K - y_0^{A,B}, b \right), \tag{3.9d}
\]
\[
y_1^A = \min \left( \bar{m}K(A_0(t) + A_1(t)) - y_0^A, b \right), \tag{3.9e}
\]
\[
y_1^B = y_1^{A,B} - y_1^A. \tag{3.9f}
\]

To obtain the correct system of equations for each auction step, the number of relevant animals must be substituted into the \( \omega^{n,b}_0 \) terms. Note that we do not include unsold animals in these equations, but that, as detailed below, we do not need this information to calculate migration rates. We also explore a second example, Dynamic Filter 2, in which selection favours Breed A in Patch 0 and Breed B in Patch 1. Breed preferences are now \( \rho^A_0 > \rho^B_0 > \rho^{AB}_0 \) and \( \rho^B_1 > \rho^A_1 > \rho^{AB}_1 \). In this case, animal movements are described by

\[
y_0^{A,B} = \min \left( \frac{2\bar{m}K}{2\bar{m}K}, b \right), \tag{3.10a}
\]
\[
y_0^A = \min \left( \bar{m}K(A_0(t) + A_1(t)), y_0^{A,B} \right), \tag{3.10b}
\]
\[
y_0^B = \min \left( y_0^{A,B} - y_0^A, \bar{m}K(B_0(t) + B_1(t)) - y_0^B \right) \tag{3.10c}
\]
\[
y_1^{A,B} = \min \left( 2\bar{m}K - y_0^{A,B}, b \right), \tag{3.10d}
\]
\[
y_1^B = \min \left( \bar{m}K(B_0(t) + B_1(t)), y_1^{A,B} \right), \tag{3.10e}
\]
\[
y_1^A = \min \left( y_1^{A,B} - y_1^B, \bar{m}K(A_0(t) + A_1(t)) - y_0^A \right). \tag{3.10f}
\]

The next step is to determine migration parameters, \( \pi_{ij}^c \), from the absolute number of animals moving. The correct normalisation for migrating animals takes into account the
proportion of Breed \( \kappa \) animals originating at the source patch \( i \) rather than locally, and the total breed occupation in Patch \( i \). When \( i \neq j \),

\[
\pi_{ij}^\kappa = \left( \frac{\bar{m}_{\kappa_i}(t)K}{\bar{m}_{\kappa_i}(t)K + \bar{m}_{\kappa_j}(t)K} \right) \frac{y_j^\kappa}{y_i^\kappa} / \kappa_i(t)K \\
= \frac{y_j^\kappa}{K(\kappa_i(t) + \kappa_j(t))}. 
\]  

(3.11)

To obtain the proportion of stationary animals, we simply solve \( \pi_{ii}^\kappa = 1 - \pi_{ij}^\kappa \). Substituting migration parameters from Eq. (3.11) into the deterministic model described by the update Eqs. (3.1-3.3) yields very similar results to a stochastic model in which selection and population regulation are applied according to Eqs. (3.2 3.3) but the market algorithm described above is simulated stochastically (Fig. 3.10).

### 3.3.3.3 Simulation modelling

We have now defined four static migration filters designed to provide a coarse representation of plausible market-induced migration biases, and also two dynamic filters that capture a more realistic market algorithm. In each case, we have been able to suggest the migration parameters, \( \pi_{ij}^\kappa \), needed to appropriately modify the genotype-dependent migration model described by Bolnick and Otto [267]. Our simulation work involved investigating the impact of markets in biasing animal movement patterns by iterating the update rules of this deterministic model, Eqs. (3.1, 3.2, 3.3), to obtain the static distribution of breed occupation at each patch. In the main text of the paper we explore symmetric initial conditions \( \kappa_i(0) = 0.5 \), with a wider range of initial conditions presented in Appendix 4 (§3.3.9 results are qualitatively unchanged). Each simulation consisted of 500 iterations, although far fewer generations were usually needed to approximate the static state across most of the parameter spaces explored.

We focus on the role of core migration rate, \( \bar{m} \), market-induced migration bias (\( \delta_m \) in the static filter models, \( \Delta W \) and \( b \) for the dynamic filter models), and selection strength, \( s \), in determining the equilibrium breed occupation in the two patches, and retrieve phase-space diagrams based on these parameters (Figs. 3.3, 3.4, 3.6 and 3.7).

To further explore the behaviour of these market filters, we plot the temporal evolution of breed occupation in the two patches and patterns of trading between them, Figs. 3.5 and 3.8. This highlights the importance of migration in causing unequal patch occupation, and hence influencing the local effect of population regulation. We therefore assess the way in which local birth and death rates are influenced by migration at system equilibrium, Fig. 3.9. As overly large death or birth rates may be implausible in real systems, this gives an indication of the plausibility of results under different model
parametrisations. We explore alternative implementations of population regulation and sensitivity to initial conditions in Appendices 2 and 4.

### 3.3.4 Results

We present our results for the static market filters, followed by those for dynamic market filters. In each case, we find notable deviations from system behaviour expected under unbiased migration.

#### 3.3.4.1 Static Market Filters

We first assessed the implications of a static migration bias on a model in which selection favours Breed A in both patches, $s_{0,1}^A = 1$ and $s_{0,1}^B = 1 - s$, $0 < s \leq 1$. In the absence of migration, or when migration is not biased, a stable equilibrium in which Breed A is fixed is expected. As shown in Figure 3.3, applying a market model using Static Filter 1 can break this behaviour. A highly unexpected pattern emerges whereby moderately strong migration bias can lead Breed B to reach high equilibrium frequency in ‘poorer’ Patch 1, while Breed A may not reach fixation in ‘richer’ Patch 0. The normal and expected course of evolution can be disrupted by this form of migration bias.

![Figure 3.3: Equilibrium occupation given Static Filter 1 when selection is against Breed B in both patches. Each pair of plots shows Breed A occupation in Patch 0, $A_0(t)$, and Patch 1, $A_1(t)$, on the left and right respectively. A 40x40 evenly spaced grid of selection and migration bias parameter values was sampled using 500 iterations of update rules Eqs. (3.1, 3.2, 3.3), with migration parameters according to Eq. (3.4). Equilibrium behaviour when migration is unbiased corresponds to $\delta_m = 0$.](image)

As discussed above, Static Filter 1 is a highly specific representation of the market. We compare our results for this model when $\bar{m} = 0.1$ to Static Filters 2, 3 and 4 in Figure 3.4. In three of the four Static Filter variants, similar anomalous behaviour is apparent. Static Filter 2 reduces the strength of the migration bias affecting Breed A, and reduces the size of the area of parameter space in which negatively selected Breed B fixes. Placing a migration bias on Breed A only, Static Filter 3, can cause Breed A to reach a lower equilibrium in ‘richer’ Patch 0, such that wealth differences promote a disadvantageous outcome for both patches. Static Filter 4 describes a situation in
which Breed A migrates in an unbiased way but movement of Breed B is biased, and leads Breed A to become fixed whenever $s > 0$; the equilibrium expected under unbiased migration is restored.

These results are initially surprising, but are anticipated by the modelling of Ngoc et al [266], who find that fast asymmetric migration in a Lotka-Volterra model, which is very similar to the system we investigate, can strongly impact model behaviour. Our observations can be further illuminated by observing the temporal evolution of patch occupation and migration behaviour, shown for Static Filters 1 and 3 in Figure 3.5. The rate and manner of approach to equilibrium depends on $\delta_m$. Focussing on patch occupation, long-time behaviour sees a roughly exponential approach to equilibrium. At short times, which for $s = 0.0625$ corresponds to $t \lesssim 10$, a transient trend away from the equilibrium is sometimes apparent, suggesting that the system dynamics are being determined by multiple opposing processes.

To understand the equilibrium distortions we observe, it is easiest to consider the case of $\delta_m = 2.0\bar{m}$, under which migration is solely one-directional for animals that are subject to the migration filter. Given Static Filter 1, this corresponds $\pi_{B01}^B = \pi_{A10}^A = 2\bar{m}$ and $\pi_{01}^A = \pi_{10}^B = 0$. As selection is against Breed B in both patches, Patch 0 must fix for
Breed A at least as fast as if it subject to selection but no migration (Fig. 3.5, top-left plot, solid line). Patch 1 will only fix as Breed A if the effect of selection overpowers that of outward migration, and indeed the regime shift occurs at \( s = 2\bar{m} \) (Fig. 3.3). When the average migration rate of Breed A is halved, Static Filter 2, the transition of equilibrium from \( A_0(\infty) = 1, A_1(\infty) = 0 \) to \( A_{0,1}(\infty) = 1 \) for \( \delta_m = 2.0\bar{m} \) is correspondingly shifted to \( s = \bar{m} \).

When \( \delta_m < 2\bar{m} \) and \( \bar{m} > 0 \), \( \pi_{10}^B > 0 \) and the equilibrium frequency of Breed A in Patch 0 must be less than 1 whenever Patch 1 contains any Breed B animals. In our Static Filter 1 model, the impact of this back-migration tends to be low. Scenarios in which migration forces Patch 1 to high Breed B frequency correspond to those in which \( \delta_m \) is large and \( \pi_{10}^B \) is therefore small. However, applying a directional migration bias to Breed A only, Static Filter 3, breaks this dynamic, Figs. 3.4, 3.5. Under such conditions, both patches may exhibit low-Breed A equilibria. Essentially, the effect of biased migration in suppressing selection in Patch 1 is sufficient to cause emigration into Patch 0 to be dominated by Breed B animals, which in turn can over-power selection in Patch 0. This narrative can be seen, for example, in Fig. 3.5 (Static Filter 3, \( \delta_m = 2 \), solid black line; also see Fig. 3.24), and is also relevant to our understanding of unusual behaviour in the dynamic migration models.
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We can gain further insight into this narrative and the role of biased migration in modifying patch occupation by considering market behaviour through time, shown in the lower plots of Fig. 3.5. In particular, this highlights the critical role of population regulation in allowing migration biases to change the global frequency of breeds. Net migration out of a patch leads to excess population growth for those animals that remain (and reduced growth for emigrants). The extent of market induced mortality - which is just the net movement of animals in a generation, and hence the imbalance in total patch occupation created by migration - gives an indication of how strong this effect is. Note that high-$\delta_m$, which often leads to lower Breed A occupation equilibria in these models, does not necessarily correspond to high market-induced mortality. A clear example is Static Filter 1 with $s = 0.0625$ and $\delta_m = 2.0\bar{m}$, which has equilibrium occupation $A_0(t) = 1$ and $A_1(t) = 0$, resulting, by Eq. (3.4), to no migration at all.

### 3.3.4.2 Dynamic Market Filters

We have argued that dynamic migration filters are better able to represent the market process. Interestingly, the dynamic filters that we explore also lead to strongly anomalous equilibrium behaviour as compared to expectations under unbiased migration. Indeed, the outcome for the wealthier Patch 0 is often be worse, with lower high-quality
Breed A occupation, than is seen given a static migration filter.

While we explore the systems using normally distributed wealth, we emphasise that the ordering of bids is the only important factor in retrieving migration parameters, such that identical results will arise using log-normal wealth distributions.

![Figure 3.6: Equilibrium Breed A occupation given Dynamic Filter 1, with \( s(0,1)^A = 1 \) and \( s(0,1)^B = 1 - s \). Three wealth differences are shown, with \( W(1) = N(0,1) \) and \( W(0) = N(\delta W,1) \), such that Patch 0 buyers are wealthiest in the right most column. The number of buyers coming to market from each patch also varies, with least buyers in the top row of plots and most in the bottom row. The red dotted line indicates the migration parameter at which supply equals demand \( 2b = 2\bar{m}K \), and the dashed line \( b = 2\bar{m}K \). As in Fig. 3.4, the green line indicates the \( s = 0.0625 \) regime explored in Fig. 3.8.](image)

When selection is against Breed B in both patches, and both patches contribute the same number of buyers, \( b \), with purchasing preferences \( \rho_{0.1}(A) > \rho_{0.1}(B) > \rho_{0.1}(AB) \), we have Dynamic Filter 1. Using Eqs. (3.9, 3.11), we explore the impact of core migration rate, selection, number of buyers and wealth difference in Figure 3.6. When supply exceeds demand, \( \bar{m}K > b \), both patches fix for Breed A. However, when demand is greater than supply the exact opposite can occur, with negatively-selected Breed B rising to high equilibrium frequency or fixation in both patches. This is behaviour constrasts starkly with models incorporating unbiased migration and supports our observations based on the static filters, Figs. 3.3 and 3.4 - specifically, that biased migration due to market effects may counteract artificial or natural selection pressures, and lead to evolutionarily anomalous outcomes.

When selection is for Breed A in Patch 0 and Breed B in Patch 1, we might naively expect market forces to promote the sorting of animals into their respectively favoured patches. In this case, preferences are \( \rho_{0}(A) > \rho_{0}(B) > \rho_{0}(AB) \) for Patch 0 and \( \rho_{1}(B) > \rho_{1}(A) > \rho_{1}(AB) \) for Patch 1, and we have Dynamic Filter 2. Following the theme of our previous results, Figure 3.7 shows that the opposite can occur. Again, when
supply exceeds demand, Breed A fixes in Patch 0 and Breed B fixed in Patch 1. When demand is greater than supply, we find that the richer Patch 0 often fixed for Breed B, which is locally negatively selected. This model provides an interesting example of wealth differences leading to a less positive outcome for the richer patch, but an optimum result for the poorer patch, a phenomenon that appears as soon as demand exceeds supply and is in evidence even for relatively low wealth inequality.

![Equilibrium occupation given Dynamic Filter 2](image)

**Figure 3.7:** Equilibrium occupation given Dynamic Filter 2, with $s_0^A = s_1^B = 1$ and $s_0^B = s_1^A = 1 - s$. See caption of Fig. 3.6 for details.
As before, these behaviours can be investigated by observing the time-evolution of the system state, Fig. 3.8. A pattern that is similar in spirit to that noted in our static filter models is apparent. Wealthy buyers from Patch 0 purchase the desirable Patch 1 Breed A animals, leading to or supporting the increasing Breed B frequency in Patch 1. As Breed A becomes rare in Patch 1, most animals that it contributes to the market are Breed B, and now wealthy buyers from Patch 0 purchase these, driving down the local frequency of the higher-quality and preferred Breed A animals.

Turning to the details of our auction algorithm, it is clear that a core reason for this is the strict ordering of breed preferences, whereby wealthy Patch 0 buyers always prefer to purchase a low-quality animal over no animal at all. Given the critical role of population regulation in allowing migration to distort global breed frequencies, this behaviour can be seen as a Tragedy of the Commons. Despite the increased pressure on limited local resources, and the correspondingly increased probability that personally owned animals will die, selfish buyers nevertheless seek to obtain any animal available, even if this will lower the quality of the local stock.
3.3.4.3 Market mortality and initial conditions

In all cases, model behaviour is not radically altered by using alternative initial conditions, Appendix 4 (§3.3.9), although some differences are apparent in the Dynamic Filter 1 model where selection is globally equal. We do not prove robustness to initial conditions in any of the models, though our numerical investigations suggest dependence cannot be large (excluding special cases such as the unstable fixation of negatively selected species).

We have argued above that market-induced mortality due to population regulation plays a critical role in model behaviour. To investigate this further, we determined the equilibrium death rate in Patch 0 due to migration given Static Filters 1 and 3, and each of the two dynamic filters, Fig. 3.9. The patterns observed for the dynamic filter models were indistinguishable, and we therefore show results for only Dynamic Filter 1. In the market models represented by the static filters, the combination of high levels of selection and large migration bias are associated with a high rate of migration-induced mortality. This suggests that such systems are not stable, with probable population extinction in Patch 1. However, mortality in the region of the parameter space showing most interesting equilibrium behaviour was not excessive, suggesting that the results we observe cannot be discounted on these grounds. In the dynamic market filter, market-induced mortality was largest when $\bar{m}N = b/2$ such that demand was exactly double supply. This is expected, as under such conditions richer Patch 0 has sufficient buyers to submit a bid against a poorer Patch 1 buyer on every animal, which in turn maximises the trade imbalance that leads to market induced mortality. Mortality is high, but not always extremely so, throughout the parameter space leading to most interesting system behaviour, see Figs. 3.6 and 3.7.

**Figure 3.9:** Extent of net trade imbalance at occupation equilibrium under various migration filters, which leads to market-induced mortality. For the static filter models, core migration rate $\bar{m} = 0.1$. For the dynamic filter model, number of buyers $b = 50$ and wealth difference $\delta W = 2$. In all cases, carrying capacity in each patch is $K = 100$. The trade imbalance is positive when more animals immigrate into Patch 0 than emigrate out of it.
The ultimate cause of this migration-associated mortality is our approach to population regulation. In a regulation step, the total population in each patch is merely normalised to 1. This implies a potentially very large birth or death rate, which in turn implies that markets are rare events. We re-implemented the Static Filter models to incorporate an alternative model of population regulation through the Beverton-Holt \[306\] equation, which allows population filling to differ from the carrying capacity \(K\) and can be used to include less dramatic density dependent growth or mortality,

\[
n_i(t + 1) = \frac{n_i(t)R_0K}{K + (R_0 - 1)n_i(t)}, \tag{3.12}
\]

where \(n_i(t)\) is the population size in Patch \(i\) at time \(t\) and \(R_0\) is the maximum growth rate. As our results did not qualitatively change, they are included in Appendix 2, §3.3.7. Briefly, we found that the region of the parameter space leading to equilibria unexpected under unbiased migration depends on the maximum growth rate, with low \(R_0\) reducing the size of this region. Furthermore, using Eq. (3.12) to relax the strict population size constraint applied in our standard model of population regulation, Eq. (3.3), lead to a considerable reduction in migration-induced mortality as well as an imbalance between population sizes, with the poorer patch containing fewer cows. We also simulated the Dynamic Filter 1 and Dynamic Filter 2 models with Beverton-Holt growth, confirming that the previously observed system behaviours can remain, depending again on the maximum growth rate \(R_0\).

### 3.3.5 Discussion

In the above work, we have shown a variety of possible system behaviours that might be caused by unconventional biases to migration rates. We have derived these migration rate biases from various representations of the market process. Some of these behaviours strongly contradict evolutionary expectations under unbiased migration. Our work does not show that such situations should arise in the real world, but does highlight the importance of properly considering migration biases, both whether these result from economic forces or other factors.

### Main Findings

We explored a system in which carrying capacity was equal in both patches and there was no migration-associated mortality. Our main findings for such systems can be summarised as follows:

1. When selection favours one animal type in both locations, migration biases can lead to the fixation of the inferior animal type in one (Fig. 3.3) or both (Fig.
3.6) locations. The evolution of the system involves the richer location buying many desirable animals from the poorer location, and then, potentially, buying undesirable animals from the poorer location as desirable ones become unavailable.

2. When selection favours different animal types in the two locations, market-induced migration biases as represented by Dynamic Filter 2 can lead to the fixation of the locally worse animal type in the richer location (Fig. 3.7). Economically, this is related to individually selfish behaviour, in which rich buyers prefer to purchase any animal rather than none, even if this leads to increased local mortality - a tragedy of the commons.

3. Despite the potential for the migration filters implemented to create these two system distortions, usually the majority of the parameter space explored yields expected results whereby the fitter breed type rises to high frequency in each patch, Figs. 3.4, 3.6, 3.7.

The fundamental implication is that migration biases can lead to system occupation equilibria that are very different or even opposite to those expected given unbiased migration, a result that echoes some previous work [266]. Furthermore, in our Dynamic Filter models even minor wealth differences may be able to drive a system in which animals are traded to a state that is universally undesired. To understand whether such scenarios might exist in the real world, it is useful to discuss aspects of actual animal markets. For this, we turn to the case of the Indian market for cattle.

The contemporary Indian market for cows
Wealth and goods in the rural Indian economy flow through a network consisting of tens of thousands of local markets - estimates range 21,000 to 47,000 [307, 308], and perhaps 70,000 [309]. The vast majority of these are haats, periodic markets held in larger villages that often occur weekly [307]. Animals may be traded at general rural markets, but the principle route is through specialist livestock markets. One report suggests that 1,300 of these were recorded in 11 states [198], though a count of 868 in Uttar Pradesh alone [199] may imply a somewhat larger total. Exchange through social contacts is also common [310]. The volume of livestock markets varies considerably, with reports suggesting some markets hosting thousands of transactions per day [199], although the largest cattle market in Maharashtra is thought to process 65-70,000 transactions a year [311]. A more standard range for local markets may be an annual total of 8 to 35 thousand [312].

The probability of cattle being bought or sold is substantially impacted by climatic conditions [313, 314]. Nevertheless, some estimates of annual market participation have been published or are easily inferred from studies - 10% [314], under 26.3% in ICRISAT data and 10.1% in REDS data (estimates are elevated due to double-counting sales
within villages) [310], perhaps 9% [315] (assuming 80% of arrivals are ultimately sold and the markets serve around 1.8 million cattle in Raipur District, [316]), 21% [312]. Trading often focuses on castrated males, although this depends on local agricultural practice (54.8% [312], 70% [315], 68.9% [313], 49% in ICRISAT data but 14% in REDS data [310]). Clearly transactions involving reproductive animals are of primary relevance to long-term population evolution, although as our work highlights crowding effects can also be important in population models.

The structure of a trade between farmers can follow one of several channels, and essentially involves four actors - buying and selling farmers, cattle traders, and brokers [315, 317, 318, 311, 319, 320]. Cattle are either brought to the market by the farmers themselves, or are bought by cattle traders who visit villages. Animals are then sold to a buyer at the livestock market, usually directly to the farmer but sometimes through cattle traders. Any transactions that occur at the market may be mediated by brokers, who negotiate a mutually acceptable price in exchange for commission [321]. Price negotiation may be through hidden bids using the hatta method, and as alternatives to brokers public bids by buyers or auctions may occur [318]. More middlemen and the involvement of brokers tends to increase the spread between buyer and seller price, and various market and transportation costs are incurred by parties who attend the market. The rate of successful sales to livestock arrivals varies (80% [318], 23.2% [313], 64-75% [322]), and animals that are not sold may be taken to subsequent market events or neighbouring markets [318].

This brief summary clearly demonstrates the complexity of the market system. Not only are multiple transaction channels used, but their popularity varies between markets (eg. compare [315] to [319]) and also within markets according to the type of animal being traded (eg. [320]). Different cattle types - bullocks and cross-bred milch cows, for example - may also travel different distances to market, again depending transaction channel [318].

Despite these complications, we can suggest that some parameters explored in our models are at least plausible. For example, the probability of a female cow going to market might indeed be around $\bar{m} = 0.1$ over a year, and the variation in supply and demand based on climate suggests that demand may, at times, exceed supply, as is important for anomalous behaviour given Dynamic Filters 1 and 2. Although not all animals are sold on a given market day, this does not preclude the possibility that farmers prefer to purchase worse quality animals over no animal at all, which is the effect of excess demand in our models and likely a driving factor of the evolutionary trajectories they describe. Roughly estimating the generation time of cattle at five years would suggest that our standard approach to population regulation, Eq. (3.3), implies relatively slow market events. However, applying the smoother Beverton-Holt population growth model does not break our fundamental results (see Appendix 2, §3.3.7). In conclusion, then, while we are well aware that more complex representations of the market, or of income, or
of animal choice will broaden our understanding of the dynamics we identify, a pattern of evolution in which the preferred and positively selected animal type does not reach fixation appears possible.

Limitations and extensions of our model

The subject of markets and gene flow is a rich one, and we feel that progress in clarifying the implications of trade in the distribution of genetic variation might be made in a number of directions. Before discussing these, we focus on the limitations and extensions of our specific model. By necessity, our initial investigation of gene flow in an economic context is a simplification. Behaviour of the implicit human agents in the model is rigid, with well-defined and stable preferences for purchasing different animals. In reality, individuals will have heterogeneous demands for animal types depending on their subsistence strategy and personal preferences. Furthermore, they are likely to learn from their experience with different animals, and an adaptive representation of the decision process would more accurately reflect human behaviour.

Perhaps the most dubious economic assumption we take is that supply and demand are exogenous and inflexible. Our model does not allow for more agents to become cattle producers when demand is high or for agents to leave the cattle trading business when demand is low. Nevertheless, becoming a livestock herder will usually involve entry costs, time, experience and, in some cases, may be an occupation that tends to be inherited. Furthermore, the markets we aim to describe are small-scale, with correspondingly limited supply of labour. As such, modelling the trading process as an idealised, flexible market is also questionable. It will ultimately be necessary to use data to quantitatively guide our models of animal movement as opposed to the qualitative discussion we offer.

A second economic assumption of our models is the vastly simplified representation of auctions, with disposable wealth perfectly correlated with the order in which individuals can choose their preferred animal to purchase. The true complexity of animal markets can be astounding, as hinted at in the example of Indian cattle markets, above. The simplest extension to our model would be to add stochastic noise to the auction process, such that the order of choice is no longer strictly according to wealth. However, more detailed representation of the interaction between the various market agents would be needed to assess what sort of stochasticity is appropriate and whether systematic biases to bidding order are likely.

Our final economic point relates to the role of animals in the subsistence of herders, and specifically the connection between disposable income and animal ownership. In our models, these are not linked. Although it depends on the assumptions used, we would usually expect models in which disposable wealth is an increasing function of herd size to promote to wealth condensation, increasing wealth inequality between and within
patches. While the distribution of cattle ownership has been suggested to approach a power-law among East African pastoralists ([323], cited in [324]), less extreme log-normal wealth distributions have been suggested for several agricultural societies (eg. [325]). Ultimately, distinguishing between such fat-tailed distributions in data requires care [119], but the important point is that wealth inequality can be substantial, with the probable implication that present resources promote the acquisition of future resources. We note that income is often approximated by a log-normal distribution [326], and if this is the case then the behaviour of our dynamic filter models (which rely on ordering of bids rather than absolute bids) over a given generation should hold. If the wealth distributions of patches diverge, we would expect the parameter space over which undesirable evolutionary outcomes emerge to become larger (eg. see Fig. 3.6).

There is a strong historic connection between livestock, investment and wealth - associations between the words for livestock and wealth are evident in many languages [202, 205, 206], but a particularly illustrative example here is the the shift in meaning in of the Sumerian word for ‘goat’, más’, which came to mean ‘tax’ or ‘rent’, and ultimately ‘interest’, in the late 3rd millenium BC [207]. A critical difference between these phenomena is ecological carrying capacity, and our results cannot be simply extrapolated to describe eg. trading of investments, which are most simply modelled as growing exponentially. As mentioned before, our results are, qualitatively, robust to the application of a more realistic Beverton-Holt model of population growth, see Appendix 2 (§3.3.7). Other representations, such as the swapping of animals between patches, avoid migration-induced mortality entirely, however, and do not display the anomalous behaviours identified in this study.

The final obvious limitation of our model is the use of two patches and two breeds. The network of potential animal movements is clearly far more complex than two isolated interacting villages or herds, and the implications of this should be explored. Alternative approaches could involve explicitly describing a possibly dynamic social network, as in several agent-based models of trade from the archaeology literature [324, 327], of through the use of observations of animal movements, as is often applied in livestock epidemiology models (egs. [285, 287, 281, 286, 284, 282]). Furthermore, the use of two animal types does not represent the range of domestic animals available to farmers. The spread of complex genetic traits - such as those related to milk and meat production - through economically linked populations is of particular practical interest, and exploring models that better describe such a system is an important future challenge.

Models and reality
A natural question arises as to whether there are concrete examples of human-induced migration biases among livestock leading to reversals in the selection-driven course of evolution, and, if so, whether these have been driven by trade. Alternatively, what data or situations might afford the identification of such a phenomenon? The challenge
is two-fold. Firstly, it is difficult to determine the expected distribution of species or breeds when migration is unbiased. Secondly, even if migration biases are observed or inferred, there is a complication in teasing out the impact of these biases as compared to other effects in what may be quite complex and dynamic systems.

Given these difficulties, progress is best made by returning to both the core structure of our models and the core narrative implied by their results. In terms of fundamental features of the systems we explore, the potential for breed and directional biases in migration patterns is critical, as is the possibility of migrating animals impacting herd structure through population regulation. High and relatively inflexible demand is also important when the market is represented by the dynamic migration filters we explore. The most interesting narratives involve two processes - biased emigration reducing the number of locally preferred animals among poorer herders, and high immigration of low-quality animals diluting high-quality local stock in wealthier sectors of society. If the distribution of animals more closely reflects our model systems close to equilibrium, then it may be difficult to observe such trades. Rather, we might expect either to encounter a situation whereby there is a deficiency of desirable animals among groups of herders where a desired exogenous supply is present but unaccessible, or a deficiency among all groups of an animal type that is desirable, locally viable and, when introduced, goes extinct.

The wide range of agro-pastoralist groups, following different marketing and livestock ownership strategies, make it difficult to draw general conclusions about local animal trading. Nevertheless, it is possible to make relevant observations. Among surveyed villages of Dagota pastoralists in Tanzania, households with fewer cattle sold proportionally more of them, though less in absolute terms, and at lower prices [328]. Sales were made to provide income for grain purchases, and it was considered possible that the quality of animals being sold from households with few animals was lower. Although this general pattern may support our model, in which desired animals flow to the wealthy and the poorer group are forced to make sales, more information on the reason for pricing patterns would be needed to draw unambiguous conclusions. Anecdotal reports from development interventions involving livestock distribution suggest that the poorest recipients have sometimes had to sell animals upon receipt [329].

Among Ethiopian smallholders, wealth, as well as recent livestock mortality, increased the probability of herders being net livestock buyers [330], while owners of larger herds were more likely to focus on sales [331, 330] and were also more likely to make at least one purchase [330]. Overall, market participation was lower for households with small herds [331, 330]. The impression here, then, is that wealth facilitates purchases, supporting one aspect of our model. Herders with more animals are also more integrated into the market system, and while they buy more animals - these being for reproductive purposes - they also sell more. The details of market behaviour appear complex - for example,
those with less land also tended to sell rather than buy animals, possibly reflecting differences in subsistence strategy within the sample. The pattern of owners with larger herds selling more animals was also observed among among Zambian farmers [332].

Overall, biases in the direction of animal transfers associated with wealth appear likely. In some cases, characteristic geographic movement patterns among different breeds through market systems have also been observed [313, 333], as well as local preferences in the breeds being bought by farmers for incorporation into herds [334, 335, 300], such that breed and directional migration biases can occur.

In our models, price variation between animal types is an implicit outcome of the auction process and a necessary driver of migration biases. Different species of livestock yield markedly different market prices, but price premiums associated with specific breeds are also commonly reported [318, 315, 336, 300, 334, 335, 337]. Such price information is potentially useful in giving a qualitative indication of local preferences and supply/demand dynamics. Price may be determined by a range of factors, but in the context of our model it is interesting to note examples in which a more expensive and/or preferred animal breed forms the minority of locally kept livestock (non-Zebu cattle breeds in [300]; West African Sheep [334]; preference for sheep or mixed herd composition among goat herders [338]). The situation in India is interesting, in that perhaps 80% of cattle are considered non-descript desi animals [339], but these animals fetch lower prices at market [318, 315, 336]. Such patterns do not confirm the presence of the dynamics seen in our models, but would be expected under some scenarios, and do indicate that poor farmers are unable to keep or breed their ideal animals. Cases of more common animals being highly valued also exist (eg. [335]).

The sale of livestock to obtain cash is a common strategy when faced with one-off bills or resource stress. As a result, drought can be a major factor in influencing commercial destocking [195], with response often correlated with household wealth [340, 341, 342]. In creating anomalous but predictable supply shocks, and the potential for a post-drought spike in demand associated with restocking, drought conditions offer an interesting view into animal movements given a market in a perturbed state. The impact of market systems in spatially redistributing animals sold due to drought or economic stress has been observed [313, 340, 333] and may be breed-specific. We are not aware of cases whereby trade-related movements have been directly linked to increased population pressure in neighbouring, non-drought districts; indeed, the nature of density-dependent population growth in some livestock producing systems is debated [343]. Nevertheless, the temporary re-location of migratory herds due to drought has been reported to cause high mortality in a region outside the drought zone [344].

The role of markets in rebuilding stock after drought varies. East African pastoralists have tended to rely more on reproduction in the surviving herd or on animal exchange through social contacts [345, 346], though purchases do play some role [298, 346]. In
agricultural communities, differences in engagement with the market during and after drought may be associated with wealth [347]. Animal prices often collapse during drought and increase during recovery (eg. [298]), suggesting a relatively weak supply of animals after drought events. This lack of supply coupled with a need to restock has lead to difficulty in obtaining the preferred Boran breed of cattle among Ethiopian pastoralists, leading to genetic dilution of local stock [348, 349], which is one pattern that can appear in our models. A more artificial case of excess demand leading to the import of low-quality non-local animals comes from a restocking intervention aimed at helping Eritrean refugees, which involved large purchases from traders who either couldn’t source animals locally or chose not to do so in order to maximise profits [350]. In further support of wealth-determined trade patterns, many of the refugee families had to sell a portion of their new herds to buy food.

The above examples provide evidence for a substantial role of the wealth and breed preferences of herders in influencing animal movement through trade. In some cases, stated animal or breed preferences and the animals owned do not match, suggesting that wealth is assortative in terms of herd composition. Furthermore, we have identified examples in which specific animal breeds move directionally through markets, and highlighted specific cases in which temporary excess demand has lead to the import of non-local animals and, in one case, breed dilution. Overall, it would appear likely that wealth is a factor in influencing the animals available to a herder on the market, and hence herd composition. However, direct evidence for the second narrative of our model - in which rich herders ultimately own a less-desirable animal type due to the low market supply that is, importantly, originally created by wealth differences - is not conclusive.

Data on the ability of livestock markets to satisfy breed and species demand for different wealth categories would help to clarify this. Our models suggest that situations in which demand for animals is high - such as after drought or conflict, or potentially during restocking or breed introduction programs - have greatest potential for increased competition for animals between groups, and hence a more substantial role of wealth differences in their movements. We note in passing that perhaps the most interesting animal migration of all - the early spread of different livestock species after their domestication - may provide an exceptional example of just such a high-demand scenario.

**Beyond markets**

We conclude by returning to the core attribute of our model - breed and directional biases in migration. More than anything, this study shows that such biases, especially when they are dynamic, can have profound and surprising impacts on model behaviour. Such perversion of the normal course of evolution, as dominated by the classic forces of natural selection and population growth, may be of considerable importance in the spatial distribution of species and genes. It is possible that these effects go far beyond human influence through trade, or human influence at all.
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3.3.6 Appendix 1: Auctions and bidding order

A central requirement when modelling the market as a Dynamic Filter was estimating the migration implications of competitive bidding for a limited number of animals. This involved making a simple approximation of what may be, in reality, quite a complex process. In our example of the Indian cattle market, various different methods of bidding, including secret and public bids, are used, and middlemen play a complex role in matching buyers and sellers (see references in main text, §3.3.5). Although we hope to explore this system in more detail in the future, the work presented here focusses on theoretical results. It is nevertheless useful to highlight some of the implicit assumptions made in our representation of auctions.

We first recall that our version of auction behaviour was based on the principle of ordering bidders according to wealth and then allowing them to choose which animal to buy in that order. This closely reflects desirable auction behaviour, in that sellers are implicitly receiving high bids for the best animals.

In the context of real auction behaviour in the Indian cattle market, we require that no stage of the bidding process - from observing cattle to commissioning middle-men - introduces a bias to who wins an animal, other than a sorting through wealth. Thus, we can imagine wealthier bidders getting more information on the auction such that they are able to choose from a greater subset of animals, or quirks of middle-men commissioning leading them to obtain their preferred breed type. However, we do not allow middlemen to favour specific contacts, or for sellers to give preferential treatment to buyers from their patch, or for information on animals to be biased according to local breed knowledge. The fact that aspects of the bidding process and animal qualities may be hidden is again assumed not to lead to wealth-independent directional biases. Any complexities of the auction process must be absorbed by the rate of migration to market, $\bar{m}$, or the wealth distributions, $W(0)$ and $W(1)$. For example, $W(0)$ and $W(1)$ could be re-interpreted as the marginal utility associated with wealth, or the extent of social capital available in obtaining preferred animals, or the acuity with which a group is able to correctly assess the quality of animals - although care would need to be taken regarding any additional assumptions doing so might introduce.
In addition to these limits on the details of matching buyers with sellers, we assume that the specifics of the auction method are not critically important to the outcome. The main point here is that prices are ignored, and that while bidding strategies might impact the amount paid for an animal, they do not disturb the wealth-ordering behaviour of the auction. While auction algorithms could be constructed to disrupt this core principle, we consider it to capture the essence of what auctions are trying to achieve.

The question of who wins which animal, then, is essentially one of order statistics given bidders from two different wealth distributions. For example, when preferences are $\rho^A_{0,1} > \rho^B_{0,1} > \rho^{A\Delta W}_{0,1}$, such that Breed A is most desirable in both patches, we want to determine how many of the top $mK(A_0(t) + A_1(t))$ bids, and of the top $2mK$ bids, fall to buyers from each population. This is used to calculate the migration terms, $\pi_{i,j}^b$, in Eq. (3.1), using Eq. (3.11). We explored several approaches:

1. Stochastic simulation of the bidding process at each event, such that $b$ random numbers were drawn from each wealth distribution, $W(0)$ and $W(1)$, and ordered then assigned animals appropriately.

2. Stochastic simulation of the average outcome of the bidding process. Here, the auction process was simulated as above 50,000 times, and the average ordering of bids recorded. We then deterministically use this average behaviour to determine $\omega_{0,b}^{n,b}$, i.e. the number of individuals from Patch 0, given $b$ buyers from each patch, to win the $n^{th}$ highest bid or above.

3. Using a deterministic approximation of the ordering behaviour given $b$ and the wealth distributions, as described below.

The results of the three methods for our model given Dynamic Filters 1 and 2 are shown in Fig 3.10. As the second approach - stochastic simulation of average auction behaviour only - demonstrated good accuracy while dramatically speeding up simulations and avoiding complications in assessing convergence to equilibrium, we followed this method in the main work.

Making a deterministic approximation of auction behaviour

To suggest possible deterministic approximations of bidding order behaviour when $b_0 = b_1 = b$, we first used stochastic simulations to visualise the ordering of bids from each patch (see Fig. 3.11, left). We focussed on wealth distributions $W(0) = N(\Delta W, 1)$ and $W(1) = N(0, 1)$, with $\Delta W \geq 0$, such that Patch 0 is at least as wealthy as Patch 1. Two limiting behaviours are implied. When $\Delta W = 0$ there is a relationship
Figure 3.10: Comparing equilibrium behaviour given a market represented by Dynamic Filters 1 and 2 using different approaches to calculating migration parameters, $\pi_{i,j}^*$, with $b = 50$ and $\delta W = 2$. The parameter space of selection coefficient, $s$, and migration rate, $\bar{m}$, was evenly sampled as a 40*40 grid in the ranges $[0, 0.5]$. In the left-most plots, stochastic auctions were simulated by explicitly drawing the wealth of $b$ buyers from each distribution $W(0)$ and $W(1)$, placing these in wealth order, and then distributing available animals at the market according to buyer preference in wealth order. For each parameter combination, we performed ten replicates of 500 generations and averaged model results. The middle column of plots show a semi-stochastic approach in which average auction behaviour was determined using 50,000 simulated stochastic auctions, stored, and then used to deterministically determine auction results. The right-most plots show system equilibrium when a piecewise linear approximation of auction behaviour, see Eq. (3.17) and Fig. 3.11, was applied. We chose to use the semi-stochastic approach in the body of this work.

\[
\omega_{n,b}^0 \approx -0.5(2b - n) + b = \frac{n}{2}. 
\]

This simply shows that each patch has an equal probability of being a buyer for any animal, and therefore that half of the bids over a given cut-off are from each patch. The second limiting behaviour occurs when the difference in wealth distributions between the two populations is so large that the top $b$ bids are all made by buyers from the richer Patch 0. This is represented by a piecewise linear relationship, with

\[
\omega_{n,b}^0 \approx \begin{cases} 
    b & \text{when } n > b, \\
    n & \text{when } n < b.
\end{cases} 
\]

We found the equation

\[
\omega_{n,b}^0 \approx \alpha \frac{n}{2} + \beta
\]
to interpolate between these regimes, with \( \alpha = [1, 1 + \delta W] \) and \( \beta = [\delta W(b - \frac{n}{2}), 0] \) under conditions \( n > b, n < b \). \( \delta W \) is a measure of the wealth difference between the two normal wealth distributions, and corresponds to the probability that a random buyer from the richer Patch 0 will make a higher bid than a buyer from the poorer Patch 1, minus the converse. We obtain this from the difference distribution of the two normal distributions \( N(\mu(0), \theta(0)) \) and \( N(\mu(1), \theta(1)) \), which gives \( W(0) - W(1) = N(\mu(0) - \mu(1), \theta(0) + \theta(1)) \), according to \( \delta W = 1.0 - 2F_{W(0)-W(1)}(0) \) with \( F_X(z) \) the cumulative distribution function at \( z \) for distribution \( X \). We emphasise that this piecewise linear function is only an approximation of ordering behaviour, but that there is quite close correspondence between Eq. (3.17) and fully simulated stochastic auctions (Fig. 3.11).

We note that this model always gives an approximation of \( \omega_{n,b}^{n,b} \) that is less than or equal to the true value. Using non-linear fitting, as opposed to any analytic reasoning, we found the equation

\[
\omega_{n,b}^{n,b} \approx \min\left(\frac{-\delta W}{2b} x^2 + (\delta W - 0.5) + b, b\right) \quad \text{where } x = 2b - n \quad (3.18)
\]

to provide a reasonable upper-bound to ordering behaviour. We do not explore the problem of bid order given buyers from two distributions here, but note that recent work has considered what is essentially a very similar problem and may offer better approximations than those suggested above [305].

### 3.3.7 Appendix 2: The Beverton-Holt model of population regulation

In the main text, we identified the role of population regulation as a critical factor in leading biased migration to alter breed distributions. In the model of Bolnick and Otto [267], regulation simply involves normalising total occupation in a patch to 1 (or \( K \) if population size, rather than the proportions of different breeds, is being tracked). If occupation is far from that equilibrium, this can imply very rapid population growth or very high mortality. We therefore implemented a model using the Beverton-Holt growth equation [306], Eq. (3.12). This is a discrete-time equation describing logistic growth, and is parametrised using carrying capacity \( K \) and a maximum growth rate, \( R_0 \), corresponding to the rate of population growth under ideal conditions. When \( R_0 > 1 \), the population will grow if \( 0 < n < K \) and shrink if \( n > K \).

We show behaviour of our Static Filter models with \( K = 100 \) and \( R_0 = 2.0 \) (Fig. 3.12) or 1.25 (Fig. 3.13). The main effect of using the Beverton-Holt growth model on the phase space we explore is to compress the region that leads Breed B to fix in Patch 1. The manner in which this occurs is interesting, in that the greatest impact is on the (often) least relevant high-migration bias high-selection difference regime. We show the impact on mortality caused by biased migration and the relative population sizes of the two patches at equilibrium, this time with \( R_0 = 0.5 \), in Fig. 3.14. There is a pronounced
Figure 3.11: Average stochastic bid-order behaviour (50,000 replicates) as compared to simple piecewise linear and quadratic approximations using Eqs. (3.17, 3.18). Each line represents a number of buyers, $b = [2, 4, 6, ..., 48, 50]$, involved in the auction from each patch. Buyers from Patch 1 have wealth sampled from $W(1) = N(1, 0)$, while those from Patch 0 have wealth sampled from $W(0) = [N(1, 1), N(2, 1), N(4, 1)]$ in the top, middle, and bottom rows respectively. These correspond to wealth differences $\delta W = 0.383, 0.683$ and 0.954. For each $b$, the x-axis describes the number of bids remaining after $n$ bids, and ranges from 0 to $2b$. In the case of the approximations of auction behaviour, the average stochastic behaviour is indicated in red for representative values of $b$.

reduction in mortality caused by biased migration as compared to the system we explore in the main text, see Fig. 3.9. Intriguingly, strong migration biases, which are intended to represent large wealth differences, either lead to a situation in which the population size of both patches is similar but the proportion of Breed A is different (top-left of the phase space, low $s$) or to a situation in which both patches are fixed for Breed A but have dramatic differences in herd size (top-right, moderate to high $s$).

We also investigated the behaviour of Dynamic Model 1 given the Beverton-Holt model of population regulation. We again considered a system with carrying capacity $K = 100$.
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Figure 3.12: Equilibrium occupation behaviour given a static migration filter and selection against Breed B, using a Beverton-Holt growth function with maximum growth rate $R_0 = 2.0$. The rows correspond to four different types of biased migration filter, see caption of Figure 3.3 for details.

and either $R_0 = 2.0$, Fig. 3.15, or 1.25, Fig. 3.16. When population growth was high, the system equilibrium behaviour was extremely similar to that observed using our standard model of population regulation, see Fig. 3.6. The unusual behaviour apparent in the lower-right subplot, when $\delta W = 4$, $b = 50$ and $s \approx 0.3$, $\bar{m} \approx 0.4$, did not appear to be a numerical error, and arose after a rather complicated population size and composition trajectory, emphasising the complex interactions between a variable market supply (due to population size changes) of evolving composition coupled with constant demand. The population size in each patch when $R_0 = 2$ at equilibrium is shown in Fig. 3.16. The scale emphasises over-filling ($n > K$). As buyers from Patch 0 are better able to purchase animals, there is a relative increase in Patch 0 population size compared to Patch 1.

When we applied the Beverton-Holt growth function with $R_0 = 1.25$, the system equilibria changed over much of the parameter space, especially when the wealth difference was high. Under such circumstances, the impact of buyers from Patch 0 purchasing all or most animals arriving at the market from Patch 1 was sufficient to overpower local population growth in Patch 1, leading to very low Patch 1 population sizes. In such conditions, Patch 1 no longer contributed to the market, but could also import very
few animals from Patch 0 due to wealth differences - essentially, Patch 0 approaches a situation where it evolves as an isolated population. Note that under such conditions, local extinction of animals in Patch 1 would be likely if demographic stochasticity was also modelled. Regions of the parameter space where the equilibrium population size of Patch 1 is less than 10 are shaded in grey in Figs. 3.17 and 3.18.

More broadly, the impact of lower growth on the equilibrium system state under a given selection and migration regime was similar to that observed for the static filter models, Figs. 3.12 and 3.13. Specifically, the regime corresponding to evolutionarily unexpected high Breed B frequency becomes compressed, such that a smaller degree of selection against Breed B (lower \( s \)) is able to overpower the effect of biased migration and yield a high Breed A frequency equilibrium.

Applying the Beverton-Holt growth equation to our Dynamic Filter 2 model resulted in broadly comparable effects - very limited impact on equilibrium patch occupation as compared to the standard model of population regulation when growth was fast (\( R_0 = 2 \), Figs. 3.19 and 3.20) and more pronounced impact when growth was slow (\( R_0 = 1.25 \), Figs. 3.21 and 3.22). As was the case with Dynamic Filter 1, for moderate wealth differences (eg. \( \delta W \leq 2 \)) at least the essential characteristics of system equilibrium

**Figure 3.13:** For details see 3.12. Now the Beverton-Holt growth function has a maximum growth rate of \( R_0 = 1.25 \).
Figure 3.14: Mortality caused by migration (top row) according to a static filter with $\bar{m} = 0.1$ and $K = 100$, as well as population size in Patch 0 (second row) and Patch 1 (bottom row), when a Beverton-Holt growth function with maximum growth rate $R_0 = 1.5$ replaces the population regulation model used in the main text. The system is approximately at equilibrium, having run for 500 time steps from initial conditions $A_0(t) = A_1(t) = 0.5$.

Figure 3.15: Equilibrium occupation behaviour given migration according Dynamic Filter 1 and selection against Breed B in both patches, with a Beverton-Holt growth function with maximum growth rate $R_0 = 2$ replacing the population regulation used in the main text. See caption of Fig. 3.6 for more details on the construction of the plots.
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Figure 3.16: Equilibrium population size when migration is according to Dynamic Filter 1 and selection is against Breed B in both patches, with a Beverton-Holt growth function with maximum growth rate $R_0 = 2$ replacing the population regulation used in the main text. Note the asymmetric colour scale emphasising population over-filling, with white corresponding to $n = K = 100$. See caption of Fig. 3.6 for more details on the construction of the plots.

Figure 3.17: As caption of Fig. 3.15, but with the Beverton-Holt maximum growth rate of $R_0 = 1.25$.

behaviour when selection is low and demand just exceeds supply were unaffected by the new growth function.
Figure 3.18: As caption of Fig. 3.16, but with the Beverton-Holt maximum growth rate of $R_0 = 1.25$.

Figure 3.19: Equilibrium occupation behaviour given Dynamic Filter 2 migration and selection against Breed B in Patch 0 and Breed A in Patch 1, with a Beverton-Holt growth function with maximum growth rate $R_0 = 2.0$ replacing the population regulation used in the main text. Regions of the parameter space that lead to an equilibrium local population of less than 10 are shaded grey. See caption of Fig. 3.6 for more details on the construction of the plots.
Figure 3.20: Equilibrium population size when migration is according to Dynamic Filter 2 and selection is against Breed B in Patch 0 and Breed A in Patch 1, with a Beverton-Holt growth function with maximum growth rate $R_0 = 2.0$ replacing the population regulation used in the main text. Note the asymmetric colour scale emphasizing population over-filling, with white corresponding to $n = K = 100$ and regions of the parameter space that lead to local equilibrium population size under 10 shaded grey. See caption of Fig. 3.6 for more details on the construction of the plots.

Figure 3.21: As caption of Fig. 3.19, but with the Beverton-Holt maximum growth rate of $R_0 = 1.25$
Figure 3.22: As caption of Fig. 3.20, but with the Beverton-Holt maximum growth rate of $R_0 = 1.25$
3.3.8 Appendix 3: A static market working with or against selection

For completeness, we have also characterised the impact of a our static migration filters when the migration biases either support or oppose the assortment of breeds to their more favourable habitats. The case of migration supporting the movement of breeds (species) to their selectively favoured environments was explored by Otto and Bolnick [267], and indeed our results are identical to theirs (Figure 3.23, first row).

The impact of placing the filter on one species only is of some interest, however, in that a single invading trait that impacts migration would usually be expected to do so in carriers only. We note that increasing migration bias will actually lead to a less-adapted equilibrium than unbiased migration, even when the bias supports movement of one species to it’s selectively favourable patch. This is clearly apparent in these plots when migration is high, $\bar{m} = 0.4$, for Static Filter 3 (see left plot, corresponding to Patch 0) and Static Filter 4 (see right plot, corresponding to Patch 1). This result is interesting, suggesting that the evolution of migration biases based on environmental cues which are not density dependent (i.e. a particular habitat is preferred irrespective of local population filling) may be unlikely. Taking Static Filter 3 as an example, we recall that migration of Breed A from Patch 1 to Patch 0 is fast and Breed A movement in the opposite direction is slow, $\pi^A_{01} = m_L$ while $\pi^A_{10} = m_H$, and that Breed B moves at a constant rate in both directions $\pi^B_{01} = \pi^B_{10} = \bar{m}$. An example evolutionary trajectory of this model is shown in Fig 3.24. The evolutionary narrative is similar to that described in the main text, with the migration biases leading to rapid growth of Breed B in Patch 1, which is then able to flood Patch 0 with Breed B animals and counteract their negative selection.

For completeness, we also briefly characterised a model in which the migration filter opposes selection. This shows extremely rich behaviour, Fig. 3.25. Note that in this model we have reversed selection rather than the direction of the filter, such that Breed B is favoured in Patch 0 and Breed A in Patch 1. An expected pattern that is easily observed again involves the case of migration bias only effecting one breed. In such circumstances, that breed will tend to go extinct (as occurs, given moderately low $s$, for Breed A given Static Filter 3, and for Breed B given Static Filter 4). The behaviour of a simple symmetrical migration bias, Static Filter 1, is also intuitive, with the bias tending to oppose selection and reverse the expected equilibrium occupation.
Figure 3.23: Equilibrium Breed A occupation given a static migration filter that promotes the movement of breeds to their selectively favoured habitats. Patch 0 occupation $A_0(t)$ and Patch 1 occupation $A_1(t)$ are on the left and right of each pair of plots. We explore the parameter space of selection strength, $s_B^0 = s_A^1 = 1 - s$, $s_A^0 = s_B^1 = 1$, with $0 < s \leq 0.5$, and strength of migration bias. Results from three core migration rates, $\bar{m} = 0.05, 0.1, 0.4$, and four different migration filter models are shown. From top to bottom, rows show Static Filter 1, Static Filter 2, Static Filter 3 and Static Filter 4, as described by Eqs. (3.4-3.8) The parameter space was evenly sampled as a 40 by 40 grid, with the model allowed to run for 500 generations with each set of parameter values.
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Figure 3.24: The trajectory of system evolution given selection favouring Breed A in Patch 0 and Breed B in Patch 1, \( s_A^0 = 0.95, s_A^1 = 1, s_B^0 = s_B^1 = 1 \), with Static Filter 3 promoting the movement of animals to their selectively favoured patches with \( \bar{m} = 0.4 \) and \( \delta_m = \bar{m} \). Under this regime, Patch 0 surprisingly reaches an equilibrium with low Breed A occupation. From top to bottom, the plots show relative patch occupation, net movement to Patch 0 due to migration, and the market-induced mortality (here, excess mortality in Patch 0 and excess growth in Patch 1).

Figure 3.25: Equilibrium Breed A occupation given a static migration filter that acts against the movement of breeds to their selectively favoured habitats. The selection strength, \( s_A^0 = s_A^1 = 1 - s \), \( s_B^0 = s_B^1 = 1 \), with \( 0 < s \leq 0.5 \). Other details are as Fig. 3.23.
3.3.9 Appendix 4: Robustness to initial conditions

To explore sensitivity to initial conditions, we re-ran our numerical simulations with the starting population either as \([A_0(0), A_1(0)] = [0.99, 0.99], [A_0(0), A_1(0)] = [0.01, 0.01], [A_0(0), A_1(0)] = [0.01, 0.99]\) or \([A_0(0), A_1(0)] = [0.99, 0.01]\). Our results for the static market model (Figs. 3.3 and 3.4) and the dynamic model with opposing selection regimes (Fig. 3.7) were virtually identical to those shown in the main text, and we do not re-draw them here. However, we did observed differences in the behaviour of the Dynamic Filter 1 model. Results for high \([A_0(0), A_1(0)] = [0.99, 0.99]\) and low \([A_0(0), A_1(0)] = [0.01, 0.01]\) initial Breed A occupation are shown in Figs. 3.26 and 3.27 respectively, while those for imbalanced initial occupation regimes are illustrated by Fig. 3.28 \([A_0(0), A_1(0)] = [0.01, 0.99]\) and Fig. 3.29 \([A_0(0), A_1(0)] = [0.99, 0.01]\).

The parameter space corresponding to fixation of Breed B shrinks when Breed A starts at high frequency, Fig. 3.27. Nevertheless, different initial conditions do not entirely disrupt the anomalous equilibrium behaviour, with globally low-fitness Breed B fixing, of this model. In particular, there is still an high-frequency of low-fitness Breed B at equilibrium when selection is low and demand just exceeds supply, which is the regime that is most plausible economically and, depending on whether the breeds are taken to represent the same or different species, biologically.

---

**Figure 3.26:** Equilibrium patch occupation given Dynamic Filter 1 and selection against Breed B, with initial conditions \([A_0(0), A_1(0)] = [0.99, 0.99]\). See the caption of Fig. 3.6 for further details, and to compare system equilibrium behaviour.
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Figure 3.27: Equilibrium patch occupation given Dynamic Filter 1 and selection against Breed B, with initial conditions \([A_0(0), A_1(0)] = [0.01, 0.01]\). See the caption of Fig. 3.6 for further details, and to compare system equilibrium behaviour.

Figure 3.28: Equilibrium patch occupation given Dynamic Filter 1 and selection against Breed B, with initial conditions \([A_0(0), A_1(0)] = [0.01, 0.99]\). See the caption of Fig. 3.6 for further details, and to compare system equilibrium behaviour.
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Figure 3.29: Equilibrium patch occupation given Dynamic Filter 1 and selection against Breed B, with initial conditions \([A_0(0), A_1(0)] = [0.99, 0.01]\). See the caption of Fig. 3.6 for further details, and to compare system equilibrium behaviour.
3.4 Some mathematical comments on the manuscript

In the manuscript presented above, we use simulations to explore a representation of domestic animals flowing through a simple market system. We did not make any attempt to mathematically analyse the model \(^7\), and indeed I do not do so now. Rather, I note that it is possible to emphasise important properties of the model through simple algebraic manipulation, and proceed by presenting some basic findings. I do not suggest that these mathematical points are novel - the system we explore is very simple, as are the questions I am attempting to clarify - but do suggest that they may help to elucidate the behaviour of the system or guide further analysis.

For clarity, I begin by briefly re-stating our model system, quoting almost directly from the manuscript above. The model consists of two habitat patches, Patch 0 and Patch 1, with carrying capacities \(K_0\) and \(K_1\). These are occupied by two animal breeds, Breed A and Breed B. The system is updated according to a deterministic update rule consisting of three recurrence equations, which, given the proportion of Breed \(\kappa\) in Patch \(i\) at time \(t\), \(0 < \kappa_i(t) \leq 1\), calculates the value of \(\kappa_i(t + 1)\). The three recurrence equations are applied, in order, to calculate the proportion of Breed \(\kappa\) in Patch \(i\) after migration between patches, \(\kappa^m_i(t)\), selection in the patch, \(\kappa^s_i(t)\), and then population regulation, \(\kappa^r_i(t)\), with the occupation of Patch \(i\) at \(t + 1\) equal to its occupation after the regulation step of time \(t\), \(\kappa_i(t + 1) = \kappa^r_i(t)\). The first recurrence equation, corresponding to migration, is,

\[
A^m_i(t) = \frac{\sum_{j \in \{0, 1\}} K_j \pi_{ji} A_j(t) (1 - c_{ji}) \kappa_j(t)}{\sum_{\kappa \in \{A, B\}} \sum_{j \in \{0, 1\}} K_j \pi_{ji} \kappa_j(t) (1 - c_{ji}) \kappa_j(t)}.
\] (3.1 revisited)

where \(\pi_{ji}\) is the migration rate of Breed \(\kappa\) from Patch \(j\) to Patch \(i\) and \(c_{ji}\) is the mortality associated with any migration from Patch \(j\) to Patch \(i\). Selection then occurs,

\[
A^s_i(t) = \frac{s^A_i A^m_i(t)}{\sum_{\kappa \in \{A, B\}} s^\kappa_i \kappa^m_i(t)}.
\] (3.2 revisited)

where \(s^\kappa_i\) represents the fitness of Breed \(\kappa\) in Patch \(i\). Finally, population regulation is applied, which is the last update step,

\[
A_i(t + 1) = A^r_i(t) = \frac{K_i A^s_i(t)}{K_i \sum_{\kappa \in \{A, B\}} \kappa^s_i(t)}.
\] (3.3 revisited)

As stated in the manuscript, population regulation simply normalises the current occupation of the site to \(K\), which allows us to follow the proportion of the different breeds rather than their population sizes but can imply very high population growth or mortality in a generation.

\(^7\)It may be that my more mathematically able co-authors attempt to characterise the system more fully in the manuscript we ultimately submit, or in other work.
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I will focus on the combined effect of migration and population regulation, as I have argued that the interaction between these processes is critical in producing the ‘counter-evolutionary’ effects observed in our modelling. I will first assume that selection does not change the total population size in either patch. Under such conditions, the update rule will still correctly describe the system I simulated if the equations are re-ordered such that population regulation immediately follows the migration step. The combined effect of migration and population regulation on the total proportion of Breed A in the entire system (both patches) is

\[ A_{0,1}^{m,r}(t) = \frac{A_0^m(t)K_0 + A_1^n(t)K_1}{K_0 + K_1}. \]  

(3.19)

Assuming that the carrying capacity is the same in both patches, \( K_0 = K_1 = K \), and that there is no mortality associated with migration, \( c_{ij} = 0 \), this can be written out in full as Eq. 3.2 revisited

\[ A_{0,1}^{m,r}(t) = \frac{A_0(t)\pi_{00}^A + A_1(t)\pi_{10}^A}{2(A_0(t)\pi_{00}^A + (1 - A_0(t))\pi_{00}^B + A_1(t)\pi_{10}^A + (1 - A_1(t))\pi_{10}^B) + A_1(t)\pi_{11}^A + A_0(t)\pi_{01}^A}{2(A_0(t)\pi_{11}^A + (1 - A_1(t))\pi_{11}^B + A_0(t)\pi_{01}^A + (1 - A_0(t))\pi_{01}^B) + 1, \]

\[ 2(A_1(t)\pi_{11}^A + A_0(t)\pi_{01}^A), \]

such that, noting \( \pi_{i,i}^A = 1 - \pi_{i,i}^B \),

\[ A_{0,1}^{m,r}(t) = \frac{A_0(t) - A_0(t)\pi_{01}^A + A_1(t)\pi_{10}^A}{2(A_0(t)(\pi_{01}^B - \pi_{01}^A) + A_1(t)(\pi_{10}^A - \pi_{10}^B) + 1 - \pi_{01}^B + \pi_{10}^B) + A_1(t) - A_1(t)\pi_{10}^A + A_0(t)\pi_{01}^A}{2(A_1(t)(\pi_{10}^B - \pi_{10}^A) + A_0(t)(\pi_{01}^A - \pi_{01}^B) + 1 - \pi_{10}^B + \pi_{01}^B). \] 

(3.20)

Collecting terms as \( S = \pi_{10}^A - \pi_{10}^B, \ T = \pi_{01}^A - \pi_{01}^B \) and \( U = \pi_{01}^B - \pi_{10}^B \), we have

\[ A_{0,1}^{m,r}(t) = \frac{A_0(t) - A_0(t)\pi_{01}^A + A_1(t)\pi_{10}^A}{2(A_0(t)(-T) + A_1(t)(S) + 1 - U) + A_1(t) - A_1(t)\pi_{10}^A + A_0(t)\pi_{01}^A}{2(A_1(t)(-S) + A_0(t)(T) + 1 + U). \]
This corresponds to

\[
A_{0,1}^{m,r}(t) = \frac{(A_0(t)T - A_1(t)S + U)(A_0(t) - 2A_0(t)\pi_{01}^A - A_1(t) + 2A_1(t)\pi_{10}^A) + A_0(t) + A_1(t)}{-2(A_0(t)T - A_1(t)S + U - 1)(A_0(t)T - A_1(t)S + U + 1)}. \tag{3.21}
\]

This equation can be used to determine the combined effects of migration and regulation on global frequency of Breed A,

\[
\Delta A_{0,1}^{m,r}(t) = A_{0,1}^{m,r}(t) - A_{0,1}(t), \tag{3.22}
\]

where \(\Delta A_{0,1}^{m,r}(t)\) is the change in the global proportion of Breed A animals due to the migration and regulation recurrence equations.

The change in global Breed A proportion due to selection is

\[
\Delta A_{0,1}^s(t) = \frac{A_{0,1}^{m,s}(t)}{2(A_0^{m,s}(t) + s_0^B(1 - A_{0,1}^{m,s}(t)))} + \frac{A_{1,1}^{m,s}(t)}{2(A_{1,1}^{m,s}(t) + s_1^B(1 - A_{1,1}^{m,s}(t)))} - A_{0,1}^{m,s}(t) \tag{3.23}
\]

and could be compared with Eq. (3.22) to assess the relative impact of migration and regulation or selection at a given system state, although I do not pursue this here.

Another quantity of interest is the market-induced mortality. This is simply the imbalance in population filling caused by a migration step, and can be calculated as

\[
n_0^m(t) - n_0(t) = K \left( A_0(t)\pi_{00}^A + A_1(t)\pi_{10}^A + (1 - A_0(t))\pi_{00}^B + (1 - A_1(t))\pi_{10}^B \right) - K \tag{3.24}
\]

\[
= K(A_0(t)T - A_1(t)S + U),
\]

where \(n_0(t)\) represents the total number of animals in Patch 0 at time \(t\) and \(n_0^m(t)\) being the total number of animals in Patch 0 after the migration step. The corresponding excess mortality or growth in Patch 1, ignoring selection, is the negative of Eq. (3.24) to conserve total animal numbers.

I will briefly make a few observations regarding Eq. (3.21), assuming that there is no selection; under these circumstances, it is the only recurrence equation needed to update the system. Firstly, in a situation where migration is unbiased such that all migration parameters are equal, \(\pi_{ij}^\kappa = \pi^{A,B}\), the terms \(U = S = T = 0\), and we simply have

\[
A_{0,1}^m(t) = \frac{A_0(t) + A_1(t)}{2}. \tag{3.25}
\]

Whatever the pattern of Breed A occupation is, the global frequency cannot change due to migration under these circumstances. Secondly, when \(\pi_{ij}^A = \pi_{ji}^A = \pi^A\) and \(\pi_{ij}^B = \pi_{ji}^B = \pi^B\), such that migration is biased by breed but not directionally biased, \(U = 0\) and the difference in the migration rates of the two breeds is \(S = T = \pi_A - \pi_B = V\). We define
the difference in Breed A occupation \(A_0(t) - A_1(t) = \delta_A(t)\), giving

\[
A_{0,1}^m(t) = \frac{-V(2\pi_A - 1)(\delta_A(t))^2 + A_0(t) + A_1(t)}{-2V^2(\delta_A(t)) + 2}. \tag{3.26}
\]

The change in occupation is

\[
A_{0,1}^m(t) - A_{0,1}(t) = \frac{-V(2\pi_A - 1)\delta_A(t)^2 + A_0(t) + A_1(t) - A_0(t) + A_1(t)}{-2V^2\delta_A(t) + 2} = \frac{\delta_A(t)^2V(1 - 2\pi_A) + \delta_A(t)^2V^2(A_0(t) + A_1(t))}{2 - 2\delta_A(t)^2V^2} \tag{3.27}
\]

The denominator is positive, or zero when \(V = 1\) and \(\delta_A(t) = 1\). Assuming that \(V \neq 1\), we can obtain the conditions under which the frequency of Breed A increases in a given generation by determining when the numerator is positive,

\[
\delta_A(t)^2V(-2\pi_A + V(A_0(t) + A_1(t)) + 1) > 0 \tag{3.28}
\]

and, consequently, the relevant conditions depend on the sign of \(V\),

\[
1 + V(A_0(t) + A_1(t)) > 2\pi_A \quad \text{when } V > 0 \text{ and } \delta_A \neq 0 \tag{3.29}
\]

\[
1 + V(A_0(t) + A_1(t)) < 2\pi_A \quad \text{when } V < 0 \text{ and } \delta_A \neq 0. \tag{3.30}
\]

As migration occurs between the two patches, however, we expect them to become more alike under neutrality, such that \(\delta_A\) with approach 0. Nevertheless, in numerical simulations I have observed that the global change in frequency can be substantial before the system equilibrates. An extreme example occurs with initial conditions \([A_0(t), A_1(t)] = [1.0, 0.0]\), with parameters \(\pi_B = 0\) and \(0 < \pi_A < 1\). The inability of the Breed B animals in Patch 1 to invade Patch 0 means that they are subject to constant invasion pressure and, ultimately, go extinct. Perhaps a more useful example for judging the practical effect of this behaviour is offered by initial conditions \([A_0(t), A_1(t)] = [1.0, 0.0]\), with parameters \(\pi_B = 0.05\) and \(\pi_A = 0.1\). This leads to an equilibrium state of \(A_0(t) = A_1(t) \approx 0.579\), such that, under neutrality, there has been an increase in the population of fast-migrating Breed A of nearly 16%.

Whether these sort of behaviours should be considered artefacts of the system or relevant to real ecological systems - for example, immediately after the removal of a barrier to migration - probably depends on the relative rate of migration and population growth/-mortality, as population regulation is exceptionally rapid in this system. I draw attention to this phenomenon largely because it appears of interest to our model behaviour, and do not suggest that it offers valuable novel understanding of the target system.

Several supplementary observations I have made during numerical simulations may warrant further attention. Firstly, a breed with migration an arbitrary bias, such that
\( \pi_0^A = \pi_1^A = \pi_0^B \neq \pi_1^B \), will tend to become extinct; the same is true for a symmetrical bias of the form \( \pi_0^A = \pi_1^A = \pi_0^B = \pi_1^B = \pi^A - \delta_m \). A similar pattern was observed in the wide-ranging simulations of McPeek and Holt [269] in 1992; although Ngoc et al do not emphasise this pattern in their mathematical analysis of a Lotka-Volterra system resembling our Static Filter models [266], it appears to occur there also. More broadly, it is clear that arbitrary migration biases lead to arbitrary clustering of similar individuals, which will increase competition with conspecifics, raising both an individual’s mortality and that of its species type. Work on the IFD (Ideal Free Distribution [255], introduced above), which argues that animal clustering should follow the distribution of resources, is also relevant, in that species which deviate from the IFD are expected to have a below-optimal population growth rate.

A more interesting pattern is apparent in Appendix 3 of the above manuscript. There, we drew attention to the system behaviour implied by the Static Filter 3 migration model (\( \pi_0^A = \bar{m} + \delta_m^2, \pi_1^A = \bar{m} - \delta_m^2, \pi_0^B = \pi_1^B = \bar{m} \)) acting to promote the movement of animals to their selectively favoured patch, with \( s_0^A = s_1^B = 1 \) and \( s_1^A = s_0^B = 1 - s \). Even this model can lead to breed distributions that are, surprisingly, non-optimal. This contradicts the findings of Bolnick and Otto [267], who used a model that corresponds to our Static Filter 1 to investigate the potential of migration biases to promote sorting of animals to their selectively favoured habitats. The model of Bolnick and Otto only considers a situation in which both animal types have migration biases, and as a novel genetically coded migration bias is likely to impact carriers only our model may be more realistic.

### 3.5 Representing the market

The simulation model presented in Chapter 2 is built upon a mature literature, while Chapter 4 follows a standard protocol to test a selection statistic using the widely used coalescent simulation framework. As there is much less modelling work on the impact of animal trade on genetic variation, there is an added responsibility to consider the accuracy of our model as a representation.

#### 3.5.1 The structure of our model

Our model can be deconstructed into several components - the different animal types, the different locations, and the representation of population regulation, selection and market-induced migration biases. The use of two homogeneous animal types, two different patches and constant selection over time are idealisations designed to simplify model interpretation and generate initial results on the possible effects of migration biases. I do not discuss these in detail, but note that relaxing any of these constraints would be
a useful extension to the model. Having already discussed the importance of population regulation, and explored the impact of using Beverton-Holt population growth, in the manuscript, I now focus on our representation of the market.

In our market models, we either take a top-down approach by proposing that wealth allows individuals to obtain animals they desire more often, and to sell those animal less often, giving our Static Market filters, or a bottom-up approach, describing a microscopic model of auction behaviour. This provides our Dynamic Market filters, and is a powerful approach, in that some aspects of the model are quite general - for example, our description of the auction algorithm through the ordering of choice according to wealth (an idea originally suggested by Gereon Kaiping, a co-author and fellow PhD student) is an elegant approach to representing the outcome of efficient (see [351]) auctions. Nevertheless, we do not use a market representation drawn directly from the micro-economics literature, and our representation of preferences, and supply and demand, are relatively rigid and unconventional.

3.5.2 Some alternative representations of the market

A standard route toward describing the interaction of agents in economics is to assign each of them a utility function and assume that they act so as to optimise these functions. For example, in our case the utility functions would be a function of how many animals of each breed type are owned, and potentially of wealth. Two examples of how these functions might be used are as follows. Firstly, one could attempt to derive the relative demand for each breed in each patch, and the maximum supply of animals, and use these to determine the population-level movement patterns of movement. Alternatively, one could track the ownership of different animals and implement trades by comparing the utility functions and patterns of wealth and ownership of pairs of individuals, with trades realised based on mutually beneficial (utility-increasing) transactions.

One useful tool for representing the latter is offered by the Edgeworth Box (e.g. [352]). Here, we consider a barter economy with two goods (Breed A and Breed B), and a utility function for two potentially trading parties. This system can be illustrated as in Fig. 3.30, with the x-axis representing Good 1 and the y-axis Good 2. As there is a fixed total amount of goods (the total owned by the two parties), any point in the box can be used to describe an allocation of the two goods. The initial allocation of goods is position \((E_1, E_2)\), with the endowment of consumer \(C\) consisting of a combination of \(E_{C1}^G\) and \(E_{C2}^G\) units of Good 1 and 2 respectively. The aim is to determine the optimum final allocation of goods given an initial endowment, which could be used in our model to calculate migration rates. It is intuitive to proceed in the analysis of this system graphically. The first step is to use the utility function of the two parties to draw a curve of constant utility for each passing through the initial allocation. This is called an indifference curve. The region enclosed by these two lines indicates the set of possible
allocations that are mutually beneficial for both owners. The question becomes which of these trades should be followed. The optimal distribution of animals (after which no further mutually beneficial trades are possible) is described by the contract curve, which is the curve passing through all tangent points of the two indifference curves, given any initial endowment. Points along the contract curve are Pareto efficient, in that the allocation of resources cannot be changed to the advantage of any consumer without disadvantaging another consumer. In this model, we cannot suggest which point on the contract curve within the region of mutual advantage will be the final allocation, which will depend on factors like the bargaining skill of the two consumers.

The Edgeworth Box model does not allow us to describe the entire market system - for example, questions remain as to how one pairs up individual traders, or, if using this representation to describe the interaction of the two patches instead, how to model aggregate, communal utility. Furthermore, in our model the preferences of buyers from the two patches are identical. Trades still occur because we imagine buyers competing for the available animals according to their wealth, but would not under the Edgeworth box model as described above. One would either need to include wealth differences in the utility functions or explicitly model wealth as a commodity using a 3-commodity 2-agent “Edgeworth hyperbox” [353].

Integrating our work into a traditional micro-economics framework would no doubt simplify publication, and may increase the realism of the work. For the present, I emphasise two points. Firstly, our Dynamic Filter models are most aligned with an
equilibrium view of market behaviour when supply equals demand, $2b = 2K \bar{m}$. Under these circumstances, both models demonstrate large changes in occupation equilibrium associated with small changes market supply/demand when the fitness advantage of the locally preferred breed is low. This result is important, in that the local availability of animals and the number of individuals seeking to buy animals clearly fluctuate. A relevant quality of the model, then, is the long-term average effect of these fluctuations, and investigating this behaviour would be an interesting extension to our work.

My second point is that, while our representation of the market might be modified or, by some measures, improved, we find that a wide variety of systems incorporating migration biases lead to system equilibria in which locally less-preferred, and less reproductively successful, animals reach locally high frequency. Given that market trading is expected to bias the flow of animals according to preferences and wealth, our modelling at the very least emphasises the need to consider this process when trying to understand observed animal distributions or alter the genetic composition of herds through breeding programmes.

### 3.5.3 The trading network

Our two-patch model is the simplest possible topology of mutually-interacting patches. This makes characterising the system easier, but actual animal movements occur over a complex trading network. A range of studies have characterised this network in the context of modelling livestock disease epidemics, making extensive use of animal movement data to build a realistic representation of movement patterns (e.g. both foot and mouth disease and bovine tuberculosis in the UK [285, 286, 284], epidemics affecting sheep in Scotland [287], and HPAI/H5N1 bird flu in Vietnam [281] and Cambodia [282]). Unfortunately, countries undertaking detailed tracking of animal movements tend to be those with advanced livestock industries in which breeding is tightly controlled. Nevertheless, these studies offer some guidance as to how available data might be analysed, and suggest an approach to capturing patterns of gene flow that avoids an explicit model of the trading process itself. There is data from the development literature on the movement of animals at a village-scale that might be able to guide future models - examples being the International Crops Research Institute for the Semi-Arid Tropics (ICRISAT) Village Dynamics in South Asia (VDSA) surveys and the Rural Economic and Demographic Survey (REDS) which were used by Anagol, for example, [310] in his analysis of the Indian cattle market.
3.6 Conceptual and experimental extensions of the market genetics framework

While we have chosen to investigate a single, simple market-genetics model, there are plenty of further questions that might be asked about the interaction between trading and genetic variation. I mention two, both related to breed formation, now.

3.6.1 The Market for Lemons and the emergence of breeds

The Market for Lemons is an economic model described by George Akerlof in 1970 [354] to describe the impact of information asymmetry between buyers and sellers on trading. A ‘lemon’ refers to a used car that is found to be of low quality only after the purchase has been made. The model dynamic can be described as follows. Consider a market consisting of many buyers and sellers of used cars. A seller knows more about his car than prospective buyers. As buyers have no prior information about the quality of cars, they will tend to offer the price they feel is appropriate for an average quality car. Sellers of high quality cars are likely to withdraw from the market as this price will be too low. This reduces the average quality of cars on the market, which reduces the price buyers should offer, and, by feedback, may lead to the complete collapse of the market.

A question arises as to what extent well-defined animal breeds allow traders to escape the Market for Lemons in livestock markets by reducing information asymmetry. Certainly animals from well-defined cattle breeds tend to obtain higher prices in India [318, 315, 336], though it is unclear to what extent this is due to reduced variance in productivity as opposed to improved productivity. An even more intriguing question is the extent to which the Market for Lemons promotes breed formation. There are two possibilities. If higher prices reduce the number of potential buyers, then wealthy regions will tend to accumulate animals with lower variance in productivity and linked visual traits, which we can call breeds. Alternatively, or concomitantly, the fact that clearly defined breeds reduce information asymmetry and thereby mitigate the Market for Lemons in leading to market collapse may mean that they flow through the market system more rapidly, disrupting breed formation.

3.6.2 Social stratification and the emergence of breeds

When conducting genetic sampling of cattle in India in 2009, I observed many different approaches to controlling reproduction in herds. Although artificial insemination using
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*The literature building upon the Market for Lemons is vast - the paper had 22,497 citations as of September 2015. Under the model I have described, there is an interesting property whereby the average quality of a car actually is the true quality of the car when only one car is being sold. Once this car is sold, the next lowest-quality car may be sold, and so on. Investigation of details such as this, either in Akerlof’s formal model or variations that better allow for it, probably exist among the many citations.*
imported semen is becoming very widespread, farmers who did not crossbreed their cattle often did not control breeding in an active way. Most males, were, however, castrated for use as draught animals, and farmers with smaller herds especially were unlikely to own a reproductive bull. Thus, male animals might be shared within villages. In the past, reproductive males were often contributed for communal service by a more wealthy landowner.

The details of how reproduction is controlled in domestic animals, and the implications of this for breed formation, is very interesting. For example, it has been reported that 80% of Indian cattle are nondescript desi animals [339], and this will inevitably be related to the traditionally limited control of reproduction. Wealthier farmers are more able maintain self-sufficient herds or specifically chosen animals. The extent to which such herds are important in forming the nexus for breed formation, as opposed to simple geographic isolation, is an interesting subject that might be explored through modelling.

### 3.7 Simulations and modelling

The models I have explored in this chapter explore the implications of heritable animal movement biases, whereby the rate of migration depends on the animal type and the direction of travel. I have suggested that this allows for the representation of animals trading, and identified model behaviour that would be highly unexpected given isotropic or directionally symmetrical migration. In particular, under a range of different models (Dynamic Filter 1, Static Filters 1, 2 and 3), I find that it is possible for an animal type with globally low fitness to reach high frequency either locally or globally. Several models also suggest that market effects that might be expected to promote the assortment of animals according to their local fitness (Dynamic Filter 2 and Static Filters 3 and 4 when selection is symmetrically opposite in the two patches) can in fact lead to a distribution of animals that is highly non-optimal for the ‘wealthier’ patch.

These results are somewhat surprising, and are related to the interaction between migration and population regulation. They are robust to the implementation of slower population growth through a Beverton-Holt equation, though damped. The strong implication of our work is that breaking a common assumption in population genetics and ecological models - that animal movement is isotropic/directionally symmetric - can lead to radically different model behaviour.

My results derive almost entirely from numerical simulations, which have further helped to characterise and visualise system dynamics, and hence identify important narratives of model behaviour that might be sought out in real data or investigated in more detail mathematically. Furthermore, simulations were vital in testing the specific representation of the auction that we apply, and extending our model to probe important assumptions such as initial conditions and the representation of population growth. As
noted above, some of our findings contrast with those of Bolnick and Otto [267], who did not identify the surprising behaviour that is generated when Static Filter 3 is applied to their system (Appendix 3, §3.3.8) because they focussed on a model variant more amenable to mathematical analysis.

How should this chapter be viewed, then, in the broader context of the thesis? In Chapter 2, I focused on a modelling assumption, that populations are infinitely divisible, taken in order to simplify the manipulation of a model of species invasions. The work primarily focused on improving model design by identifying unintended consequences of this assumption. Here, my main focus has been on extending a model to describe a system that is quite different from the one it was originally designed for - the impact of animal trading on livestock population dynamics. I follow Bolnick and Otto in breaking the assumption of symmetric, unbiased migration found in many population models, and adapt this, breaking the assumption of a constant migration rate as well. This allows me to extend the representation of the model. Thus, I argue that simulations are useful for flexibly assessing the implications of modelling assumptions, but that there may be multiple reasons for doing so - confirming the validity of an assumption taken to simplify manipulation of a model is one, while completely modifying the system targeted by the model is another.

In the next chapter, I extend this argument further, showing how simulations can be used to assess test statistics intended to detect natural selection in population genetic data. In particular, I consider how breaking the assumption of a constant recombination rate, known to be an incorrect, can help us to improve the design of test statistics.
Chapter 4

Modelling natural selection: improving statistics to detect selection in population genetic data

4.1 Chapter introduction and summary

In this chapter, I use simulations to assess statistics designed to detect signatures of selection in population genetic data. I am able to quantify the relative performance of different methods, and to suggest alternatives to currently used statistics. I then apply the best performing methods to previously-studied genetic data, confirming the existence of signals as known selection candidates. The work is a methodological contribution to answering the question of which genes or genomic regions have been subject to natural selection in the recent past. For example, humans show marked phenotypic differences but are genetically very similar. Some of these phenotypic differences are due to selection. When a trait offering a fitness advantage is associated with a genetic variant, this variant is more likely rise in frequency in a population, leaving signatures in the genome that can later be used to identify it.

The focus of this chapter marks a transition between theoretical and applied work in the thesis, but also a change in the way I use models. Both the first and second chapters involved designing plausible representations of population dynamics, focussing on migration and selection, to broadly describe the implications of different ecological processes on species dispersals and distributions. The models presented were inspired by
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9 The design and testing of selection statistics is a sizeable, and sometimes technical, subject area. To guide the unfamiliar reader through specialist genetic terminology, I include a glossary as Thesis Appendix A7. The first occurrence of a word that is defined in the glossary is underlined.
real world problems, but offered an exploration of possible worlds rather than a direct appraisal of the relevant one. Here, I take a more direct approach - using a well-explored and flexible model of molecular evolution, coalescent theory [355], to simulate realistic genetic data, which I then use to improve statistics intended to identify regions of the genome subject to natural selection through genome-wide selection scans (GWSSs). Using simulations to test the performance of selection statistics in evolutionary genetics is a standard approach (e.g. [356, 357, 358, 359, 360, 361, 362, 363, 364, 365]). I focus on the performance of test statistics based on pairwise linkage disequilibrium (LD) when an assumption that the recombination rate is constant over the genome is discarded. This assumption is commonly applied (e.g. [357, 360, 363, 364], but see e.g. [359, 361, 362] in the context of certain selection statistics that I do not investigate) and is known to be incorrect for a diverse range of species (e.g. [366, 367, 368, 369]). While test statistics are merely functions of some data, they are used and designed with a certain model of the data in mind. If the model makes incorrect assumptions then our beliefs about the performance (e.g. power and efficiency) of the test statistic may also be incorrect.

The ultimate aim of GWSSs is to make specific predictions about the past course of evolution. When applied to humans, this approach has the potential to both inform us about our evolutionary history, and to identify loci that may be medically important. However, questions have been raised about the validity of GWSSs findings, largely due to the possibility of false positive results and the difficulty in confirming selection candidates ([370, 371, 372]). Theoretical issues also arise. In the 1970s, the ‘adaptationist’ idea that a close correspondence between species characteristics and their habitats can be used as evidence of evolution was criticised [373]. In a similar vein, a signal of selection in population genetic data is not direct evidence of selection, and care is required when interpreting selection candidates [374, 371].

I begin this chapter by introducing linkage, an important phenomenon in genetics that helps us use GWSSs to infer which genes may have been subject to selection. With this property clarified, it is easier to visualise why different selection statistics work, and I continue by clarifying the concept of a signal of selection by describing several signatures that are used by statistics designed to detect selection. Having explained the basic principle of a selection statistic, I discuss the assumptions behind the search for genes and genomic regions subject to selection, before describing the design and statistical details of GWSSs. I then explain the standard approach used to assess statistics designed to detect selection through simulations, and present a manuscript in which I use both simulation and real genetic data to assess, refine and build upon a group of statistics designed to detect distortions in patterns LD caused by directional selection. Finally, I explore certain subtleties of the simulation method I apply, before discussing the relationship of work presented in this chapter to the broader use of simulations in population biology.
4.2 Signatures of natural selection

GWSS studies make use of a wide, and ever growing, variety of statistics to suggest selection candidate regions using population genetic data. These are based on several different genetic signals that arise due to natural selection, many of which are easily detected due to genetic linkage.

4.2.1 The concepts of genetic linkage and recombination

When a specific allele of a gene is associated with a high-fitness phenotype, the frequency of that allele will tend to increase in a population due to natural selection. Conversely, when the phenotype has low fitness, the frequency of the allele will fall. However, genes are not inherited in isolation. Rather, they are arranged in a specific sequence on a chromosome, with potentially large intergenic stretches of DNA separating them. Often, species have many different chromosomes, which are usually inherited independently in sexual species, such that a genetic variant inherited by an organism on one chromosome has no bearing on which variants are inherited on other chromosomes. Thus, genes that are on the same chromosome usually have a higher probability of being inherited together than genes on different chromosomes. The extent to which this is true depends on a process called recombination.

There are many different modes of reproduction among different species; in some cases, species switch between different modes depending on environmental conditions or the stage of their life cycle. In sexual, diploid species such as humans, each non-reproductive cell of the organism carries two copies of each autosome chromosome, one from the father and one from the mother. Recombination occurs during the production of the haploid gametes (e.g. sperm and eggs) and involves these pairs of chromosomes swapping chunks of DNA, as illustrated in Fig. 4.1. This will tend to reduce the degree to which genes on the same chromosome are inherited together. The probability of recombination between two loci on the same chromosome is their genetic linkage, with high linkage indicating that the probability of recombination is low. At the other extreme, loci that are at opposite ends of a long chromosome with a high probability of recombination between them each generation will show near-independent inheritance, approximating the evolutionary behaviour of loci on different chromosomes.

The linkage between of two polymorphic loci has an important effect on the association between two alleles at those loci. When the allelic state of a locus is informative about the allelic state at another locus in a population, these loci are said to be in pairwise linkage disequilibrium. Conversely, when this is not the case, loci are in linkage equilibrium. In practice, unless a population is very large indeed most alleles will be in at least some LD in a given generation. In a small sample of a population, even alleles that are close to linkage equilibrium at the population level will often show some degree of LD.
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Figure 4.1: Schematic diagram of the effect of meiotic recombination involving crossover. During the production of gametes in a sexual organism through meiosis, sections of the chromosome inherited from the mother and father may swap, leading to two recombinant daughter chromosomes. The grey rectangles represent homologous chromosomes (e.g. they all might be copies of Chromosome 1), and the purple lines indicate genetic variants with the derived state. The dotted line shows the location of the recombination event.

If the rate of recombination was constant along the genome, then the physical distance between two genes would be proportional to their linkage. However, the rate of recombination usually varies considerably over the genome. A description of the position of loci on a genome in terms of their linkage is called a genetic map, and the distance between two loci on such a map, which is intended to approximate their linkage, is called the genetic map distance. Genetic maps can be approximated using observed patterns of LD along the genome in a sample from a population (e.g. [375]) or by inferring recombination events in pedigrees (e.g. [376]). Sperm typing [377] can also be useful for obtaining patterns of recombination rate variation in individual males.

4.2.2 Measuring linkage disequilibrium

Pairwise LD can be quantified in several ways. The two most popular statistics are Lewontin’s $D'$ [378] and $r^2$ [379]. Both are normalised measures of the correlation between bi-allelic loci as described by $D$,

$$D = p_{a,b}^{1,2} - p_a^1 p_b^2,$$  \hspace{1cm} (4.1)

where $p_a^1$ is the frequency of allelic state $a$ at locus 1, $p_b^2$ is the frequency of an allele $b$ at locus 2, and $p_{a,b}^{1,2}$ is the frequency of genotype $[a,b]$ at positions $[1,2]$. $D'$ is defined as

$$D' = \frac{D}{D_{\text{MAX}}},$$ \hspace{1cm} (4.2)

where

$$D_{\text{MAX}} = \begin{cases} 
\min(p_a^1 p_b^1, (1 - p_a^1)(1 - p_b^2)) & \text{when } D < 0 \\
\min(p_a^1 (1 - p_b^2), (1 - p_a^1)p_b^2) & \text{when } D > 0
\end{cases}$$

while $r^2$ is

$$r^2 = \frac{D^2}{p_a^1(1 - p_a^1)p_b^2(1 - p_b^2)}.$$  \hspace{1cm} (4.3)
The absolute value of $D'$ equals one whenever all four possible genotypes described by two bi-allelic loci are not observed, such that rare alleles will frequently have high $D'$ values. As I shall later explain, positive directional selection tends to increase the number of rare alleles in a genomic region, such that the average value of $D'$ in a genomic region is likely to capture this signature of selection as well as any distortions in the association between alleles. Previous selection statistics based on LD have tended to focus on $r^2$ (e.g. Kelly’s $Z_{nS}$ [380], $\omega$ [357]), and given these reasons, I choose to use $r^2$ as the measure of pairwise LD throughout this chapter.

4.2.3 Genetic hitchhiking and the interaction between linkage and selection

To illustrate the importance of linkage for the localisation of genes subject to selection using GWSSs, it is useful to consider three possible scenarios arising given positive directional selection acting on a novel mutation in a sexual, diploid species - a high rate of recombination such that there is no linkage, no recombination such that the chromosome is in complete linkage, and the intermediate case, which is more biologically realistic for sexual organisms.

**The signature of selection when there is no linkage** If the recombination rate was exceedingly rapid, such that recombination events are probable each generation even between loci that are very close together on the chromosome, the inheritance of different genetic variants on a chromosome could be considered independent. The new, positively selected allele would rise in frequency without influencing the frequency of other alleles.

**The signature of selection when there is complete linkage** If there is no recombination, a novel genetic variant will almost always be found in conjunction with the variants that were on the chromosome on which it initially arose. The only process that can disrupt this is mutation. The entire chromosome upon which the selected variant first arose can be called its haplotype, and selection can be thought of as acting on this haplotype. Equivalently, we can view the entire haplotype as hitchhiking on the selection acting on the advantageous genetic variant. Assuming that the novel variant leads this haplotype to be the fittest version of the given chromosome in the population, the entire haplotype will rise in frequency over time.

**The signature of selection when there is moderate linkage** If the rate of recombination is moderate, loci on given chromosome that are nearby will be in greater LD than distant loci. A novel selected allele will, as in the case of complete linkage, initially exist on a single haplotype. However, recombination events will rapidly lead the selected variant to be associated with multiple alleles at long distances. Equivalently,
it will appear on different haplotypes when a large genomic region is considered, but will tend to be on one or a few haplotypes when a short genomic region surrounding it is considered. Over time, the selected allele will rise in frequency, but alleles at loci in linkage with the locus subject to selection will also change in frequency.

The signal of selection is different in each case. When there is no linkage, selection can only be detected by observing the change in the frequency of the selected allele, either between populations or over time. If selection is detected, the exact position of the locus subject to selection is self-evident. The converse is true in the case of complete linkage. Here, evidence of selection can be detected by observing the frequency of different chromosome-length haplotypes. Frequency differences - again, over time or between populations - of any allele on the relevant chromosome can indicate selection on that chromosome, but it is difficult to identify the locus subject to selection.

The intermediate case is more biologically realistic for sexual, diploid organisms. Here, selection changing the frequency of an allele also impacts the frequency of alleles at other loci, especially if they are in tight linkage. This process is known as genetic hitchhiking [381]. The population genetic signature of a selection, then, will be focussed on the genomic location of the allele subject to selection, but will extend around it, such that it is theoretically relatively easy to detect and localise selection through GWSSs.

4.2.4 Some signals used to infer selection

The focus of this chapter is on only one signature of selection, distortions in patterns of linkage disequilibrium. However, an awareness of the expected effects of selection on genetic variation helps to clarify what a signal of selection is and the role of LD-based statistics in GWSSs. Focussing on signals of recent selection based on population genetic data from a single species, signals can be classified as follows [382, 370, 383]:

**Population differentiation**

Population genetic samples from two different populations will often have different frequencies of a given allele. This is due to several factors - how long ago the populations diverged, the extent of migration between the populations, the intensity of genetic drift in each population since divergence, and sampling effects are four examples. The average allele frequency difference across the entire genome is one measure of population differentiation. Selection can lead to distortions in allele frequency differences between two populations in the genomic region subject to selection. This pattern of anomalous genomically local population differentiation can be used as a signature of selection. Unusually high population differentiation can indicate directional selection impacting the frequency of a variant in one of the populations but, potentially, not the other. Unusually low population differentiation may suggest that a genomic region is under strong...
purifying selection. Statistics designed to assess population differentiation include $F_{st}$ [384] and the population branch statistic [385].

**Reduced genetic variation**

When directional selection increases the frequency of a rare variant, it increases the frequency of alleles that are on the same haplotype. This corresponds to a reduction in the frequency of alleles that are not on the same haplotype, leading to a reduction in genetic variation as alleles become extinct and loci monomorphic in the population. Purifying selection has a qualitatively similar effect, in that novel variants with a negative fitness effect will be selected out, along with any rare alleles in LD with them. Thus, anomalously low levels of genetic variation in a genomic region can signal directional or purifying selection. **Balancing selection** can have leave a complex signature on neutral variation [386], but in some cases at least has lead to high nucleotide and haplotype diversity, the human leukocyte antigen (HLA) genes, which play a critical role in immune response, being an example. Here, anomalously high variation is suggestive of selection.

**Site frequency spectrum**

The site frequency spectrum (SFS) is distribution of allele frequencies in a sample at all polymorphic loci over a specified genomic region. It can therefore be used to assess the proportion of rare, intermediate frequency and common derived alleles. The genome-wide SFS is affected by many demographic processes, including changes in population size and admixture between partially isolated populations. When selection changes the frequency of a particular allele, the frequency of alleles at linked loci will also change, known as genetic hitchhiking [381]. This impacts the SFS. For example, positive selection tends to lead to a relative excess of low- and high-frequency derived alleles [387]. A wide range of statistics designed to detect selection are based on the SFS (e.g. Tajima’s $D$ [388], the Composite Likelihood Ratio (CLR) statistic suggested by Kim and Stephan [356], Fay and Wu’s $H$ [387]). These tend to have high power to detect recently completed selective sweeps that acted on a novel variant (rather than on standing genetic variation).

**Linkage disequilibrium**

Although I have presented the three signals above in the context of selection influencing the frequencies of the target allele and linked neutral variants, one can also view selection as changing the frequency of the haplotype surrounding a selected allele. Thus, each of the above signals can be considered in the context of haplotypes (e.g. increased haplotype differentiation between populations, or reduced haplotype diversity). As has already been indicated, in the case of a selective sweep acting on a novel variant, that variant is initially associated with a single haplotype (the chromosome on which it arose). Recombination rapidly causes selected alleles to be on different haplotypes at long genetic map distances, but the effect is much slower at a short genetic map distance. Thus, selection leads to a local distortion in the ‘haplotype frequency spectrum’. The characteristic signature of a high-frequency, long-range haplotype has been used to infer
Figure 4.2: LD pattern around the selected single nucleotide polymorphism in \textit{CPT1A}, c.1435C>T\textsuperscript{11}, the position of which is indicated by a green dot. The top-left of the matrix shows raw $r^2$ values, a measure of LD introduced formally below, while the bottom-right shows $\log \frac{r^2}{E[r^2]}$. $E[r^2]$ denotes the expected value of $r^2$ given the genetic map distance between loci, calculated using the observed $r^2$ values for all loci on Chromosome 11 in the northeast Siberian population and the HapMap Phase II genetic map [390]. The reduction in LD between single nucleotide polymorphisms on either side of c.1435C>T is indicative of a late-stage selective sweep [357], and is emphasised by taking into account expected $r^2$ values. Values >1.0 and < -1.0 were plotted as 1.0 and -1.0 respectively.

Recent and ongoing positive selection especially, with a variety of selection statistics based on this signature (e.g. extended haplotype homozygosity [389], integrated haplotype score [359] and $nS_L$ [365]).

The changing frequency of different haplotypes due to selection has an effect on pairwise LD, defined above. In the case of positive directional selection, an increase in LD is expected in the early stages of the selective sweep. More complex patterns arise as a selected allele nears fixation, with a characteristic reduction in LD between loci located on different sides of the selected variant (see manuscript below for details and references). This latter pattern is apparent in Figure 4.2, which shows the pattern of LD around a variant in the \textit{CPT1A}\textsuperscript{10} gene, identified as a likely selection candidate by Clemente \textit{et al} [2]. This particular variant is at a high frequency in Arctic populations despite being associated with high infant mortality in Canadian and Greenland Inuits.

During the course of my PhD, I contributed a similar figure to that study (Supplementary Figure S5 in [2]), which included the pattern of LD in control populations, along with a discussion of the LD patterns in this region. My contribution helped to narrow down the variant likely to be associated with a phenotype that was positively selected in the past, possibly adaptation to a high-fat diet (see the study for evidence supporting this hypothesis).

\textsuperscript{10}Following convention, genes name abbreviations are written in italic upper case

\textsuperscript{11}This notation indicates a single base variation at position 1435 in the coding (c.) sequence of the gene, from an ancestral state ‘C’ (cytosine) to a derived state ‘T’ (thiamine)
The above signatures are those most commonly used to infer relatively recent selection acting on populations within a species. Other approaches exist, especially based on multiple-species comparisons (some are detailed in [383]), but are not directly relevant to the work in this chapter. Similarly, multiple signatures are often combined to detect selection (e.g. the composite of multiple scores (CMS) statistic [362] or the recent S/HIC statistic that uses machine learning to characterise the combined implications of a wide range of selection signatures [391]).

As I have already emphasised, the genomic region over which a signal of selection extends depends on linkage between the locus on which selection is focussed and nearby loci. This in turn depends the local recombination rate, which is highly variable. Briefly, if the recombination rate is unusually low then haplotypes associated with high frequency derived alleles may be unusually long, local LD will be unusually high, and the impact of selection on reducing local genetic variation and distorting the SFS will affect a larger genomic region. Unusually rapid recombination may mask signatures of selection, and lead to false positives for some statistics based on LD especially (again, see manuscript below).

A slightly subtler, but equally concerning, point is as follows. I have observed in simulations that low recombination rate tends to lead to more ‘noise’ in a wide range of population genetic summary statistics. This is because the genealogies\(^\text{12}\) of loci in such regions are highly correlated - in the limit of no recombination, they all reflect a single genealogy, which describes the evolutionary history of the entire chromosome. When the local recombination rate is high, different loci evolve with near-independence and many possible genealogies are effectively sampled from those possible given a population’s demographic history. The increased noise associated with slow recombination rate will lead to outlier signals in many statistics.

In this section, I have attempted to explain the concept of selection signals through important examples of signals that are frequently used in selection statistics, and the important role that recombination has in allowing us to localise detect signals of selection. I continue by describing some of the challenges that arise when trying to interpret these signals.

### 4.3 Challenges in identifying natural selection

Natural selection describes how, given heritable phenotypic variation that leads to differential reproductive success, phenotypic qualities that yield more offspring will tend

\(^{12}\text{See my discussion of the coalescent in section §4.5.1} \)
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to be emphasised - termed adaptation. This is a fundamental principle underlying the evolutionary process. Nevertheless, the role of adaptation in explaining the phenotypic (e.g. [373]) and genetic characteristics [392] of species has been extremely controversial.

4.3.1 Natural selection affecting allele frequencies in humans

A gene or genetic variant may be considered a promising selection candidate if there are multiple lines of evidence pointing toward adaptation, and especially if these link genotype, phenotype and fitness [371]. Gaining truly cohesive evidence is especially difficult in humans, where experimental manipulation of genes and environment is usually unsuitable in a scientific context. The list of genes that are thought to influence a selected phenotype based on GWSSs and other evidence continues to grow (e.g. examples in [393]), though at a far slower rate than those identified by GWSSs only [370]. To indicate the process by which evidence may be accumulated, I now describe a classic example - the effect of variation in the \textit{MCM6} gene on lactase persistence.

Lactase persistence Lactase persistence (LP) is the expression of the lactase enzyme into adulthood, leading to the ability to digest lactose after weaning. This allows adults to consume dairy products without discomfort, and hence access another source of nutrition. The LP phenotype is genetically determined and the distribution of LP follows the distribution of dairy farming (see citations in [394]). This has led to suggestions, from the 1970s onward, that the distribution of LP is a result of selection [395]. Population genetic investigation lead to the identification of two genetic single nucleotide polymorphisms (SNPs) associated with the LP phenotype in a Finnish cohort [396] located in \textit{MCM6}, the gene neighbouring the lactase gene (\textit{LCT}). The derived state of both SNPs is common in northern Europeans (which would suggest that the original mutation was old under neutrality) but is on a long haplotype (a signature of a recent mutation), as well as being in a genomic region of high population differentiation; combined, these signals suggest that the SNPs rose in frequency in some populations very quickly, indicative of natural selection [394].

Subsequent work has identified different SNPs associated with LP in Africa [397, 398] and the Middle East [399]. There is considerable evidence that several of these SNPs impact gene expression (e.g. in a human intestinal cell line for certain SNPs found in Africa [397] and in transgenic mice for the -13910T SNP (rs4988235$^{13}$, one of the European SNPs) [400]). Finally, work on ancient DNA (aDNA) from European human remains has demonstrated a sharp, recent rise in the frequency of SNP rs4988235 over the last 5000 years [401]. For comparison, time-estimates based on modern genetic

$^{13}$Specific SNPs are identified by researchers using their unique rsID (Reference SNP cluster ID), which is assigned on submission of a novel SNP to the main database of SNPs, dbSNP
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patterns\textsuperscript{14} only suggested a date of 8-9000 years (95% confidence 2200-19200) \[397\]. Taken together, these studies identify SNPs showing evidence of a genotype-phenotype association, the potential to increase gene expression in both human cell lines and a mouse model, and, indirectly, fitness effects through observed frequency changes and signatures of selection in modern populations.

There is a similar breadth of support for selection acting on several other SNPs. For example, a variant in the \textit{SLC24A5} gene is associated with skin pigmentation in multiple human populations \[402, 403\], and both directly impacts pigmentation in zebrafish and shows genetic signatures of selection in modern European populations \[402\]. The variant also shows a rapid frequency increase in Europe in the last 8000 years \[401\]. I search for selection signatures at both of these genes in the manuscript presented below.

I also consider a variant in the \textit{EDAR} gene thought to have been subject to selection among Asian populations \[404, 405\]. This variant was found to be associated with hair thickness \[406\] and tooth shape \[407\] in modern Asians. A mouse line with the variant showed increased hair thickness, reduced mammary fat pad size but increased mammary gland branching, and increased eccrine sweat gland number \[408\]. After identifying these associations in mice, the association with eccrine gland density was replicated in humans \[408\]. This diversity of effects (pleiotropy) means that it is difficult to determine which phenotypic trait, if any, offered a selective advantage, and hence lead to allele frequency changes.

\subsection{4.3.2 From differential reproduction to allele frequency changes}

The situation with the \textit{EDAR} variant is an interesting example of the challenges involved when interpreting signatures of selection in population genetic data. However, this particular case is an anomaly. Most of the time, a GWSS will highlight many regions of the genome, each of which may be several hundred kilobases long. Within each selection candidate there may be multiple (or no) genes and thousands of SNPs, as well as other genetic polymorphisms. Many genes have multiple biological roles. However, the large number of \textit{genome-wide association studies}, with differing protocols and sample sizes, that have now been performed mean that genes often show putative association with multiple diseases or phenotypic traits. Even if a single SNP is considered a likely selection target information on its phenotypic impact in model organisms will usually have to be specially generated. These features together mean that it is hard to narrow down the loci contributing to signatures of selection, identify likely phenotypic associations, or test the impact of a variant in model organisms.

\textsuperscript{14}I do not describe techniques to date the onset of selection or estimate the selection intensity in this thesis - the chapter is already long and I do not attempt to do either in the work presented below
Given these difficulties, inferring the narrative of adaptation from population genetic patterns is especially challenging [371]. But the narrative may be unclear even when there is supporting evidence for selection from multiple directions. For example, if a genetic variant known to have a specific phenotypic effect and also displays population genetic signatures of selection, it does not logically follow that the frequency of the allele has been influenced by selection on that phenotypic effect [374]. Furthermore, many complexities to the simple selective narrative, often the scenario selection statistics are designed to detect, are possible. An allele may have a phenotypic impact that is difficult to observe or not obvious to a scientist, or may impact many traits in ways that do not influence reproductive success. Alternatively, the phenotypic impact of an allele may depend strongly on the environment, or on the genetic state at other loci (epistasis), or on its own frequency (e.g. heterozygote advantage).

Despite these concerns, the use of population genetic patterns to infer selection has had notable successes. The examples of lactase persistence and pigmentation are joined by many others (examples include high-altitude adaptation [409], blue eye colour in Europeans [410] and height in African Pygmies [411]), with the implication that GWSSs can offer an important contribution to our understanding of evolutionary changes in genotype and phenotype. Nevertheless, given the challenges facing GWSSs, it is particularly important to have confidence in the statistical method employed. My work aims to further our understanding of the statistics used in GWSSs, and hence help to reduce the number of false positive selection signals identified in GWSS studies.

4.4 Statistical details of genome-wide scans for natural selection

To help focus on important statistical details of GWSSs, I begin by outlining a general GWSS protocol. Important terms are italicised, with a definition and discussion given below, in order, rather than in the glossary. Note that these include both terms from genetics and statistics, although my discussion focusses on the specific relevance of the term to GWSSs. Readers familiar with statistical concepts and the idea of a GWSS may wish to proceed to section §4.5, where I discuss the use of simulations in assessing the performance of selection statistics.

4.4.1 The standard model of a genome-wide selection scan

The two essential components of a selection scan are the population genetic data and a test statistic that allows a researcher to assess the evidence for selection in a given region. The population genetic data consists of genetic data from individuals which is partitioned into one or more population groups. Following suitable pre-processing of the
data - for example, phasing may be necessary for non-haploid species - the test statistic is calculated for each of a number of genomic regions. In GWSSs, these genomic regions define subsets of the data to be used as input for the test statistic, and are distributed across the genome to identify the genomic location of unusual signals.

An effective test statistic will have a different distribution given the null hypothesis and alternative hypothesis. Calculating the null distribution of a test statistic is a critical step in identifying signatures of selection. There are two main approaches. Firstly, a demographic model of the population may be assumed, and the null distribution of the statistic then calculated, or, more often, sampled through simulations. Secondly, one can assume that the observed distribution of the statistic over the genome largely represents the null distribution. In the case of genome-wide selection scans, this assumes that the vast majority of genomic regions are selectively neutral. In both cases, a critical value of the test-statistic is proposed, and those regions yielding test statistic values more extreme than this critical value are considered selection candidates.

4.4.2 Important concepts in GWSSs

Population genetic data - the population genetic data consists of a set of samples for which genetic data is available. For a GWSS, the sequence data for an individual has tended to consist of a large number of known single nucleotide polymorphisms (SNPs), although increasingly whole genomes are available. Using whole genomes avoids problems associated with ascertainment bias. Information on the genomic location of sequenced loci is often required to define genomic regions over which to calculate the test statistic.

Test statistic - A test statistic is defined as a function of a series of observations ([412, pp.374]; [413, pp.246]),

$$W(X_1, \ldots, X_n) = W(X).$$ (4.4)

In the context of GWSSs, the observations are the population genetic data at each specific genomic region for which the statistic is calculated. The function can be quite a complicated algorithm, and may focus on one or more of a wide variety of genetic patterns that are thought to be created by selection.

Population groups - A population group is chosen so as to ask questions about the shared evolutionary history of the samples it contains. In human GWSSs, workers are often searching for signatures of selection that are specific to certain human groups, as defined geographically and culturally (e.g. ‘Europeans’, ‘East Asians’; see the HapMap project [414], HGDP-CEPH [415], 1000 Genomes Project [416]). Algorithms exist that cluster samples according to genetic similarity (e.g. STRUCTURE, [417]).
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Genomic region - For any test statistic, it is necessary to define the genomic data used as the input. In GWSS, the test statistic is evaluated many times along the genome, often in regularly-spaced ‘windows’ covering a known physical or genetic distance, testing each for evidence of selection.

Null and alternative hypotheses - A hypothesis can be broadly defined as ‘a statement about a population parameter’ [412, pp.373]. Hypothesis testing involves making a decision regarding which of two possible hypotheses are accepted given the sample data - the null hypothesis ($H_0$) or the alternative hypothesis ($H_1$). The null hypothesis places some proposed constraint on the population parameter $\theta$, and we can state $H_0$ as $H_0 : \theta \in \Theta_0$. Often, the alternative hypothesis is merely a statement that $H_0$ is false. In our notation, this is expressed as $H_1 : \theta \in \Theta_0^c$, where $\Theta_0^c$ is the complement of $\Theta_0$.

In the context of GWSSs, the desirable null hypothesis is neutrality. The relationship between this and the hypothesis of selection is not trivial, and will be discussed shortly.

Null distribution - The null distribution is the distribution of the test statistic under the null hypothesis. When the test statistic deviates strongly from the null distribution this is taken as evidence that the null hypothesis is not true.

In GWSSs, determining the null distribution of a test statistic under neutrality is a critical step. The null distribution is usually impacted by features of population history such as population size and changes in population size and admixture between populations. Note that this demographic history impacts the entire genome, while selection will tend to affects the genomic region associated with relevant phenotypic traits [418]. There are two options for generating the null distribution of a statistic. The first is to explicitly simulate samples from the population according to some demographic model. This is often achieved using coalescent simulations. The second is to assume that the distribution of the test statistic over every genomic region in the genome approximates the null distribution.

Critical value - A critical value is a value of the test statistic that marks the boundary between values that are taken as insufficient evidence to reject $H_0$ and those that are taken as sufficient evidence to do so[412, pp.383; 397–398]. The critical value should be chosen before carrying out the hypothesis test, and usually corresponds to a certain probability of a false positive result given that $H_0$ is true, $P(\text{FP}|H_0)$\(^{15}\). Traditionally, $P(\text{FP}|H_0) = 0.05$.

An important consideration is determining a reasonable value for $P(\text{FP}|H_0)$ in situations where multiple hypotheses are tested. This is especially relevant for GWSSs. Testing for non-neutrality in non-overlapping windows of 200kb over the human genome would involve over 10,000 hypothesis tests, with nearby windows often showing correlated

\(^{15}\)This quantity is often indicated using the notation $\alpha$, which I reserve for a certain family of statistics in the manuscript presented below
statistic values. $P(\text{FP}|H_0)$ is usually reduced to reduce the number of false positives, and many approaches have been recommended [419].

**Selection candidate** - A selection candidate is a genomic region for which the null hypothesis of neutrality has been rejected for a given test statistic. This makes no statement on whether that locus has actually been subject to selection, and indeed it is not strictly possible to make this statement using GWSSs alone - $H_1$, when defined as the complement of $H_0$, refers to an infinite number of hypotheses, with selection included in only a subset of these. Examples of possible confounding factors in GWSSs are local anomalies in recombination or mutation rate.

As the definition of a selection candidate depends on the test statistic, null distribution and the chosen critical value, we will have differing levels of confidence in selection candidates suggested by different analyses. Some caution is recommended by the fact that by 2009, combining the results of selection scan studies suggested that 23% of the human genome had been subject to detectable selection [370]. This is despite a small human ancestral population size, which leads most methods to have difficulty in identifying even moderately strong selection. Between these studies, the number of hypothesis tests conducted will be very large indeed, raising the possibility of many false positives in the literature.

### 4.4.3 $H_0$ and the concept of neutrality

The intention of GWSSs is to search for signatures of selection, such that neutrality is the logical suggestion for the null hypothesis. However, as indicated above there are multiple approaches to approximating the null distribution, and these have implications on what a region being identified as a selection candidate actually implies.

**Neutrality in theory**

In theoretical population genetics, there are four processes that affect allele frequencies over time - stochastic drift due to finite population size, migration, mutation and selection. Selection is possible when lifetime reproductive success depends on genotype, and changes in allele frequencies due to selection are expected when this is associated with variation at relevant loci (the locus of a given allele or a locus that is linked to it) in the genome.

In mathematical models of genetics, it is common to model two alleles at a locus. Each allele is assigned a fitness, describing its relative reproductive potential of a carrier. Perhaps the simplest model describes a system of two alleles at a haploid locus with
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frequencies $p$ and $q$, and discrete, non-overlapping generations,

$$p_{t+1} = \frac{p_t (1 + s)}{q_t + p_t (1 + s)}$$

(4.5)

$$= \frac{p_t (1 + s)}{1 + s p_t}$$

(4.6)

where $p_{t+1}$ is the frequency of allele $p$ at time $t + 1$, $q = 1 - p$ and $s$ is the selection coefficient, with relative fitnesses $1$ and $1 + s$ applying to alleles $q$ and $p$ respectively (Eq. II-19 in [420]). The absence of selection at a locus is termed neutrality; in such models, $s = 0$.

The description of selection changing an allele frequency changing over time given by Eq. (4.5) is a clear simplification. Although the mathematical model describes the idealised impact of selection quite accurately when the population is large, selection strong and the advantageous allele at an intermediate frequency, it does not include random genetic drift. Furthermore, features like fitness depending on environmental factors or frequency dependent selection are not included.

Selection and neutrality are easy to define in the context of models, but such definitions are only as useful as the models are good representations of real evolutionary processes. Given this, I approach the problem from a new angle by asking what null hypotheses is implied by the chosen null distribution in a GWSS.

Constraints on the null hypothesis through the null distribution

As mentioned above, the null distribution is usually determined in one of two ways - through simulation, or empirically using the observed distribution of the test statistic for the relevant population genetic sample.

When using simulations, a demographic model is selected, and genetic data is simulated according to this demographic model many times. The demographic model is usually retrieved by defining a plausible model structure, describing features like the number of populations modelled and how often these change in size, and fitting the parameters of the model to genetic data (examples in humans include [421] and [422]). The precise null hypothesis being tested when such a null distribution is used, then, is local consistency with the stated demographic model. The demographic model is a highly simplified representation of a population history that is most consistent, as compared to other parametrisations tested, with certain aspects of the population genetic data. While many true features of the population’s history are not modelled, the effect of these on genetic diversity may be partially absorbed by parameters that are included. This leads to a deviation between the demographic model and the most accurate population history, but can be desirable for the purposes of detecting local selection signatures.
The alternative approach is to simply use the observed distribution of the test statistic over the whole genome as the null distribution. In this case, one inevitably captures many aspects of the data - the genome-wide influence of demography, variable recombination and mutation rate, and more complex patterns such as assortative mating driven by specific loci and natural selection. The null hypothesis, then, is *local consistency with the genome-wide statistic pattern*.

The relationship between the null hypothesis and neutrality is different in the two cases. In the former, the stated demographic model is chosen so as not to include selection (i.e. \( s = 0 \) for all loci in the model). However, the data used to fit the demographic model may include loci that have been subject to selection, with the impact of this partially absorbed into other demographic parameters. The null distribution reflects one of infinitely many neutral demographic models, such that any local deviation from this model due to variation in recombination rate or mutation, or due to complex non-selective processes such as an allele affecting mate choice or migration tendencies, may lead the null hypothesis to be rejected. Incorrect estimation of the neutral model can lead to huge numbers of false positives (e.g. [423]).

In the latter, outliers (based on a chosen threshold, such as the top 1% of signals) are taken to be selection candidates. The extent to which these are true positives - in the sense that the genetic variation in these regions has been affected by selection within the time frame probed by the selection statistic - is unclear. Ultimately, this will depend on the power of the test statistic given the true sample genealogy, weighted according to the frequency of different selection events. Although the demographic scenario no longer needs to be estimated, outliers may appear to offer convincing selection candidates if selection is rare and the null-distribution under neutrality fat-tailed.

**The genomic signature of neutrality**

However the null distribution is constructed, GWSSs rely on the idea that demographic history impacts the entire genome equally (albeit stochastically), while selection tends to affect local genomic regions only [418]. However, selection is not the only process that affects different regions of the genome in different ways. The recombination rate, for example, varies considerably over short genomic scales [367, 390], and increasing evidence suggests that the mutation rate may be quite variable also [424]. Different populations have different recombination hotspot locations [425], such that these must change over time.

Specific local patterns or changes in recombination rate and mutation rate over time could create many of the genomic patterns that are created by selection. The simplest examples include regions of low genetic variation or high LD, both signals of selection, as a result of low local mutation or recombination rate. More complex changes in local mutation rate could replicate distortions in the SFS expected to arise due to selection.
This by no means suggests that most selection candidates have been caused by quirks of local recombination or mutation, but emphasises the challenges in linking selection candidates to the process of selection itself. If the null-distribution of a test statistic is to truly represent neutrality, it would have to take into account these sort of phenomena. Unfortunately, processes such as changes in local mutation and recombination rates over time remain poorly characterised. While a null distribution approximated using the empirical distribution of a test statistic will reflect the impact of locally variable neutral features of molecular evolution, the relative frequency of such signals as compared to true selective sweeps is unclear.

The above discussion is not exhaustive, but broadly covers approaches in GWSSs and highlights critical challenges that these face. Many of these challenges have not been fully resolved. Simulations offer a useful tool for exploring the implications of the various assumptions in GWSSs or specific selection statistics.

### 4.5 Using simulations to improve test statistics for GWSSs

Simulations can be used to assess the accuracy of GWSSs when different approaches are taken to constructing the null distribution. They can also be used to assess the ability of a test statistic to correctly identify signatures of selection. In my work, I have considered the performance of test statistics rather than the details of constructing the null distribution, and I therefore focus on the latter.

The principle of using simulations to assess a test statistic in this way is as follows. Firstly, genetic data is simulated according to a neutral demographic scenario with a given model of molecular evolution, and the test statistic evaluated based on this data. Repeating this yields a null distribution of the test statistic. Secondly, genetic data is simulated according to the same model of demography and molecular evolution, but with some form of selection included also. Now, many replicates gives the distribution of the test statistic under this specific violation of the neutral null hypothesis. The two distributions can be compared to assess the ability of the test statistic to distinguish between the two scenarios.

There are two main approaches to simulating genetic data. Forward-time simulations usually represent the entire population as it evolves according to a specified scenario. If I want a sample of $n = 10$ chromosomes from a Wright-Fisher population of size

---

16 A Wright-Fisher population is a standard idealisation of a finite and constant-sized population of identical, randomly mating individuals which evolves by replacing a parent population with a daughter population each generation [13]. Another commonly used idealisation in forward-time simulation and mathematical analysis is the Moran model [426].
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At equilibrium diversity, the simplest approach is to initialise the $N$-member population with identical chromosomes, and then evolve this population forward in time, using a specified model of mutation and recombination, until diversity no longer changes according to my preferred metric. I would then randomly sample $n$ chromosomes from this population. A more common approach is backward-time simulation using coalescent models. Here, the genealogy of the $n$ sampled chromosomes is simulated only. This approach is much more computationally efficient, but is less flexible, especially when trying to represent complex mating systems (i.e. highly non-random mating) or, depending on the algorithm used, highly skewed offspring distributions. A more comprehensive discussion of the difference between forward and backward-time simulations can be found in [427].

The approach to testing selection statistics faces two challenges. Firstly, the simulation protocol is assumed to accurately capture the specified neutral and selection scenarios. Secondly, the scenarios chosen should be relevant to the evolutionary history real populations. I proceed by introducing coalescent simulations in more detail, before presenting the draft manuscript and, finally, returning to these two challenges in the context of the manuscript.

4.5.1 The coalescent simulation method

Coalescent simulations make use of coalescent theory to efficiently obtain a sample of simulated genetic sequences. The theory underlying the concept dates to the early 1980s [355, 428, 429], but relies on and extends previous results [430]. The simplest form of the model is also the first [355], and represents neutral evolution given a single panmictic population of constant size, without recombination. In brief, a genealogy is first constructed for the samples using the distribution of time between coalescent events, which is known, see Eq. (4.7) and Fig. 4.3. A coalescent event occurs when two copies of a chromosome share common ancestry, and can, prior to this, be viewed as a single evolving lineage. I use the term chromosome here to mean a contiguous genetic region. The simulation algorithm is as follows:

1. Start with a sample of $n$ chromosomes partitioned into $k = n$ sets, each containing a single chromosome. Each set contains a group of chromosomes that have coalesced at time $t$ pastward.

2. Repeat, until $k = 1$:

   (a) Draw a random number, $T_k$, distributed according to the waiting time for the next coalescent event (see below).

   (b) Where $t_{k-1}$ is the time, pastward, at which there are first $k - 1$ sets, $t_{k-1} = t_k + T_k$
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(c) Randomly pick two sets of chromosomes and combine them (a coalescent event), setting $k = k - 1$

Membership of the $k$ sets over time can be drawn as a bifurcating tree (see Fig. 4.3). The waiting time for a coalescent event is approximated by an exponential distribution. Formally, with $n$ finite and population size $N \rightarrow \infty$, a limiting process is described such that the mean of this exponential is

$$E[T_k] = \frac{1}{(\frac{k}{2})},$$

(4.7)

with time re-scaled in proportion to $N$ [355, 431, 432] and $E[T_k]$ the expected waiting time for the next coalescent event given $k$ sets of chromosomes. In the Canning’s model [433], which generalises the Wright-Fisher model to allowing for offspring distributions that are not multinomial, time is scaled as $N/\theta^2$, where $\theta^2$ is the variance in offspring number as $N \rightarrow \infty$ and is a positive constant. For a haploid Wright-Fisher model [13], $\theta^2 = 1$, while re-scaling occurs as $N^2/2$ [355] in the Moran model [426]. The accuracy of Eq (4.7) in approximating these classic population genetic models relies on $N \gg n$. As $k$ increases, Eq. (4.7) gets smaller, reflecting a reduction in the waiting time associated with an increasing number of different possible coalescent events in a generation. Eq. (4.7) can be used to calculate properties of the tree, such as the time to the most recent common ancestor of all $n$ samples (e.g. [432]),

$$E[T_{MRCA}] = \sum_{k=2}^{n} \frac{N}{\binom{k}{2}}$$

$$= 2N \sum_{k=2}^{n} \frac{1}{k(k-1)}$$

$$= 2N \sum_{k=2}^{n} \frac{1}{k-1} - \frac{1}{k}$$

$$= 2N \left(1 - \frac{1}{2} + \frac{1}{2} - \frac{1}{3} + \frac{1}{3} - \cdots - \frac{1}{n-1} + \frac{1}{n-1} - \frac{1}{n}\right)$$

(4.8)

$$= 2N \frac{n-1}{n},$$

(4.9)

now assuming a haploid Wright-Fisher population and time in generations.

Having sampled the coalescent to obtain a genealogy, it is trivial to convert this into sequence data by randomly scattering mutations on the branches, see Fig. 4.4. Although changes in mutation rate over time are not commonly implemented in computer programs simulating the coalescent (e.g. they are absent in the classic program ms of Hudson), this is easy to incorporate by conditioning the probability of a mutation on time. Similarly, mutations are typically assigned random numbers representing location based on a uniform distribution between 0 and 1, corresponding to an infinite sites model. Local mutation rate variation could be included by using a different distribution.
Figure 4.3: The coalescent process given a haploid Wright-Fisher population of constant size $N = 8$ and sample size $n = 5$, with no recombination. In the coalescent model, time runs backward from the present, $t = 0$, to the final coalescent event, corresponding to $T_{MRCA}$; in the figure, the present is at the bottom of the tree, where $k = n = 5$. Each circle corresponds to an individual in a specific generation, with dark red indicating individuals belonging to lineages that are ultimately sampled in the present and white indicating lineages that are not sampled. The detailed process of reproduction for the entire population over two generations is shown between the two horizontal dashed lines, with the lighter lines indicating ancestor-descendant relationships. The number of independently evolving lineages, $k$, and the expected time to the next coalescent event in generations under this model, $E[T_k]$, are indicated.

The simulations I perform rely on three developments of this method - complex demography, recombination and selection.

**Complex demography in coalescent simulations**

A single population of constant size represents the simplest possible demographic history of a population, described by a single parameter $N$. In reality, processes such as population size changes are common, while non-random mating due to population structure, either geographic or otherwise, can often be described as migration between subpopulations. Coalescent models that include these properties have been described. In the case of population size changes, an alteration to the waiting time to coalescence is involved (e.g. see [431] and references therein). The case of multiple-subpopulations is marginally more complicated, as in practice it is necessary to keep track of lineages switching between the sub-populations and coalescing within them (e.g. see [434] and references therein). Programs implementing coalescent simulations, such as Hudson’s ms [435], as well as MSMS [3] and Cosi2 [4] which are both used in the manuscript below, allow the specification of complex demography.

**Recombination**

The evolution of unlinked genes is described by different coalescent trees, as they segregate independently each generation. Conversely, when genes are fully linked, their history is described by a single tree. The situation is more complex for partially linked loci. Now, the genealogy of genes will be correlated according to the recombination distance between them. When recombination occurs within a simulated region, an appropriate coalescent model will no longer create a bifurcating tree, but an ancestral
recombination graph (ARG, [429]).

Backwards in time, a recombination event will lead to the splitting of a chromosome into two lineages, each following one portion of the chromosome only. The location of the divisor point is chosen according to the relative recombination rate along the chromosome. Knowing the total probability of recombination over the entire chromosome, we can determine a waiting time distribution for such splitting events. An example of a possible ARG is shown in Fig. 4.4b.

**Figure 4.4:** Once a coalescent tree has been simulated, mutations (stars) are scattered at random - assuming a constant mutation rate over time - along the branches. With a constant mutation rate over the chromosome, these are also places at random positions along the chromosome, and are indicated on the chromosomes (vertical grey rectangles) beneath each sample as red or green bars. The two plots correspond to a) a tree topology and genetic samples generated without recombination; and b) an ancestral recombination graph (ARG) and samples generated with recombination. The ARG in b) includes a single recombination event, whereby two sections of the chromosome in a sample evolve independently for a period of time - the two sections are coloured red and green for clarity throughout the ARG, as are mutations in the ARG and on the sampled chromosomes.

**Selection**

When a selective sweep is included, we can consider a population as two subpopulations defined by the presence or absence of the selected allele. Coalescence occurs within these subpopulations only. The size of each subpopulation is updated over time according to the simulated frequency trace of the selected allele. These two subpopulations are initialised by splitting the ancestral population into two, according to an allele chosen
to have frequency equal to the initial frequency of the selected allele, at a time that is often a parameter of the simulation.

In the coalescent program I use, MSMS, the frequency trace is created using a forward-time structured diploid Wright-Fisher model. Briefly, with very slight notation differences from the Internal Manual of MSMS [3], we consider two alleles at a locus, a and A, with positive selection acting on an allele A. Genotypes have fitness values in the \(i\)th deme at time \(t\) of \(1 + s_{aa}^i(t)\), \(1 + s_{Aa}^i(t)\) and \(1 + s_{AA}^i(t)\) for the homozygous a, heterozygous and homozygous A forms. The finite number of demes are linked by migration rates \(m_{ij}(t)\) between from deme \(j\) to deme \(i\) at time \(t\), with the proportion of non-migrants \(m_{ii}(t) = 1 - \sum_j m_{ij}(t)\).

The life-cycle consists of four stages - selection, migration, mutation and then random mating - with the census taken after the random mating stage. Hardy-Weinberg equilibrium is assumed to hold.

The proportion of allele A in deme \(i\) at time \(t\) is denoted \(x_A^i(t) = \frac{n_A^i(t)}{N_i(t)}\), where \(n_A^i(t)\) is the number of A alleles in deme \(i\) and \(N_i(t)\) the population size of deme \(i\) at time \(t\). Selection implemented first,

\[
\eta_A^i(t_s) = x_A^i(t) \left(1 + \left(1 - x_A^i(t)\right) s_{aa}^i(t) + x_A^i(t) s_{AA}^i(t)\right) \tag{4.10}
\]

\[
\eta_a^i(t_s) = \left(1 - x_A^i(t)\right) \left(1 + x_A^i(t) s_{aa}^i(t) + \left(1 - x_i(t)\right)^{\Lambda} s_{AA}^i(t)\right), \tag{4.11}
\]

where \(\eta_{\kappa}^i(t_s)\) is the ‘amount’ of \(\kappa\) alleles in deme \(i\) after selection, with amount indicating a not-yet-normalised updated proportion of an allele. This is followed by migration,

\[
\eta_A^i(t_m) = \sum_j m_{ij}(t) \eta_A^j(t_s) \tag{4.12}
\]

\[
\eta_a^i(t_m) = \sum_j m_{ij}(t) \eta_a^j(t_s), \tag{4.13}
\]

where \(\eta_{\kappa}^i(t_m)\) is the number of \(\kappa\) alleles in deme \(i\) after migration. Mutation then occurs, with the new relative frequency in an infinite population of allele A, \(x_A^i(t_M)\), given by

\[
x_A^i(t_M) = \frac{(1 - v)\eta_A^i(t_m) + u\eta_a^i(t_m)}{\eta_A^i(t_m) + \eta_a^i(t_m)}, \tag{4.14}
\]

where the mutation rate from allele A to a is \(v\) and the mutation rate from a to A is \(u\). Demographic stochasticity due to a finite population size is now included through sampling of an infinite population with proportion \(x_A^i(t_M)\) of allele A using a binomial random variable. The distribution sampled is
Pr\left( n_A^i(t+1)|n_A^i(t) \right) = \left( \frac{2N_i(t)}{n_A^i(t+1)} \right) \left( x_A^i(t_M) \right) \left( 1-x_A^i(t_M) \right) \left( 1-x_A^i(t_M) \right) \left( \frac{2N_i(t)-n_A^i(t+1)}{2N_i(t)} \right), \quad (4.15)

which is then used to calculate $x_A^i(t+1)$. This model is sufficient to generate a frequency trace of allele $A$ in any demography that can be specified by MSMS.

Arbitrary frequency traces can also be given as input to either MSMS or Cosi2.

I now present a draft manuscript in which I use coalescent simulations to assess the performance and suggest improvements to selection statistics based on signatures of LD. The work is complete in the sense that I do not currently intend to conduct further simulations, but the final submitted manuscript will likely be re-formatted and cut.
4.6 Refining the use of linkage disequilibrium as a robust signature of selection (*Unpublished manuscript*)

G. S. Jacobs, T. J. Sluckin and T. Kivisild

4.6.1 Abstract

Natural selection causes distortions to patterns of linkage disequilibrium (LD) in the genomic region surrounding a selected locus. These patterns have been used to infer past selective sweeps. However, recombination rate is known to vary substantially along the genome for many species. We here investigate the effectiveness of current (Kelly’s $Z_{NS}$ and $\omega_{\text{max}}$) and novel statistics designed to identify LD distortions due to selection in various scenarios, including a human-realistic demographic model and recombination rate variation. When recombination rate is constant, Kelly’s $Z_{NS}$ offers high power, but is out-performed by a novel statistic we test, which we call $\alpha$. When recombination rate fluctuations are included, there is a considerable reduction in power for all LD-based statistics. However, this can largely be reversed by appropriately controlling for expected LD using a genetic map. To further test these different methods, we perform selection scans on well-characterised HapMap data, finding that all three statistics - $\omega_{\text{max}}$, Kelly’s $Z_{NS}$ and $\alpha$ - were able to replicate signals at many selection candidates previously identified based on population differentiation or distortions to the site frequency spectrum. Modifying Kelly’s $Z_{NS}$ and $\alpha$ to control for expected LD increases the number of selection candidates they replicate, while the $\omega_{\text{max}}$ statistic was the most successful method that did not control for recombination rate variation.

**Keywords:** Natural selection, linkage disequilibrium, human evolution, recombination rate
4.6.2 Introduction

Natural selection can create characteristic population genetic signatures focussed on genomic regions that have influenced past reproductive success. Reading this evolutionary fingerprint allows us to gain insight into the lives of long-dead individuals, while also identifying a subset of phenotypically and evolutionarily important genes. In that both evolutionary success and medical science are interested in survival, such genes may have important implications for human health. Among domestic and wild species, veterinary applications are supplemented by the potential to improve productivity or further conservation respectively.

The idea of identifying signatures of selection using linkage disequilibrium (LD) data is not a new one (e.g. [436]). However, increasing availability of genetic data and computational power offer us new tools. In the case of human genetics, these resources have facilitated the discovery of thousands of putative selection signals [370]. However, for the vast majority of detected signals no phenotypic association has been suggested, let alone functionally tested using model organisms, and a relatively small number of signals are replicated across studies. Given the large number of hypotheses tested in genome scans for selection, many signals may be false positives [437, 370, 372]. This concern may be compounded by systematic biases related to ascertainment [438] or data quality [439]. Distinguishing true signatures of selection requires a multi-faceted approach, but improvements to statistics used to infer selection is an important step. In this work, we use simulations to explore the ability of different statistics to correctly infer selection from local patterns of LD. In particular, we assess the impact of variable recombination rate and complex demography on the power of this approach. We then assess the extent to which selection statistics based on pairwise LD can replicate previously detected selection candidates.

Distortion to LD in the genomic region surrounding a selected variant is one of many genetic effects of natural selection related to genetic hitch-hiking [381]. In the case of positive selection, a selective sweep may lead to a local increase in LD. As the selected variant reaches high frequency, this local increase in LD is followed by a reduction in LD between SNPs located on opposite sides of the variant (both patterns shown in Figure 4.5). Statistics designed to detect both the first (Kelly’s $Z_{nS}$, [380]) and second ($\omega$, [357]) patterns have been suggested, and the theoretical dynamics of LD under selection have been explored [440, 441, 442]. It has been argued that one of these signals, the $\omega$ statistic, is relatively robust to non-equilibrium demographic history of the target population, which can vastly reduce the performance of other statistics [364, 360].

In humans [366] and other species (e.g. [367, 368, 369]) the local recombination rate is known to be highly variable. Genetic maps, which provide estimates of the recombination rate along a genome, are created to describe these fluctuations, either through patterns of linkage disequilibrium in a random sample drawn from a population (e.g.
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Figure 4.5: The average pattern of pairwise linkage disequilibrium ($r^2$, lower triangle of each matrix) and SNP diversity (as represented by the total number of LD measurements over all simulations at the given pairwise distance, upper triangle) created by a selective sweep, based on 2000 simulations. The human demographic model of Gravel et al [422] was used in the simulations (see Extended Methods, §4.6.8, for details), with 40 chromosomes sampled from the European population. For models including selection, the sweep begins at time $t_1$ generations pastward, using an initial selected allele frequency of 0.0005 and an additive selection model with the homozygous state corresponding to $s = 0.04$. The frequency of the selected allele in the present is, on average, approximately 0.7 and > 0.99 when selection started 400 and 1600 generations ago respectively. In the right-most plot, the Along ($\alpha$) and Over ($\beta$) regions used to calculate test statistics are indicated.

[375]) or by inferring recombination events in pedigrees (e.g. [376]). As an indication of the extent of recombination rate variation, human genetic data suggests that 60% of recombination events happen in 6% of the genome [390]. The portion of the genome with high-recombination rate manifests as highly local extreme peaks in the recombination rate known as recombination hotspots. The implications of recombination rate variation on methods to detect selection based on pairwise LD has not yet been thoroughly explored.

The structure of this paper is as follows. We will first describe two well-known statistics (Kelly’s $Z_{nS}$ and $\omega$) used to detect positive selection through patterns of LD, and discuss their advantages and potential complications in their use. We then use simulations to identify, from a barrage of possible formulations designed to address some challenges these statistics face, the most effective selection statistics. Finally, we test all methods on well–studied HapMap Phase II data [390], assessing their ability to replicate selection candidates identified based on the site frequency spectrum and/or population differentiation. We find that controlling for expected LD based on a genetic map tends to improve statistic performance in simulations involving variable recombination rate and increases the replication of selection candidate signals.

4.6.3 Selection statistics based on LD

For the purposes of this paper, we focus on statistics that use pairwise LD to infer positive selection, as opposed to other statistics driven by hitch-hiking such as haplotype
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homozygosity [389]. Several methods that use pairwise LD patterns alone have been proposed - Kelly’s $Z_{nS}$ [380], Rozas’ $Z_A$ and $Z_Z$ [443], and the $\omega$ statistic [357]. The last of these has been adapted for use in genome scans, as implemented in the program OmegaPlus [444]. A separate approach, which we discuss but do not investigate, leverages a procedure for detecting the recombination rate from population genetic data [375] through LD distortions with recombination rate estimates based on pedigree data to detect selection [445]. The focus of this paper is on Kelly’s $Z_{nS}$ and $\omega$, and we describe these statistics now.

Kelly’s $Z_{nS}$ is simply the average pairwise LD between all SNPs over a fixed region of the genome,

$$Z_{nS} = \frac{2}{S(S-1)} \sum_{i=1}^{S-1} \sum_{j=i+1}^{S} r_{i,j}^2$$

where $S$ corresponds a list of polymorphic sites in the genetic region numbered $[1, \ldots, S_{\text{max}}]$, $i$ and $j$ are indicators referring to loci in the list $S$, and $r_{i,j}^2$ is a standardised measure of LD corresponding to the squared correlation of allelic identity between loci $i$ and $j$ [379]. Visually, an example calculation of this statistic would be the average $r^2$ among all SNPs contained in the region $x$ in Fig. 4.6. Given the dynamics of LD driven by a selective sweep, this statistic is expected to be most effective when a selected variant has reached a moderate to high frequency. The approach also has relatively high power to detect soft sweeps [446] in which a locus experiences recurrent beneficial mutations.

The $\omega$ statistic tries to identify a characteristic LD pattern that emerges toward the end of a selective sweep, represented by an increase in LD between SNPs downstream or upstream of a selected variant (Along the chromosome), but a reduction in LD between those on either side of it (Over the selected locus). It achieves this by taking the list of $S$ polymorphic sites in a region and dividing this into two contiguous groups, $L$ and $R$, which are located on either side of the $l^{th}$ locus. $L$ and $R$ contain $l$ and $S-l$ SNPs respectively. Given these definitions, $\omega$ is defined as

$$\omega = \frac{\binom{l}{2} + \binom{S-l}{2}}{\binom{l}{2}(S-l)}^{-1} \left( \binom{l}{2} \sum_{i \in L, j \in L} r_{i,j}^2 + \sum_{i \in R, j \in R} r_{i,j}^2 \right).$$

The position of $l$ is iteratively moved along the chromosome to obtain the maximum value of $\omega$. Referring again to Fig. 4.6, an example calculation of this statistic would be the average value of $r^2$ measurements indicated by blue circles divided by the average value of $r^2$ measurements indicated by pink circles. Large values of $\omega_{\text{max}}$ may indicate non-neutral evolution. The pattern detected by $\omega$ is apparent in the right-most plot of Figure 4.5.
The OmegaPlus program implements a genome scan adaptation of $\omega$. Instead of locating the divisor on SNPs, a regularly sampled grid is defined over the region to be scanned. At each point on the grid, the value of $\omega_{\text{max}}$ is determined by varying the window size evaluated and hence the SNPs in sets $L$ and $R$. In the original $\omega$ formula, the windows size was limited by the length of sequence data available. As this would imply whole-chromosome windows in a genome-scan situation, the OmegaPlus implementation of $\omega$ differs in defining constraints on window size for each $\omega$ calculation (Supplementary Information, [444]; first applied in [363]). Normalisation occurs as above, and depends on the number of LD evaluations made in each region. The implementation of the statistic is highly optimised [447], such that large amounts of genetic data can be rapidly scanned, even on consumer-grade computers. $\omega_{\text{max}}$ has shown promise in identifying selection in simulation studies [364, 360]. This work explores the potential of LD as a selection signal in genomic scans, and we use therefore used OmegaPlus program to calculate $\omega_{\text{max}}$ values rather than using the standard $\omega$ statistic construction. Henceforth we use the notation $\omega_{\text{max}}^{\text{minwin,maxwin}}$ to denote an individual run of OmegaPlus with window size flags `-minwin` and `-maxwin` set as the specified number of kilobases.

### 4.6.3.1 Challenges faced by Kelly’s $Z_{nS}$ and the $\omega$ statistic

Both Kelly’s $Z_{nS}$ and $\omega$ have been used to infer natural selection (egs. [448, 449, 450]). However, each also faces challenges, related to the nature and impact of recombination. We here describe three complications - variable recombination rate, which affects both Kelly’s $Z_{nS}$ and $\omega$, variable window size, which is only a concern for $\omega$, and fluctuations in diversity.

#### Variable recombination rate

As previously noted, recombination rate shows high levels of genome-wide variation within a number of species. This clearly has significant implications for statistics searching for unusual patterns of LD to infer non-neutral evolution [445]. Recombination hotspots cause local LD to plummet, which mimics the pattern of reduced LD expected at the end of the selective sweep and can lead to large values of the $\omega$ statistic. Conversely, certain regions of the genome have low recombination rates [367, 375], and these coldspots, with correspondingly high LD, will raise Kelly’s $Z_{nS}$. If the null distribution of $\omega$ of Kelly’s $Z_{nS}$ is based on simulations that do not accurately represent recombination rate variation, recombination hot and cold spots may lead to false positives. When the null distribution is based on empirical whole-genome data the signal of variable recombination rate will be captured, but we expect a reduction in statistical power as compared to the constant-recombination rate case due to outliers associated with
recombination hotspots and coldspots.

Variable window size
Most selection scans calculate statistics based on a sliding window of fixed size. The OmegaPlus algorithm takes a different approach, calculating the statistic at static positions \( l \) on a regular grid while changing the size of the regions used to define \( R \) and \( L \) on each side of the target locus to find \( \omega_{\text{max}} \). This approach has several implications.

Firstly, we note that the spatial extent of LD distortions in the genome caused by a selective sweep will depend on recombination rate, selection strength and the age of the sweep [381]. Given this, it is possible that a single scan with OmegaPlus using variable window size can identify a broader range of selective sweeps leading to different sized LD distortions than a fixed-window approach. Secondly, different sizes of \( R \) and \( L \) have different expected \( \omega \) values under neutrality. A simple illustrative example is provided in Appendix 2, §4.7. The impact of \( R \) and \( L \) on expected \( \omega \) value is not necessarily a problem, but does make understanding the statistics less intuitive. It may also lead the value of \( \omega_{\text{max}} \) to reflect local patterns of SNP diversity as well as LD. Thirdly, when \( L \) and \( R \) are smaller, the variance in the average value of both the numerator and denominator in Eq. (4.17) will be higher due to the reduced number of LD measurements. If the denominator randomly becomes small, Eq (4.17) diverges. It is unclear whether this effect will favour the detection of selection (local reduction in SNP diversity due to selection is important here) or just lead to greater noise in the neutral signal.

In practice, greater power is often observed for statistics that follow the same principle as \( \omega \) but apply a constant window size, as shown in Appendix 1 (§4.6.9).

Fluctuations in diversity
The spatial distribution of SNPs along a region of the genome can also impact both Kelly’s \( Z_{nS} \) and \( \omega \). Variation in the mutation rate [424] could potentially lead to regions with far fewer SNPs, and hence higher variance in the statistics under neutrality. This is a particular concern for the variable window sizes used in OmegaPlus (although the flag ‘-minsnp’ allows the specification of a minimum number of SNPs in a window). Local patterns of mutation rate variation in humans have not yet been accurately mapped (though information on certain patterns of \textit{de novo} mutation exists, e.g. [451]). However, in addition to mutation rate variation, selection can also reduce diversity [381]. Both Kelly’s \( Z_{nS} \) and \( \omega \) are based on average LD in a genomic region, with each LD measurement equally weighted. With greater genetic map distance from a positively selected locus the density of SNPs will increase and the degree of LD distortion will decrease. This suggests that the signal of LD distortion targeted by these statistics may disappear if the window size is too large.
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The value of statistics designed to capture local patterns of LD may depend, then, on features such as the window size used and neutral variation in SNP diversity. Furthermore, variable recombination rate substantially impacts observed LD values. The implication is that some control for these phenomena may improve the ability of these statistics to detect positive selection. In this work, we focus on developing and testing LD statistics calculated over a fixed-size genomic window that control for variable recombination rate.

4.6.4 Methods

Our approach to improving LD-based statistics is a pragmatic one. In essence, we use simulations to explore a large number of possible LD-based statistics and assess their potential to detect selection by comparing their power to Kelly’s $Z_{nS}$ and $\omega_{\max}$. The details of this process are described in the Extended Methods\textsuperscript{17}, §4.6.8.

4.6.4.1 Designing selection statistics

Briefly, we define a window of fixed length $x$ base pairs, centred on a target locus. As in $\omega$, we divide SNPs within this window into two sets - those that are to the left of the target locus, $L$, and those on the right, $R$, see Fig. 4.6. The $\omega$ statistic, Eq. 4.17, averages LD measurements between SNPs in the same set (the Along region) and divides this by the average LD between SNPs in different sets (the Over region). Kelly’s $Z_{ns}$ takes the average LD over all SNPs in the window. A measure of the average value of LD in the Along region is

$$\alpha = \frac{\binom{l}{2}^{-1} \sum_{i \in L, j \in L} r_{i,j}^2 + \binom{s-l}{2}^{-1} \sum_{i \in R, j \in R} r_{i,j}^2}{2}$$

(4.18)

and in the Over region

$$\beta = \frac{\sum_{i \in L, j \in R} r_{i,j}^2}{l(s-l)}$$

(4.19)

see Fig. 4.5. Assuming the number of SNPs in $L$ and $R$ are similar, Kelly’s $Z_{nS}$ will be approximately the average of $\alpha$ and $\beta$, while $\omega$ is approximately $\frac{\alpha}{\beta}$. When designing test statistics, we take a similar approach in calculating a measure of average LD in the Over and Along regions, with the possibility of some simple operation (such as addition and

\textsuperscript{17}Providing a brief summary of methods in the main text and then giving a more detailed description in an Extended Methods section, which appears at the end of the main text rather than as an Appendix, is relatively standard in the evolutionary genetics literature.
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division, as above) then performed on these. Unlike $\omega$ and Kelly’s $Z_{ns}$, we include the option of subtracting or otherwise controlling for the expected value of the test statistic, based on expected LD between SNPs under neutrality. In total, we test 39 different statistics, 29 of which control for expected LD.

Figure 4.6: Schematic illustration of a test statistic calculation. The dark grey line indicates a section of the chromosome, the rectangles intermittently spaced along it SNPs, and the dots above it LD measurements between SNPs. The SNP targeted by selection is coloured light blue, while SNPs within the target region, $x$, that are in set $L$ are red and those in set $R$ green. LD measurements are coloured to indicate whether they are in the Along set $\alpha$ (dark blue) or Over set $\beta$ (pink).

4.6.4.2 Assessing the power of statistics through coalescent simulation

We use coalescent simulations conducted with the programs MSMS [3] and Cosi2 [4] to assess the performance of different statistics. We first approximate the distribution of each statistic under neutrality by simulating 1000 samples of $n = [20; 40; 80]$ chromosomes for each demographic and recombination model. For each sample, we evaluate the statistic at each SNP within a 200kb window, with the maximum or minimum value in the window used as the test statistic value. The 1000 values thus generated describe the null distributions for a test statistic. To approximate the distribution of the test statistics given a positive selective sweep, we simulate at least 300 samples with positive selection ($s = [0.01; 0.02; 0.04; 0.08]$) acting on a single SNP located in the middle of the chromosome, using various selection scenarios (e.g. final selected allele frequency). The distribution of each test statistic under neutrality and given positive selection is then used to calculate power and receiver operating characteristic (ROC) curves [452] over several demographic, recombination and selection scenarios.

We use two demographic scenarios, one with constant population size of $N_e = 10^4$ and the other following an Out of Africa (OOA) model suggested by Gravel et al [422], with samples taken from the European population. Details can be found in the Extended Methods, §4.6.8. The recombination rate is either constant (both models) or variable (constant population size model only). For the variable recombination rate model, the rate is sampled from the HapMap human Chromosome 2 (b36) genetic map, as estimated based on HapMap Phase II populations ([390]), excluding regions close to the centromere.

When a test statistic requires the calculation of expected LD given genetic map distance, we generate an ‘LD profile’ describing the expected properties of LD at a given genetic
map distance, such as the average or standard deviation of $r^2$. We approximate the LD profile by simulating approximately $3 \times 10^9$ bp of neutral genetic data according to the appropriate demographic scenario and sample size, and then binning LD measurements according to their genetic map distance. For all simulations involving a variable recombination rate, we consider three situations regarding the availability of genetic map data. We either assume that no genetic map is available, in which case physical distance serves as a proxy for genetic map distance (PhysMap), or that the true genetic map is available (TrueMap), or that a lower resolution genetic map is available (LowResMap). An appropriate LD profile is used in each case - for example, if we are calculating statistic that attempt to control for expected LD using the physical map as a proxy for the genetic map (PhysMap), then the LD profile used to calculate expected LD would also be generated using the PhysMap model.

The internal algorithm of MSMS involves conditioning a coalescent model on a stochastically generated selected allele frequency trajectory. The allele frequency trajectory is created using the selection coefficient $s$, the demographic model, and several of four possible parameters describing features of the selection scenario - the time at which the selection phase begins (pastward), $t_0$ generations, the time at which selection stops, $t_1$, and the frequency of the selected allele at these times, $q_{t_0}$ and $q_{t_1}$. To compare summary statistics, we define three selection scenario categories - Low Frequency, where $q_{t_0}=0 = [0.3; 0.5; 0.7]$, High Frequency, with $q_{t_0}=0 = [0.9; 0.99]$ or $q_{t_0}=$800 $= [0.99]$, and selOOA, denoting the Out of Africa demographic scenarios. Performance is assessed using the power of test statistics (e.g. Tables 4.1 and 4.2, and Fig. 4.8) or the partial area under the ROC curve (pAUC, [453]) between a false positive rate (FPR) of 0 and 0.05, Fig. 4.7. Using the pAUC gives greater emphasis on performance when the FPR < 0.05, which is relevant for genome-wide selection scans. For each selection category, we determine the best pAUC for each included selection scenario (i.e. selection strength and final allele frequency), and average these, giving an indication of the maximum potential performance of each statistic. Again, further details on selection and the assessment of statistic performance are provided in the Extended Methods, §4.6.8.

### 4.6.4.3 Replication of previously suggested selection candidates

We compare the performance of our test statistics with Kelly’s $Z_{nS}$ and $\omega_{\text{max}}$. Several statistics, particularly the $\alpha$ statistic, Eq. 4.18, and Kelly’s $Z_{nS}$ when these control for expected LD, have high power given a variable recombination rate. To help further assess the utility of different statistics, we present selection scan results using HapMap Phase II (NCBI b36, [390]) data for human Chromosome 2 (CEU and CHB+JPT) and Chromosome 15 (CEU). Recombination rate is controlled for using either the HapMap genetic map (derived from LD patterns, [390]) and the deCODE genetic map (derived
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from inferred recombination events in a large Icelandic cohort, [376]). Now performance is assessed based on the ability of the various statistics to replicate selection signals previously identified based on the site frequency spectrum and/or population differentiation [358, 454, 455, 361, 456, 457, 458, 6], genetic features that should be relatively independent of recombination rate variation under neutrality (though see e.g. [365]). High performance is indicated by enrichment of signals identified by our LD-based test statistics in these candidate regions.

4.6.5 Results

Our simulations identify certain statistics (Kelly’s $Z_nS$ and $\alpha$) as particularly powerful. They also suggest that controlling for expected LD increases the power of these statistics when recombination rate is variable, but marginally reduces power when recombination rate is constant. We also found that controlling for expected LD increased the number of previously suggested selection candidates that these statistics replicated in HapMap Phase II SNP data. Although the interpretation of signal replication is not trivial (signals may be false positives or false negatives), the overall impression is that controlling for expected LD increases the performance of certain LD-based selection statistics.

4.6.5.1 Controlling for expected LD increases simulated power of statistics when recombination rate is variable

As expected, our simulations exploring the impact of human-realistic recombination rate variation supported the use of a genetic map in the design of LD-based selection statistics. In total, we tested 29 methods that incorporated some form of control for expected linkage and 10 methods that did not. Comparing these as groups of similar statistics - for example, all those that divide average LD in the Along region by that in the Over region (like $\omega$), or all those that add average LD in these two regions (like Kelly’s $Z_nS$) - the average improvement over methods that did not consider genetic map data was 79% (in absolute terms, 0.22) by our pAUC metric, assuming a constant population size demographic model and variable recombination rate (see Figure 4.7). Focussing on the case of $n = 40$, window size $x = 200\text{kb}$ and $s = 0.01$, this reflects an average increase in power at 1% FPR of 120% (0.07) for the Low Frequency scenarios and 90% (0.08) for the High Frequency scenarios.

When controlling for variable recombination rate, we found that both the full genetic map (TrueMap) and the lower resolution genetic map (LowResMap) yielded similar results, with a performance reduction according to the pAUC metric of just 10% and 4% for the lower resolution map given Low Frequency and High Frequency scenarios respectively. However, trying to control for expected LD based on physical distance
yielded poor results, and those statistics that did not take variable recombination rate into account were of equal or better performance (see Figure 4.7c).

The power to detect selection at different stages of a selective sweep for some representative statistics is shown in Tables 4.1 and 4.2. Again, an increase in power is associated with controlling for expected LD given genetic map distance when recombination rate is variable (Table 4.1). We also note the generally high performance of $\alpha$ as a test statistic, as compared to Kelly’s $Z_{nS}$ statistic and especially $\omega_{\text{max}}$ when recombination rate is not variable (Table 4.1) and the slower decay of reduced SNP diversity as a signal of selection than LD distortions (the $|L||R|$ statistic, describing the number of LD measurements in the
Over region. Note that our estimate of the power of \(|L||R|\) is conservative as we did not calculate test statistics on simulated data with few SNPs. This avoids high variance in LD-based statistics. Nevertheless, our underestimation of power for \(|L||R|\) was usually low (less than a 0.01 reduction in power) and always under 0.07 for the data presented in Tables 4.1 and 4.2.

<table>
<thead>
<tr>
<th>400</th>
<th>800</th>
<th>1600</th>
<th>2400</th>
<th>3200</th>
<th>4000</th>
</tr>
</thead>
<tbody>
<tr>
<td>OmegaPlus</td>
<td>0.05</td>
<td>0.07</td>
<td>0.35</td>
<td>0.35</td>
<td>0.18</td>
</tr>
<tr>
<td>Kelly’s Zns</td>
<td>0.06</td>
<td>0.17</td>
<td>0.55</td>
<td>0.52</td>
<td>0.29</td>
</tr>
<tr>
<td>Zns/(E)</td>
<td>0.06</td>
<td>0.18</td>
<td>0.47</td>
<td>0.57</td>
<td>0.32</td>
</tr>
<tr>
<td>Alpha, (\alpha)</td>
<td>0.06</td>
<td>0.19</td>
<td>0.63</td>
<td>0.58</td>
<td>0.32</td>
</tr>
<tr>
<td>(E) ([\alpha])</td>
<td>0.06</td>
<td>0.20</td>
<td>0.58</td>
<td>0.52</td>
<td>0.29</td>
</tr>
<tr>
<td>(</td>
<td>L</td>
<td></td>
<td>R</td>
<td>)</td>
<td>0.05</td>
</tr>
</tbody>
</table>

**Table 4.2:** The power (FPR = 0.05) of several test statistics given an Out of Africa demographic model and selection \(s = 0.01\) beginning on an allele at starting frequency 0.0005 at the time indicated, \(t_1\) in generations. The average frequency of the selected allele at sampling time was approximately 3%, 40%, 93% for \(t_1 = 400, 800\) and 1600, with \(q_0 > 0.99\) when \(t_1 \geq 2400\).

Identifying the ‘best’ statistic from our set was not simple; full results included in Appendix 1, §4.6.9 show that many approaches to controlling for expected LD had similar performance. Statistics based on the average LD in the Along region, like \(\alpha\), tended to be particularly successful, and we therefore focus on these. In Tables 4.1 and 4.2 we controlled for the expected statistic value given genetic map distance by dividing the observed \(\alpha\) by that expected given the SNP distribution under neutrality. While this is relatively intuitive, there are other possible approaches to controlling for expected LD, several of which are shown in Figure 4.8.

**Figure 4.8:** Power (FPR = 0.01) of the test statistic \(\alpha\) and several methods that also focus on LD in the Along region but control for expected LD, see Extended Methods (§4.6.8). A constant population size demographic model (\(N_e = 10^4\)) was used with variable recombination rate and a) weaker, \(s = 0.01\) or b) stronger, \(s = 0.04\) selection. Unless otherwise indicated \(t_0 = 0\).
Overall, the $\frac{\alpha}{E[\alpha]}$ statistic is simple to calculate and generally performed as well or better than other LD-based statistics explored given variable recombination rate.

### 4.6.5.2 Controlling for expected LD increases selection candidate signal replication in HapMap data

To further assess this and other selection statistics, we performed selection scans using publicly available HapMap genotype data [390]. We chose to focus on Chromosomes 2 (European descent and Asian populations, CEU and CHB+JPT) and 15 (CEU) as these chromosomes/populations include well-characterised selection signals ($MCM6/LCT$, $SLC24A5$, $HERC2$ and $EDAR$).

Selection scan results using OmegaPlus ($\omega_{\text{max}}^{50,400}$), Kelly’s $Z_{nS}$, $\alpha$ and $|L||R|$, as well as LD-controlled variants of Kelly’s $Z_{nS}$ and $\alpha$, are shown in Figure 4.9. For each chromosome, candidate selection signals suggested by other studies which did not use statistics based on LD or haplotype patterns (see Extended Methods, §4.6.8) are indicated. Table 4.3 shows the average value of each assessed selection statistic in the 200kb genomic windows containing these selection signals, as well as the average rank of selection candidate windows among all windows and an indication of how unusual the observed findings are. Results for scans using several other LD-based statistics that we investigated are included in Appendix 4(§4.7.2), along with scans using the deCode [376] rather than HapMap genetic map to control for expected LD. While the main purpose of these scans was to assess the various statistics, we did find several novel peaks. As we are not aware of selection statistics based on pairwise LD being applied to this data (though see [445]), we tabulate the strongest signals in Appendix 5, §4.7.3.

Interpreting the selection scans shown in Figure 4.9 is not simple. Our metrics show no signal at many selection candidates, and in some cases controlling for expected LD actually leads to a reduction in signal strength. This in itself is not concerning, in that many suggested selection targets may be false positives. For example, of the 65 200kb selection candidate windows we identified from a range of studies on European Chromosome 2, some using similar statistical methods, only 5 of these were found in multiple studies. Nevertheless, it is clear that controlling for expected LD does not always improve the signal even for well-accepted candidates. While the signal at $SLC24A5$ (CEU) increases, that of $MCM6/LCT$ (CEU) appears to fall. This was apparent for both Kelly’s $Z_{nS}$ and $\alpha$, which, unsurprisingly, are highly correlated. Interestingly, the $\omega_{\text{max}}$ statistic actually displayed an unusually low value for some selected regions (such as $LCT$ in CEU) rather than the high value that is generally expected, using various window sizes (Appendix 4, §4.7.2). This is presumably because the selective sweep is recent and incomplete [459, 401], and the reduction in LD in the Over region that drives high $\omega_{\text{max}}$ values only appears in later stages of the sweep [440]. A similar pattern
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Figure 4.9: Selection scans (standardised to aid comparison) on HapMap Phase II data, using a range of LD-based statistics and a diversity measure. From top to bottom, the scans represent Kelly’s $Z_{nS}$, Kelly’s $Z_{nS}$ controlled for expected LD, $\alpha$, $\alpha$ controlled for expected LD, the OmegaPlus program calculating $\omega_{\max}^{50,400}$, and the diversity measure $|L|R$. Excluding OmegaPlus, all statistics were calculated with statistic window size 400kb. The HapMap combined genetic map was used to estimate expected LD. Thick dashed lines indicate the genomic targets of four relatively well-established signatures of selection, while the light grey lines indicate signals found in a range of studies based on population differentiation and the site frequency spectrum, see Extended Methods, §4.6.8, and Appendix 3, §4.7.1 was sometimes observed in our simulations, and was found to be strongly influenced by choice of window-size parameters.

Greater detail on the performance of the various statistics is given in Table 4.3. Before discussing these results, it is useful to note that, in addition to the problem of false positives, many statistics used to scan for positive selection have greatest power when selection is stronger and the selected locus has swept to high frequency. This regime overlaps the optimal power for LD-based statistics. The implication is that many true signals which our statistics might find will have already been detected. We can, however,
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Table 4.3: The performance of test statistics in replicating a signal in candidate selected windows. From top to bottom, the tables correspond to CHB+JPT (Chr2), CEU (Chr2) and CEU (Chr15). For these population/chromosome combinations, we identified (and could test using the HapMap data) 17(15), 65(64) and 17(17) previously reported selection candidates respectively. OmegaPlus calculated \( \omega_{50, 400}^{\text{max}} \) across a grid rather than at SNPs, and was able to test all selection candidates (17, 65, 17); for the CHB+JPT (Chr2) data, one of the replicated candidates was not tested by the other statistics. The test statistic for a 200kb window corresponds to the maximum value of the indicated statistic in that window, or the minimum value for the diversity metric \(|L||R|\). The average window test statistic across all selection candidate windows is reported (observed value), and can be compared to the average across all 200kb windows (expected value). The average rank of selection candidate windows is also reported (observed rank), as well as the number of selection candidate windows in that are top-5% outliers (or bottom 5% for \(|L||R|\)). A re-sampling approach yielded percentiles of the three assessment metrics as compared to their chromosome-wide distribution.

gain some insight into the problem by assuming that the density of such sweeps is broadly consistent across chromosomes, and the demographic history of Europeans and East Asians to be sufficiently alike to yield a similar efficiency of selective processes. Based on our candidate selection set, the proportion of Chromosome 2 within 200kb candidate windows is 5.4% and 1.4% for Europeans and Asians respectively, while for Chromosome 15 the figure is 4.4% (Europeans). Thus, our general heuristics for a successful statistic are

- A relatively low number of novel candidates, such that proportionately more top signals replicate previously suggested candidate windows.
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<table>
<thead>
<tr>
<th>Population</th>
<th>Chr</th>
<th>MB</th>
<th>Signals</th>
<th>Source</th>
<th>Genes</th>
<th>Target</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHB+JPT</td>
<td>2</td>
<td>72-73</td>
<td>2,3,4,5,6</td>
<td>[456, 458]</td>
<td>CYP26B1, EXOC6, SPR, EMX1</td>
<td></td>
</tr>
<tr>
<td>CEU</td>
<td>2</td>
<td>74-75</td>
<td>2.4</td>
<td>[358, 455, 456]</td>
<td>50 genes</td>
<td></td>
</tr>
<tr>
<td>CEU</td>
<td>2</td>
<td>84-85</td>
<td>2.6</td>
<td>[458, 455, 6]</td>
<td>FUND2P, SUCLG1, DHAH6, TRABD2A, TMSB10</td>
<td></td>
</tr>
<tr>
<td>CEU</td>
<td>2</td>
<td>87-87.8</td>
<td>5</td>
<td>[458]</td>
<td>5 non-coding</td>
<td></td>
</tr>
<tr>
<td>CHB+JPT</td>
<td>2</td>
<td>108-108.8</td>
<td>2</td>
<td>[6]</td>
<td>GCC2, LIM1, RANBP2, CECDC138 EDAR</td>
<td></td>
</tr>
<tr>
<td>CEU/</td>
<td>2</td>
<td>121-121.4/121.4-121.6</td>
<td>6/6</td>
<td>[456]/[456]</td>
<td>GLI2</td>
<td></td>
</tr>
<tr>
<td>CHB+JPT</td>
<td>2</td>
<td>135-136.2</td>
<td>1.3</td>
<td>[358]</td>
<td>ZRANB3, R3HDM1, MIR128-1 MCM6</td>
<td></td>
</tr>
<tr>
<td>CHB+JPT</td>
<td>2</td>
<td>177-177.8</td>
<td>2,4,6</td>
<td>[454, 361, 456]</td>
<td>HNRNPA3 and 5 non-coding</td>
<td></td>
</tr>
<tr>
<td>CEU</td>
<td>2</td>
<td>182-182.4</td>
<td>6</td>
<td>[6]</td>
<td>CERKL, NEUROD1</td>
<td></td>
</tr>
<tr>
<td>CEU/</td>
<td>2</td>
<td>194-194.5/194.4-195</td>
<td>0.1,2,3/1.2,3.5</td>
<td>[6]/[454, 361, 456]</td>
<td>LOC101927406</td>
<td></td>
</tr>
<tr>
<td>CEU</td>
<td>15</td>
<td>26-27</td>
<td>3,4,5,6</td>
<td>*</td>
<td>12 genes, including HERC2 HERC2</td>
<td></td>
</tr>
<tr>
<td>CEU</td>
<td>15</td>
<td>41-42.2</td>
<td>1.3</td>
<td>[457, 6]</td>
<td>23 genes</td>
<td></td>
</tr>
<tr>
<td>CEU</td>
<td>15</td>
<td>46-46.6</td>
<td>2,4,6</td>
<td>[456, 458]</td>
<td>SLC24A5, MYEF2, CTXN2, SLC12A1, DUT, FBN1 SLC24A5</td>
<td></td>
</tr>
<tr>
<td>CEU</td>
<td>15</td>
<td>88-88.4</td>
<td>6</td>
<td>[458]</td>
<td>AP3S2, C15orf58, AP3S2, ARPIN, ZNF710, MIR3174</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.4: Table showing replication of candidate selection regions at the more stringent p < 0.01 level. Selection statistic key: 1 = Kelly’s $Z_{nS}$, 2 = Kelly’s $Z_{nS}$ E[$\alpha$], 3 = $\alpha$, 4 = $\omega_{50,400}^{\max}$, 5 = $|L||R|$, 6 = $\omega_{50,400}^{\max}$. Genes are listed in full with resampled p-values in the SOM (Appendices 3 and 4). *Several studies identified selection candidates marginally downstream or upstream of this signal [457, 455, 456].

- Greatest ability to replicate signals in Chromosome 2 (CHB+JPT), then Chromosome 15 (CEU), then Chromosome 2 (CEU).

Over all selection candidate windows, Kelly’s $Z_{nS}$ replicated 9/96 signals as 5% outliers, the same as $|L||R|$ but less than $\alpha$ (12) and $\omega_{50,400}^{\max}$ (15/101). The estimate for $|L||R|$ is slightly pessimistic, as our pipeline removed windows with very few LD measurements, including two selection candidate windows (both in Chr 2, one Asian and the other European) that would otherwise have yielded positive results. Controlling for expected LD considerably improved the performance of both Kelly’s $Z_{nS}$ and $\alpha$, with both replicating 18/96 signals. Interestingly, the window values and ranks for Kelly’s $Z_{nS}$ and $\alpha$ exactly follow our predictions, being highest in CHB+JPT (Chr2), then CEU (Chr15), then CEU (Chr2). This pattern is clearer when LD was controlled for, but is not apparent for $\omega_{50,400}^{\max}$ or $|L||R|$. In general, all statistics replicated considerably more signals than expected by chance, as strongly suggested by the re-sampling results (Table 4.3).

The purpose of this study has been to assess certain LD-based selection statistics rather than to search for selection signatures as such. We therefore tabulate novel hits in the Supplementary Material only. Often, several outlier windows occurred in succession, such that it is difficult to identify specific genes, variants or features that might be driving a signal. Different approaches using pairwise LD [2], other population genetic
patterns (e.g. DIND, [460, 6], DDAF [461, 458]), or, especially, biological information on the impact of variants can simplify this task. Certain novel 200kb windows contained a single or few genes, such as signals overlapping \( MKRN3 \) and \( ARHGAP11B \) (Europeans), and \( ABCA12 \) (Asians). \( ARHGAP11B \) is a human-lineage duplication that has recently been found to influence neocortex size [462], and its low variation supports a recent origin and selection. Mutations in \( MKRN3 \) can impact the onset of puberty [463], and variants in this region have been associated with age at menarche [464]. Finally, \( ABCA12 \) has been previously identified as a possible selection candidate based on population differentiation, possibly related to adaptation of the skin in response to ultraviolet light exposure [458]. We did not formally class this as a replication as our 200kb window does not include the previously highlighted variant.

### 4.6.5.3 Selection candidate signal replication is not increased for candidate windows containing protein-coding genes

A sufficient number of selection candidates have been suggested for Chromosome 2 that we can divide windows into those that contain protein coding genes (39) and those that do not (26). The naïve expectation is that relatively more real selection events will have occurred in windows containing protein-coding genes. Results for this analysis are shown in Table 4.5.

<table>
<thead>
<tr>
<th>Protein coding</th>
<th>Not protein coding</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>Rank</td>
</tr>
<tr>
<td>OmegaPlus</td>
<td>24.1</td>
</tr>
<tr>
<td>Kelly’s ( Z_{\alpha} )</td>
<td>0.10</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>1.18</td>
</tr>
<tr>
<td>( \frac{\alpha}{\alpha} )</td>
<td>0.17</td>
</tr>
<tr>
<td>(</td>
<td>L</td>
</tr>
<tr>
<td>Value</td>
<td>Rank</td>
</tr>
<tr>
<td>86067</td>
<td>0.36</td>
</tr>
</tbody>
</table>

Table 4.5: Average statistic value and rank for selection candidate windows that either do or do not contain protein-coding genes. As there were different number of windows in each set, the probability of a selection candidate being a 5% outlier rather than the number of 5% outliers is shown.

The range of known biological mechanisms through which genetic variation in a window might impact the phenotype is greater for those windows that contain protein coding genes as compared to those that do not. We therefore expected the test statistics to show values more indicative of selection in candidate windows containing protein coding genes. Testing this hypothesis on CEU Chromosome 2 data did not generally support the idea (Table 4.5), and indeed for some of the statistics the converse pattern was observed. An exception was the diversity measure \( |L||R| \), with candidate windows
containing protein coding genes containing fewer SNPs, potentially reflecting the longer-term signal of repeated selective sweeps or of purifying selection. We note that recent work has highlighted selection on regulation as especially important in recent human evolution [465], such that it is not clear that non-genic candidate windows are more likely to be false positives or have been subjected to weaker selection.

4.6.6 Discussion

Our results suggest that incorporating information from the genetic map into calculations of selection statistics based on pairwise LD can substantially improve their performance, both in simulations and in replicating previously identified selection candidates. We have also suggested a modification of Kelly’s $Z_{nS}$, $\alpha$, that has higher power to detect the LD distortions caused by positive selection in simulations. Although the $\omega$ statistic implemented in OmegaPlus performed relatively poorly in simulations, it was effective in replicating selection candidate signals. Indeed, of the LD-based statistics that we tested which did not incorporate information from the genetic map, this statistic identified most previously suggested selection candidates at the 5% significance level, and most overall at the 1% significance level (Table 4.4).

The partial contradiction between power as suggested by simulations and replication of signals in real data deserves consideration, as simulations are often used to justify the use of specific selection statistics. There are several possible confounding factors, and we begin by discussing our simulation modelling before turning to detailed implications of selection candidate replication. We finally discuss the difference between results obtained using a genetic map estimated using observed LD in HapMap data [390] and one derived from inferred recombination events in a large Icelandic dataset [376].

The use of coalescent simulations to represent complex demographic scenarios (e.g. [466]) and selection [467] is well established. We used two coalescent programs, MSMS [3], which has been widely used and cited, and Cosi2 [4], a development of the well-known Cosi program [466]. In both cases, selection is incorporated by dividing the population according to allelic state at the selected site [468] and conditioning the coalescent process on an independently generated allele frequency trajectory describing the size of the two subpopulations over time. Simulations according to this approach yield qualitatively expected patterns of LD [357, 440] and reduced diversity (see Fig. 4.5).

Although the detailed implementation of selection in coalescent simulations can lead to complications that are not immediately obvious [469], aspects of our simulations - an additive model of dominance, for example, and the use of stochastic frequency trajectories [470] - bypass some of these. The programs we use are based on Kingman’s coalescent [355], such that coalescent events correspond to bifurcations in the genealogical tree (or ancestral recombination graph). When selection is strong or the sample size large,
the probability of multiple mergers in a single coalescent event can no longer safely be ignored and other coalescent models may be more appropriate [469]. The maximum selection strength we apply is $s = 0.08$ with a sample size of $n = 80$, and while multiple mergers are certainly possible we do not consider a qualitative distortion to our power analysis likely. This problem can also arise under neutrality, but standard models of genetic change are well approximated by the Kingman coalescent even when $n$ is quite large [471].

We therefore assume that genealogies under both neutrality and positive selection are approximated with reasonable accuracy by the coalescent simulation programs we employed. The question to ask of our simulation results, then, is whether the correct selection, demographic and recombination scenarios were modelled. In the case of recombination, the variable rate was sampled from a genetic map [390] estimated using the HapMap data we investigate, which in turn appears to be broadly consistent with other information on recombination rate variation (e.g. [376, 472]). The demographic model we apply was estimated based on the joint site frequency spectrum using low-coverage data from the 1000 Genomes project [422]. This method involves fitting the site frequency spectrum calculated using a diffusion approximation of a Wright-Fisher population that incorporates drift, selection and migration to observed data [421]. Kingman’s coalescent can accurately approximate genealogies generated by a Wright-Fisher model [355, 471]. As such, even though any demographic model is a vastly idealised version of a population’s history, the parametrisation will capture qualities of human genetic data that in turn should be recapitulated in simulated genealogies. The model of human demography used is broadly consistent with understanding of the Out of Africa dispersals, and is similar, in terms of divergence times and population size estimates, to a model estimated based on haplotype sharing [473].

Our choice of selection scenario is more constrained, in that we only modelled hard selective sweeps. ‘Soft’ sweeps, in which the ultimate fixation of an allele caused by selection involves multiple copies of that allele [474], often due to selection on standing variation rather than de novo mutation, can lead to different patterns of genetic variation [475]. Furthermore, a range of other selective phenomena (purifying selection, balancing selection and selection on epistatically interacting loci, for example) also lead to characteristic distortions to genetic diversity. Some of these can create signatures that resemble positive selective sweeps (e.g. see [476] and references therein). Balancing selection in particular can lead to a signal in Kelly’s $Z_{mS}$ [380], as can soft sweeps [446], while selection on loci with epistatic interactions can also impact LD patterns [477]. Finally, the frequency at which selective sweeps actually occurred in recent human evolution remains a subject of debate [478, 465]. The overall impression is that our simulations of selection may only correspond well to the evolutionary history of subset of selection signals, or, equivalently, that some selection candidates do not correspond to hard selective sweeps. Nevertheless, characterising the performance of selection
statistics is an iterative process, with the range of possible selection and demographic scenarios infinite and our understanding of which are important in real data imperfect. An indication of the utility of genetic maps in controlling for variable recombination rate in simple selection scenarios provides a useful baseline for further work.

While simulation of selection offers an idealised representation of the evolutionary process, real data is complex. Replication of a selection candidate may be random, or be a true positive for both statistics involved, or reflect similar causes of false positives in both signals. Assessing the proportion of shared true and false positives depends on the power of different statistics, their correlation, and our underlying model of frequent and strong selective sweeps are. Sorting individual replicated signals into true and false positives is even harder. The critical property here is the extent to which selection statistics are correlated under neutrality versus their correlation under selection. For replication to provide evidence of true positives, the former should be minimal and the latter high. There is a danger that substantial correlation between statistics under neutrality can create the impression of a robust selection signature even when no selection occurred. We tried to avoid this problem by ignoring selection candidates suggested by approaches based on other measures of allelic associations such as haplotype homozygosity statistics. Nevertheless, characterising the detailed correlation between different statistics under neutrality, and the impact of complex demography, variable recombination and variable mutation rate on this, is an important step toward correctly interpreting replication.

This general point is highly relevant to the signal overlap between the LD-based statistics we tested, for example, which correlate strongly (Fig. 4.9), but are not especially informative concerning the unexpectedly high number of selection candidates replicated by OmegaPlus. Part of the pattern may be related to the $\omega_{\text{max}}$ statistic searching for a signal of positive selection most apparent at the end of a selective sweep. This coincides with the stage at which population differentiation and distortions to site frequency spectrum due to selection are strongest. The power of OmegaPlus peaked at fixation in our simulations (e.g. Table 4.1), but was nevertheless lower than that of the other LD-based statistics. Ultimately, further work will be needed to precisely clarify the relationship between signal replication and power as assessed through simulations.

When controlling for expected LD given genetic map distance, we used two different genetic maps. We focus on results using the combined HapMap genetic map [390] in the main text, which is based on LD patterns in Europeans, Asians and Africans. As such, there is a danger of underestimating the recombination rate in regions with high LD due to natural selection, and of incorrectly inferring hotspots when LD is low over a high-frequency selected site. Where recombination rate is underestimated, expected LD is correspondingly over-estimated, and controlling for recombination rate is thus likely to degrade the signal of selection. Despite this, we found that results were not substantially different when using the deCODE genetic map [376]. This is interesting, in that differences between the genetic map estimated from LD patterns and that based
on observed recombination events have been suggested as indicative of selection [445]. We speculate that the method of combining recombination rate estimates from multiple populations used in the HapMap genetic map substantially mitigates this effect. This is because LD-based methods tend to identify signatures of recent selection, which post-date population divergence and will affect different genomic regions in the different populations.

We finally note that our method of controlling for expected LD is, in many ways, the simplest approach, and that more complex alternatives may improve the power of these statistics further. For example, widely separated alleles that are always found on the same haplotype show an $r^2$ value of 1, but such distant co-segregating alleles are far less expected under neutrality if the haplotype is at high-frequency (the signal exploited by methods derived from EHH [389]). Incorporating information about the derived allele frequency of each allele in a pairwise LD measurement in addition to genetic map distance may give a better indication of how unusual the observed LD pattern is, and hence increase statistical power. The question, ultimately, would be whether this closer approximation of haplotype-based methods has advantages over the range of well-developed haplotype-methods currently used.

### 4.6.7 Conclusion

Our work has demonstrated that the power of selection statistics based on LD can often be improved by controlling for variable recombination rate. Doing so is likely to reduce the number of false positive selection candidates and give a clearer indication of the relative strength of selection signals. Of the methods we tested, the $\alpha$ statistic and $\frac{\alpha}{E[\alpha]}$ showed highest power in simulations. In the absence of information on the genetic map, OmegaPlus was most successful at replicating selection candidates identified by other selection scan studies, despite often demonstrating low power in simulations. Simulations are often used to test the performance of selection statistics, and this pattern creates an intriguing contradiction. Focussing on this problem, we conclude pragmatically - without a greater understanding of the correlation between signals, under neutrality especially, it is difficult to interpret precisely what signal replication implies. Thus, in our study the OmegaPlus statistic was effective at finding signals that have already been identified, but we are unable to suggest the precise evolutionary meaning of these signals or whether this reflects shared true or false positive results. Based on both simulation and replication, incorporating information on expected LD using a genetic map can substantially improve the performance of selection statistics.
4.6.8 Extended Methods

Designing simple test statistics

As indicated in the main text, we defined a series of possible test statistics based on some average measurement of LD in the Along region and the Over region. When the average value of \( r^2 \) was used, we retrieve \( \alpha \), Eq. (4.18), and \( \beta \), Eq. (4.18), which are two of the statistics we explored. However, it was often useful to use an alternative to the observed \( r^2 \) value in order to control for expected LD. A simple example would be the statistic \( \alpha - \alpha_{E[r^2]} \), corresponding to the average \( r^2 \) in the Along region minus the average expected \( r^2 \) in the Along region,

\[
\alpha_{E[r^2]} = \frac{\left(\frac{1}{2}\right)^{-1} \sum_{i \in L, j \in L} E[r^2_{i,j}] + \left(\frac{S-l}{2}\right)^{-1} \sum_{i \in R, j \in R} E[r^2_{i,j}]}{2}
\]  

(4.20a)

where \( E[r^2_{i,j}] \) is estimated based on the generated ‘LD profile’, described below, and the genetic map distance between loci \( i \) and \( j \). As a rule, we use subscripts to \( \alpha \) and \( \beta \) to indicate cases where we are calculating a measure of LD in the Along or Over region respectively in a manner analogous to \( \alpha \) and \( \beta \) but not based solely on the observed \( r^2 \) between loci. We used four other approaches to controlling for expected LD within the Along and Over calculations,

\[
\alpha_{r^2/E[r^2]} = \frac{\left(\frac{1}{2}\right)^{-1} \sum_{i \in L, j \in L} r^2_{i,j}/E[r^2_{i,j}] + \left(\frac{S-l}{2}\right)^{-1} \sum_{i \in R, j \in R} r^2_{i,j}/E[r^2_{i,j}]}{2}
\]  

(4.20b)

\[
\alpha_{\log(r^2/E[r^2])} = \frac{\left(\frac{1}{2}\right)^{-1} \sum_{i \in L, j \in L} \log(r^2_{i,j}/E[r^2_{i,j}]) + \left(\frac{S-l}{2}\right)^{-1} \sum_{i \in R, j \in R} \log(r^2_{i,j}/E[r^2_{i,j}])}{2}
\]  

(4.20c)

\[
\alpha_{ZScore} = \frac{\left(\frac{1}{2}\right)^{-1} \sum_{i \in L, j \in L} r^2_{i,j} - E[r^2_{i,j}]}{\sigma[r^2_{i,j}]} + \left(\frac{S-l}{2}\right)^{-1} \sum_{i \in R, j \in R} r^2_{i,j} - E[r^2_{i,j}]}{\sigma[r^2_{i,j}]}
\]  

(4.20d)

\[
\alpha_{BetaCDF} = \frac{\left(\frac{1}{2}\right)^{-1} \sum_{i \in L, j \in L} F(r^2_{i,j}; a, b) + \left(\frac{S-l}{2}\right)^{-1} \sum_{i \in R, j \in R} F(r^2_{i,j}; a, b)}{2}
\]  

(4.20e)

where, in Eq. (4.20c), \( F(r^2_{i,j}; a, b) \) denotes the value, at \( r^2_{i,j} \), of the cumulative distribution function of a Beta distribution with parameters \( a \) and \( b \), fitted by maximum likelihood to \( r^2 \) measurements in the appropriate genetic map distance bin generated when creating the LD profile. This final approach is essentially attempting to estimate a p-values for each observed \( r^2 \) measurement, and averages these (which is far more conservative than using Fisher’s method to combine p-values, and likely more representative given the strong correlation between LD at nearby pairs of loci).

Analogous quantities are defined when calculating variants of \( \beta \), while Kelly’s \( Z_{nS,E[r^2]} \) is the average expected \( r^2 \) between all pairs of loci in a region. The test statistics we
assessed involved simple operations on estimates of LD in the Along and Over regions, and consisted of:

1. LD and deviation from expected LD in the Along region
   • \(\alpha, \frac{\alpha r^2}{E[r^2]}, \alpha \log(\frac{r^2}{E[r^2]}), \alpha ZScore, \alpha \text{BetaCDF}, \frac{\alpha - \alpha E[r^2]}{\alpha E[r^2]}\)

2. LD and deviation from expected LD in the Over region
   • \(\beta, \frac{\beta r^2}{E[r^2]}, \beta \log(\frac{r^2}{E[r^2]}), \beta ZScore, \beta \text{BetaCDF}, \frac{\beta - \beta E[r^2]}{\beta E[r^2]}\)

3. Kelly’s \(Z_nS\) and deviation from expected Kelly’s \(Z_nS\)
   • \(Z_nS, \frac{Z_nS}{Z_nS,E[r^2]}, Z_nS - Z_nS,E[r^2]\)

4. The \(\omega_{\text{max}}\) statistic and similar constant window-size alternatives that can control for their expected value
   • \(\omega_{\text{max}}, \frac{\alpha}{\beta}, \frac{\alpha}{\beta} - \frac{\alpha E[r^2]}{\beta E[r^2]}, \alpha \text{BetaCDF} + \beta \text{BetaCDF}\)

5. Methods similar to Kelly’s \(Z_nS\) with more diverse approaches to controlling for expected LD
   • \(\alpha + \beta, \frac{\alpha r^2}{E[r^2]} + \frac{\beta r^2}{E[r^2]}, \alpha \log(\frac{r^2}{E[r^2]}) + \beta \log(\frac{r^2}{E[r^2]}), \frac{\alpha ZScore + \beta ZScore}{\alpha \text{BetaCDF} + \beta \text{BetaCDF}}\)

6. Alternatives to \(\omega_{\text{max}}\) that instead use the difference between LD in the Over and Along regions
   • \(\alpha - \beta, \frac{\alpha r^2}{E[r^2]} - \frac{\beta r^2}{E[r^2]}, \alpha \log(\frac{r^2}{E[r^2]}) - \beta \log(\frac{r^2}{E[r^2]}), \frac{\alpha ZScore - \beta ZScore}{\alpha \text{BetaCDF} - \beta \text{BetaCDF}}, (\alpha - \alpha E[r^2]) - (\beta - \beta E[r^2]), \frac{\alpha}{\alpha E[r^2]} - \frac{\beta}{\beta E[r^2]}\)

7. The product of average LD in Over and Along
   • \(\alpha \beta, \alpha \text{BetaCDF} \beta \text{BetaCDF}\)

8. The number of SNPs in the Along and Over region, where \(|R|\) indicates the cardinality of set \(R\)
   • \(\binom{|L|}{2} + \binom{|R|}{2}, |L||R|\)

Many of these statistics rely on the creation of an ‘LD profile’, which we now describe.

The LD profile
The LD profile consists of descriptive statistics of LD measurements between loci separated by a given genetic map distance. Generating the profile using simulated data
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involved repeatedly generating a samples of \( n \) 3MB chromosomes under neutrality and according to the relevant model of recombination and demography. As in our power simulations, loci with MAF < 0.05 were removed, followed by the removal of random loci until the average spacing between polymorphic sites was 2500bp. \( r^2 \) values were calculated for all pairs of loci up to a distance of 2cM, with the genetic map distance between loci either based on the true genetic map, low resolution map or physical distance. These LD measurements were assigned to 20000 bins according to the genetic map distance between the two loci, such that each bin represents 0.00001cM. The process was repeated 1000 times. Finally, the average LD, \( E[r^2] \), for each bin and the standard deviation, \( \sigma[r^2] \), were calculated, and a maximum likelihood fitting using the Scipy module \([479]\) (scipy.stats.beta.fit) performed to obtain values of \( a \) and \( b \).

A different LD profile was generated for each combination of sample size, demographic model, recombination model and assumed known genetic map. LD profiles were constructed for the HapMap data individually for each chromosome and population, using the two different genetic maps \([390, 376]\).

**Genetic maps**

In our simulations with variable recombination rate, we considered three possible scenarios concerning the genetic map. Two of these simply involved using the physical map as a proxy (PhysMap) or providing the real section of the HapMap genetic map according to which the data was simulated (TrueMap). The third used a lower resolution version of the true genetic map (LowResMap). This was generated by downsampling the HapMap map by a factor of 15, reducing the average distance between reported map positions from approximately 817bp to 12260bp. Note that the genetic map is still accurate in the sense that it was generated using all loci, but that hotspots will be considerably smoothed out.

**Simulations**

Simulations were performed using MSMS \([3]\) and Cosi2 \([4]\). Each simulation replicate involved simulating a sample size of \( n = \{20; 40; 80\} \) chromosomes of length 1.5MB, which may or may not have been subject to selection at a site located in the middle of the chromosome. The mutation rate was \( \mu = 1.7 \times 10^{-8} \) in the constant size demographic model, and followed Gravel et al \([422]\), \( \mu = 2.38 \times 10^{-8} \), in the Out of Africa demographic model. When recombination rate was constant this was set to \( \rho = 1.1 \times 10^{-8} \); the variable recombination rate was retrieved as described in Methods section, §4.6.4. The generation time was taken to be 25 years, as in \([422]\). To approximate SNP panel data and avoid LD measurements involving singletons, loci with MAF < 0.05 in the sample were removed before randomly removing loci until the average spacing between SNPs was 2500bp. A 200kb window was then defined from positions 650-850kb. We calculated the value of all statistics other than \( \omega_{\max} \) using in-house scripts at each SNP, using three
statistic window sizes \((x = [100\text{kb}; 200\text{kb}; 400\text{kb}])\). Statistics were not calculated if \(|R|\) or \(|L|\) were under 4, or if \(|R|/|L| < 25\). \(\omega_{\text{max}}\) was calculated on a grid using OmegaPlus with a resolution of 2500bp using statistic window-size flags ‘-minwin’ = [1000; 10000], ‘-maxwin’ = [100000; 400000] and ‘-minsnps’ = 5. The maximum and minimum value of each statistic in the 200kb window was recorded, unless SNP diversity was too low to obtain any statistic calculations in which case the replicate was not used in power calculation. Note that the removal of very SNP-sparse replicates will make our power estimate for diversity-based statistics conservative - most windows removed would have been true positives. We estimate this distortion to generally be of the order of 0.01 in the tables presented in the main text, rising to a maximum of 0.07 for the OOA scenario with selection starting at \(t_1 = 1600\) generations (Table 4.2).

Two demographic scenarios were used, one with constant population size and one following an Out of Africa model [422] with samples taken from the European population. In order to obtain selective sweep trajectories under both demographic models in MSMS, we used two types of selection scenario. In the first, selection of strength \(s\) begins (pastward in time) at \(t_0\) generations with an allele frequency of \(q_{t_0}\). The time at which the selection phase of the model ends, \(t_1\) generations, corresponds to the time at which the \textit{de novo} selected allele first appears, and is determined stochastically when MSMS generates the selected allele frequency trajectory on which later coalescent simulations are conditioned. This approach is used when the population size is constant. The second method involves specifying \(s\) and times \(t_0\) and \(t_1\), as well as the frequency of the selected allele when the selection phase ends, \(q_{t_1}\). Although this allows for selection on standing variation, we only consider the situation where \(q_{t_1} = 0.0005\). This time, \(q_{t_0}\) is determined by the generated selected allele frequency trajectory. We use this approach when applying the OOA demographic model.

The selection scenarios investigated used an additive selection model and a selective advantage of \(s = [0.01; 0.02; 0.04; 0.08]\) for the homozygote. For the constant population size demographic model, we conditioned the selection simulations on final allele frequency, \(q_{t_0} = [0.3; 0.5; 0.7; 0.9; 0.99]\) with \(t_0 = 0\) or \(q_{t_0} = [0.99]\) with \(t_0 = 800\). For the Out of Africa model, we conditioned selection simulations on the starting allele frequency \(q_{t_1} = 0.0005\) and with \(t_1 = [200; 400; 800; 1600]\) and \(t_0 = 0\), and further removed simulations in which the selected allele became extinct such that \(q_0 \neq 0\). The ROC curves from these scenarios were used to calculate the selOAA pAUC performance measure (Fig. 4.7), with otherwise similar supplementary runs using \(t_1 = [2400; 3200; 4000]\) performed to assess the decay of the LD signal (Table 4.2).

The program MSMS was used for all simulations in which the recombination rate didn’t vary, while Cosi2 was used for simulations with a variable recombination rate. The allele frequency trajectories used to simulate selection in Cosi2 were generated using MSMS. Example MSMS scripts are shown in Table 4.6, while Fig. 4.10 offers a schematic of
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Demography $n$ $N_e$ Mutation rate, $\mu$ Selection, $s$ $t_0$ $q_{03}$ $t_1$ $q_{13}$ MSMS command line

<table>
<thead>
<tr>
<th>Demography</th>
<th>20</th>
<th>10000</th>
<th>$1.7 \times 10^{-8}$</th>
<th>Neutral</th>
<th>NA</th>
<th>NA</th>
<th>NA</th>
<th>NA</th>
<th>Constant Size 20 1 -t 0.0000 -6 60 100000</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>40</td>
<td>10000</td>
<td>$1.7 \times 10^{-8}$</td>
<td>0.01</td>
<td>800</td>
<td>0.99</td>
<td>NA</td>
<td>NA</td>
<td>ms 40 1 -t 0.020 -r 66 100000 -N 100000 -SAA 200 -SAA 100 -SIF 0.09 -Sp 0.5</td>
</tr>
<tr>
<td>OOA</td>
<td>80</td>
<td>14474</td>
<td>$2.36 \times 10^{-8}$</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>NA</td>
<td>ms 80 1 -I 0 80 0 -t 0.024 0.514 -r 95 284 100000 -N 14474 -n 2 2.33618 -n 3 3.13457 -m 1 2 1.4474 -m 2 1 1.4474 -m 3 2 1.8064 -m 3 3 1.0 4.516 -m 1 3 0.4516 -g 2 219 59 -g 3 277 24 -em 0.0158901 1 2 8.6844 -en 0.0158901 2 0.129 -eg 0.015889 2 0 -eg 0.015889 3 0 -ej 0.015889 3 2 -ej 0.03524 2 1 -en 0.03524 2 1 -en 0.10225 1 0.50904</td>
</tr>
<tr>
<td>OOA</td>
<td>20</td>
<td>14474</td>
<td>$2.36 \times 10^{-8}$</td>
<td>0.02</td>
<td>0</td>
<td>NA</td>
<td>400</td>
<td>0.0005</td>
<td>ms 20 1 -I 0 20 0 -t 0.024 0.514 -r 95 284 100000 -N 14474 -n 2 2.33618 -n 3 3.13457 -m 1 2 1.4474 -m 2 1 1.4474 -m 3 2 1.8064 -m 3 3 1.0 4.516 -m 1 3 0.4516 -g 2 219 59 -g 3 277 24 -em 0.0158901 1 2 8.6844 -en 0.0158901 2 0.1286 -eg 0.015889 2 0 -eg 0.015889 3 0 -ej 0.015889 3 2 -ej 0.03524 2 1 -en 0.03524 2 1 -en 0.10225 1 0.50904</td>
</tr>
<tr>
<td>OOA</td>
<td>40</td>
<td>14474</td>
<td>$2.36 \times 10^{-8}$</td>
<td>0.04</td>
<td>0</td>
<td>NA</td>
<td>1600</td>
<td>0.0005</td>
<td>ms 40 1 -I 0 40 0 -t 0.249 0.514 -r 95 284 100000 -N 14474 -n 2 2.33618 -n 3 3.13457 -m 1 2 1.4474 -m 2 1 1.4474 -m 3 2 1.8064 -m 3 3 1.0 4.516 -m 1 3 0.4516 -g 2 219 59 -g 3 277 24 -em 0.0158901 1 2 8.6844 -en 0.0158901 2 0.1286 -eg 0.015889 2 0 -eg 0.015889 3 0 -ej 0.015889 3 2 -ej 0.03524 2 1 -en 0.03524 2 1 -en 0.10225 1 0.50904 -SI 0.006990 3 0 0.0005 0</td>
</tr>
<tr>
<td>OOA</td>
<td>80</td>
<td>14474</td>
<td>$2.36 \times 10^{-8}$</td>
<td>0.08</td>
<td>0</td>
<td>NA</td>
<td>3200</td>
<td>0.0005</td>
<td>ms 80 1 -I 0 80 0 -t 0.249 0.514 -r 95 284 100000 -N 14474 -n 2 2.33618 -n 3 3.13457 -m 1 2 1.4474 -m 2 1 1.4474 -m 3 2 1.8064 -m 3 3 1.0 4.516 -m 1 3 0.4516 -g 2 219 59 -g 3 277 24 -em 0.0158901 1 2 8.6844 -en 0.0158901 2 0.1286 -eg 0.015889 2 0 -eg 0.015889 3 0 -ej 0.015889 3 2 -ej 0.03524 2 1 -en 0.03524 2 1 -en 0.10225 1 0.50904 -SI 0.027636 3 0 0.0005 0 -Sc 0.015891 2 1157.92 578.96 0 -Sc 0.015891 2 1157.92 578.96 0 -Sc 0.015891 2 1157.92 578.96 0 -Sp 0.5 -Smark -oOC -oTrace</td>
</tr>
</tbody>
</table>

Table 4.6: Example MSMS command lines used to simulate different demographic and selection scenarios with a constant recombination rate of $\rho = 1.1 \times 10^{-8}$. Note that certain slight timing offsets and commands, such as setting growth rates to zero before merging populations, may be technically redundant, but were included in the simulations to ensure robust behaviour. For the OOA scenarios, population indices 1, 2 and 3 usually correspond to African, Eurasian/European and East Asian. When selection began before the OOA bottleneck at 51,000 years ago, however, we re-code the simulation such the populations 1, 2 and 3 correspond to post-OOA African, pre-OOA African/Eurasian/European and East Asian respectively, with the OOA bottleneck implemented by transferring all lineages from the post-OOA population (1) to the pre-OOA population (2) and converting the Eurasian population (2) to the pre-African population (2) by increasing its effective population size. The selection phases for the OOA demographic model given different values of $t_1$ are shown in Fig. 4.10.

the OOA demographic model, indicating the populations that may be under selection (depending on $t_1$).

ROC curves were calculated for each statistic by comparing 1000 neutral replicates with at least 300 replicates involving selection. As the statistics we used employed different signatures to detect selection, four ROC curves were calculated, based on top or bottom
outliers of the maximum or minimum statistic value in the 200kb window indicating selection. These were used to determine the pAUC between an FPR of 0 and 0.05. When assessing the performance of statistics, we did not want to make assumptions about the direction of deviation indicating selection or the window size used in the selection scan. We therefore chose the maximum pAUC for each statistic at a sample size of n = 40 (usually three window sizes and 4 pAUC each, so the maximum of 12 pAUC values) as its measure of performance under a given selection, recombination rate and demographic scenario. To summarise the performance of statistics under different selection models, we separated the selection scenarios into three groups, Low Frequency, High Frequency and selOOA as detailed in the Methods section. We averaged the maximum pAUC across scenarios in these groups to give an overall indication of average statistic performance. Note that we implicitly give equal weight to each selection coefficient. In the case of selOOA, we did not include those scenarios for which the average frequency of the selected allele at sampling was low, \( q_0 < 0.05 \), corresponding to \( s = 0.01 \) with \( t_1 = [200; 400] \), and \( s = [0.02; 0.04] \) with \( t_1 = 200 \).

**Defining selection candidates**

To compile a list of previously suggested selection candidates, we searched for a range of studies performing selection scans based on the site frequency spectrum (SFS) or population differentiation. We identified 8 appropriate selection scans, summarised in Table 4.7.

We converted the suggested signal locations into single 200kb windows by identifying...
which 200kb window overlapped the central point of the signal or the SNP reported. Very few windows were identified in multiple studies (6 overlaps in European Chr2, 4 in European Chr15 and 3 in Asian Chr2), although there were obvious clusters of signals. A complete table of signals is included in Appendix 3, §4.7.1.

To assess whether 200kb selection candidate windows containing protein-coding genes were preferentially replicated, we focussed on windows suggested based on European Chromosome 2 data. These were split into two groups, those that contained protein coding genes and those that did not, based on hg18 RefSeq Genes track refGene table accessed through the UCSC table browser (genome.ucsc.edu/cgi-bin/hgTables), before being assessed for signal overlap with our LD-based methods as usual.

Resampling to assess signal overlap

To give an indication of how unexpected observed signal replication was, we resampled the appropriate number of random windows 10,000 times and compared the observed statistic value, rank of candidate windows and number of outliers to this set. We noticed that windows were often clustered and that peaks in several of the LD-based statistics often included several consecutive windows. We therefore approximated this clustering in our resampling regime, copying distribution of consecutive windows seen in the candidate signal data. For example, in the European Chromosome 15 data there were 9 solitary windows, 2 runs of 2 consecutive windows and a single run of four consecutive windows, and when resampling we followed this pattern.

Table 4.7: Selection scan studies used to define the candidate selection signal set.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Data</th>
<th>Relevant population</th>
<th>Method</th>
<th>Class</th>
<th>Outliers reported</th>
<th>European Chr2</th>
<th>Asian Chr2</th>
<th>European Chr15</th>
</tr>
</thead>
<tbody>
<tr>
<td>[358]</td>
<td>HapMap SNP data</td>
<td>CEU</td>
<td>CLR</td>
<td>SFS</td>
<td>23 (Chr 2)</td>
<td>21</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[454]</td>
<td>Perlegen SNP data</td>
<td>European and Asian</td>
<td>Tajima's D</td>
<td>SFS</td>
<td>23 (European)</td>
<td>29 (Asian)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>[455]</td>
<td>Low-coverage (184k SNPs)</td>
<td>European</td>
<td>S2Fst</td>
<td>Differentiation</td>
<td>162</td>
<td>13</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td>[361]</td>
<td>CEPI SNP data</td>
<td>European and East Asian</td>
<td>CLR</td>
<td>SFS</td>
<td>10 (European)</td>
<td>10 (East Asian)</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>[456]</td>
<td>HapMap Phase II SNP data</td>
<td>European</td>
<td>XP-CLR</td>
<td>Differentiation, SFS</td>
<td>40 (CEU vs YRI)</td>
<td>40 (CHB/PT vs YRI)</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>[457]</td>
<td>1000 genomes project</td>
<td>European</td>
<td>XP-SsSelect</td>
<td>Differentiation, SFS</td>
<td>40 (Europeans vs Africans)</td>
<td>5</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>[458]</td>
<td>1000 genomes project</td>
<td>European and Asian</td>
<td>DDAF</td>
<td>Differentiation</td>
<td>110 SNPs (Europe)</td>
<td>110 SNPs (Asian)</td>
<td>73 SNPs (CEU)</td>
<td>19</td>
</tr>
<tr>
<td>[6]</td>
<td>Full genome data</td>
<td>European</td>
<td>Tajima's D</td>
<td>SFS</td>
<td>65 (Top 0.5%, SWEuropeans)</td>
<td>6</td>
<td>2</td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>72</td>
<td>21</td>
<td>21</td>
</tr>
</tbody>
</table>
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4.6.9 Appendix 1: Detailed simulation performance results for tested statistics

The performance metric data used to create Fig 4.7 is presented in Table 4.8. The similar performance of statistics that control for expected LD in the LowResMap and TrueMap variable recombination rate scenarios is evident. The consistency of statistics that do not control for recombination rate (e.g. \( \alpha \), \( \beta \), Kelly’s ZnS, OmegaPlus etc.) over the three recombination rate scenarios give an indication of the consistency of the performance metric, as these power assessments were (unnecessarily) repeated. While only two demographic scenarios were assessed, we considered many variations on simple LD-based statistics. As such, full power results are not presented here but are available from the author on request.

As indicated in the Extended Methods, these performance measures equally weight the four selection scenarios (additive positive selection on the homozygote \( s = [0.01; 0.02; 0.04; 0.08] \)). As might be expected, most statistics displayed very high power for scenarios involving very strong selection that is often unrealistic, such that the performance estimate is most useful for comparing statistics rather than as a strict indication of their power when applied to real data. Note also that selection is scaled by population size in coalescent simulations, such that the parameter \( 2N_es \) describes selection strength and not \( s \) itself. Thus, if \( N_e \) is larger than that of humans in a natural population (Drosophila melanogaster for example) then sweeps caused by weaker positive selection are more likely to be identified.

4.7 The role of window size in determining expected average LD

Both the original formulation of the \( \omega \) statistic [357],

\[
\omega = \frac{\left( \begin{array}{c} \frac{1}{2} \\ \frac{S-1}{2} \end{array} \right) - 1 \left( \sum_{i,j \in L} r_{i,j}^2 + \sum_{i,j \in R} r_{i,j}^2 \right)}{\left( \begin{array}{c} \frac{1}{2} \\ \frac{S-1}{2} \end{array} \right) - 1 \sum_{i \in L, j \in R} r_{i,j}^2},
\] (4.17 revisited)

and the OmegaPlus genome-scan version [444] attempt to maximise the value of \( \omega \) by varying the genomic region used to define the sets of SNPs \( L \) and \( R \). OmegaPlus also allows for variable overall statistic window sizes, the total genomic region considered by the statistic that contains the \( S \) SNPs that are partitioned into \( L \) and \( R \), using
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<table>
<thead>
<tr>
<th>Constant recombination</th>
<th>PhysMap</th>
<th>LowResMap</th>
<th>TrueMap</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Low Freq</td>
<td>High Freq</td>
<td>selOOA</td>
</tr>
<tr>
<td>α</td>
<td>0.72</td>
<td>0.94</td>
<td>0.65</td>
</tr>
<tr>
<td>β</td>
<td>0.62</td>
<td>0.80</td>
<td>0.50</td>
</tr>
<tr>
<td>Z^2^</td>
<td>0.70</td>
<td>0.91</td>
<td>0.66</td>
</tr>
<tr>
<td>OmegaPlus</td>
<td>0.19</td>
<td>0.61</td>
<td>0.40</td>
</tr>
<tr>
<td>(L/β)^2</td>
<td>0.16</td>
<td>0.80</td>
<td>0.54</td>
</tr>
<tr>
<td>α + β</td>
<td>0.70</td>
<td>0.91</td>
<td>0.64</td>
</tr>
<tr>
<td>α - β</td>
<td>0.64</td>
<td>0.95</td>
<td>0.63</td>
</tr>
<tr>
<td>α/β</td>
<td>0.68</td>
<td>0.88</td>
<td>0.56</td>
</tr>
<tr>
<td>α^2/β</td>
<td>0.35</td>
<td>0.86</td>
<td>0.55</td>
</tr>
<tr>
<td>α/β + (β/α)^2</td>
<td>0.72</td>
<td>0.89</td>
<td>0.54</td>
</tr>
<tr>
<td>α/β/(1/(1+β^2))</td>
<td>0.70</td>
<td>0.80</td>
<td>0.62</td>
</tr>
<tr>
<td>β/β/(1/(1+β^2))</td>
<td>0.72</td>
<td>0.90</td>
<td>0.56</td>
</tr>
<tr>
<td>β/(1+β^2)</td>
<td>0.71</td>
<td>0.84</td>
<td>0.54</td>
</tr>
<tr>
<td>(α - β)^2</td>
<td>0.72</td>
<td>0.93</td>
<td>0.63</td>
</tr>
<tr>
<td>α^2/β</td>
<td>0.72</td>
<td>0.93</td>
<td>0.60</td>
</tr>
<tr>
<td>α/β + β/(1+β^2)</td>
<td>0.62</td>
<td>0.71</td>
<td>0.44</td>
</tr>
<tr>
<td>α/β/(1/(1+β^2))</td>
<td>0.63</td>
<td>0.69</td>
<td>0.52</td>
</tr>
<tr>
<td>α/β/(1/(1+β^2))</td>
<td>0.64</td>
<td>0.72</td>
<td>0.45</td>
</tr>
<tr>
<td>β/β/(1/(1+β^2))</td>
<td>0.64</td>
<td>0.67</td>
<td>0.47</td>
</tr>
<tr>
<td>β/β/(1+β^2)</td>
<td>0.63</td>
<td>0.79</td>
<td>0.49</td>
</tr>
<tr>
<td>β/β/(1+β^2)</td>
<td>0.63</td>
<td>0.77</td>
<td>0.47</td>
</tr>
<tr>
<td>Z^2^ - Z^2^</td>
<td>0.70</td>
<td>0.88</td>
<td>0.61</td>
</tr>
<tr>
<td>Z^2^ - Z^2^</td>
<td>0.70</td>
<td>0.89</td>
<td>0.63</td>
</tr>
</tbody>
</table>

Table 4.8: pAUC-based performance metric, which assesses relative performance for all tested statistics, over all demographic and recombination rate scenarios. The three columns ‘PhysMap’, ‘LowResMap’ and ‘TrueMap’ indicate performance when a variable recombination rate was applied and the specified genetic map was assumed to be available for calculating statistic. Groups of similar statistics (for example, those that measure diversity or those that make different attempts to control for expected LD in α) are indicated; the first 10 statistics are those that do not control for variable recombination rate. For more details on statistic definitions and simulation scenarios see Methods and Extended Methods.
the command flags ‘-minwin’ and ‘-maxwin’. Each approach involves comparing several evaluations of Eq. 4.17 to find $\omega_{\text{max}}$. We here consider the expected value of these evaluations under a simplified representation of neutral LD patterns, and suggest that the expected value of $\omega$ will often vary depending on window size. This makes the value of $\omega_{\text{max}}$ more difficult to interpret and precludes comparison of $\omega_{\text{max}}$ values obtained using different window size parameters.

An intuitive understanding can be built by considering simple representations of the decay of LD with distance between loci. The most basic case is diagrammatically illustrated in Figure 4.11. We consider a model by which $r^2$ is a constant value $0 \ll r^2_c < 1$ between all loci separated by a distance $y_c$ or less, and 0 for all loci separated by a distance greater than $y_c$. When the statistic window size $x$ is small, $x \leq y_c$, all LD measurements will equal $r_c$ and Eq. 4.17 will evaluate to 1. When the window size is moderately large, $y_c < x \leq 2y_c$, the numerator of Eq. 4.17 will evaluate to 1 while the denominator is less than 1; $\omega$ is correspondingly greater than 1. When $x = 2y_c$, shown in Fig. 4.11, $\omega$ will be 2. Finally, as the window size is allowed to become very large, $x \to \infty$, both the numerator and denominator of Eq. 4.17 will tend to 0, leading to erratic statistic behaviour.

![Figure 4.11](image_url)

**Figure 4.11:** Schematic of the step-decay in LD described in the text, and two example statistic window size constructions leading to different expected values of $\omega$. The horizontal bar (here green) indicates the chromosome, with the yellow and purple triangle representing the matrix of expected pairwise LD values between loci along the chromosome. Yellow shows positive LD between SNPs separated by a distance $y_c$ or less, while purple indicates no LD. When the window size is $x_0$, the value of $\omega$ is expected to be 1 in this simple illustrative scenario; when the window size is $x_1 = y_c$, $\omega$ is expected to be 2. The ‘Along’ and ‘Over’ regions are indicated as $\alpha$ and $\beta$ respectively.

Although the step-change decay in LD qualitatively discussed above is not a particularly good approximation of the decay of LD with distance, the essential point - that window size construction is likely to strongly impact the value of Eq. (4.17) - is clearly illustrated.
4.7.1 Appendix 3: Selection candidate windows

This appendix is included as Thesis Appendix A4, at the end of the thesis.

4.7.2 Appendix 4: Further selection scans and replication data

This appendix is included as Thesis Appendix A5, at the end of the thesis.

4.7.3 Appendix 5: Top 1% hits based on selected statistics

This appendix is included as Thesis Appendix A6, at the end of the thesis.

The draft manuscript presented above uses coalescent simulations to assess the power of a range of selection statistics, with suggestive support for my findings arising in the replication of previously identified selection candidates. I now extend my discussion of coalescent simulations in power analyses.

4.8 Assessing test statistic performance through coalescent simulations

4.8.1 Robustness and flexibility of the coalescent

The most complex scenario we investigate involves a series of subpopulations linked by migration, with population size changes, a variable recombination rate, and a selective sweep. To identify aspects of this model for which the coalescent approach may offer a poor approximation, it is necessary to consider the two assumptions underlying Eq (4.7). These are

- That coalescence of lineages occurs in pairs, and only one coalescence occurs at a time.
- That chromosomes are exchangeable - that is, assigning offspring to parents occurs according to identically distributed, though not independent, draws from a distribution
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The first assumption has implications for population size ($N$ should be large compared to $n$) and for the variance in reproduction, as very high reproductive variance can involve many lineages descending from a single one in a generation. The second assumption means that there is no population structure of any sort, and no selection. The non-independence of offspring numbers arises from the deterministic population size of the model.

Although Eq (4.7) does not represent a structured population with varying size, these features are easily incorporated into the coalescent framework [434, 431], and are implemented in the standard coalescent programs I apply (MSMS [3] and Cosi2 [4]). I focus, then, on two issues - the accuracy of the coalescent in modelling small population sizes and selection, and the generality of the coalescent approach with respect to the breadth of models that it captures.

**Small population sizes and the coalescent**

In our models, the population size of subpopulations is sometimes $N < 1000$. To avoid coalescent events including more than two lineages, $n$ should be small; the appropriate limit is $n \leq \sqrt{2N}$ for Kingman’s n-coalescent [471]. Our largest sample size is $n = 80$, which exceeds that limit. Fortunately, recent work suggests that the standard coalescent is remarkably robust to small $N$. For example, a wide range of statistics summarising tree structure and topology approximate the true values to within 10% when $n < \frac{N}{2}$, and often much more effectively [471]. Given this, and noting that small population sizes are not in the very recent past (such that the number of remaining lineages will be significantly below 80) I do not consider it likely that these parameters will strongly bias our neutral simulations.

A greater issue arises in our modelling of selection. The approach implemented in MSMS involves using a forward time diffusion approximation to obtain a stochastic allele frequency trajectory, and then conditioning the coalescent process on this [3]. A similar method is used by Cosi2, except that the stochastic frequency trajectory must be generated externally [4]. The important point is that the size of the subpopulation with the selected allele can become very small very quickly if the selection coefficient $s$ is large. If the selective sweep occurs quickly enough, it is likely that many lineages will survive, pastward, to the early stages of selection, with multiple mergers likely [469]. Strong selection is often modelled as a star-like phylogeny (e.g. in [441]), with all lineages coalescing at the same time, a structure that is impossible given the standard coalescent.

The strongest selection coefficient we investigate is $s = 0.08$. As individuals are diploid and fitness is additive, we can approximate the time taken for fixation in our scenarios by iterating Eq. II-49 of [420],

$$p_{t+1} = \frac{p_t (1 + s + sp_t)}{1 + 2sp_t}, \quad (4.21)$$
which describes the frequency of an allele $p$ at time $t + 1$ given its frequency at time $t$ and selection coefficient $s$. With initial frequency $p_0 = 0.0005$, it takes roughly 205 generations for the allele frequency to reach $p = 0.9995$. Given that our maximum sample size is $n = 80$, coalescent events involving more than two lineages in a generation seem probable. This issue arises, but is not commented on, in many simulation studies involving selection, such that it may deserve detailed study. For the present, I note that patterns of linkage disequilibrium under selection have been investigated theoretically using a range of approaches, including a star-like genealogical approximation of strong selection [441], forward time recurrence equations for selection and recombination [442], and a two-locus genealogical approach [440]. The patterns of linkage disequilibrium due to selection are broadly consistent in these models, and correspond well with those found in our simulations, Fig. 4.5. The implication is that the patterns of linkage disequilibrium that we hope to investigate are captured by the coalescent algorithms implemented in MSMS and Cosi2.

Coalescent process exist that incorporate simultaneous coalescence events [480], coalescence events involving more than two lineages do exist [481], or both. These are not implemented in standard simulation programs, but could be useful in investigating strong selection as an intermediate representation between the standard bifurcating tress and a star-like genealogy.

**Comments on the robustness of the coalescent**

The coalescent described by Kingman is remarkably robust [355, 482, 483] in that it approximates many models of populations evolving under neutrality for large $N >> n$. These include the classic Wright-Fisher model and Moran process [355]. Interestingly, a wide range of violations to the Wright-Fisher model manifest as a linear re-scaling of time for Eq (4.7), or, equivalently, of $N$ [482]. The important factor is the time-scale of different demographic events as compared to coalescence events. For example, the genealogy created when subpopulations are linked by fast migration is well characterised by a panmictic population with a re-scaled population size. The same is true when population size fluctuates at a rate that is fast or slow versus the rate of coalescence [482].

One implication of this is that the specified coalescent models capture a wider range of evolutionary behaviours than our parameter settings imply, suggesting that selection might be detected given many unknown demographic models that we do not explicitly investigate. The converse - that our selective scenarios may map to population models that lack selection - is not overly problematic, as selection will tend to affect a local genomic region only. Methods that allow a worker to easily summarise the breadth of scenarios explored by a model with given parameter settings would be of immense practical use, but, as far as I am aware, do not exist.
The above suggests that the coalescent method can represent the demographic and selection models we specify with reasonable, though not perfect, accuracy.

### 4.8.2 Coalescent models and human evolution

I have already noted in the manuscript that the coalescent method should offer a good approximation of the human demographic model suggested by Gravel et al, which is based on a Wright-Fisher model of population evolution [421, 422]. Indeed, coalescent simulations are utilised in that modelling work to estimate parameter confidence intervals [421]. Although their model is inevitably a simplification of real human demography, it is broadly consistent with our prior beliefs about human evolutionary history, albeit without incorporating admixture from Neanderthal and other archaic populations. The hope is that their various parameters (which include subpopulation sizes that change over time, with migration between them) will absorb subtleties of neutral human evolution, such as archaic admixture or patterns of inbreeding, that will tend to have a genome-wide impact on the pattern of human genetic variation.

A more complex problem is raised by selection. In my simulation work, I compare scenarios incorporating a single selective sweep with demographically matched neutral scenarios. The assumption here is that selection is rare enough that the vast majority of the genome will appear, in terms of genealogy, neutral. In real evolving populations, this is not necessarily true. Since the 1960s, the neutral [392] or nearly-neutral [484] theories of molecular evolution have been the mainstream models of molecular evolution [372]. These suggest that most novel mutations are either neutral or weakly selected, with some portion also being strongly deleterious and rapidly purged from the population. Current data suggests that this model applies to some species more than others [467]. For example, the genome of the model organism *Drosophila melanogaster* shows consistent deviations from neutrality, with strong evidence of purifying selection as well as adaptive selective sweeps [485]. The role of purifying selection as a significant evolutionary force is also supported across the mammal phylogeny [486], and within humans [461, 478]. Positive selective sweeps in humans are thought to be quite rare [478, 487], such that many detected selection candidates may be false positives [370, 372].

Despite the relatively low $N_e$ of humans, which reduces the efficiency of selection, there is evidence for both purifying selection and occasional selective sweeps. A test statistic designed to detect positive directional selection, then, would ideally also be assessed for its ability to differentiate neutrality and selection given a genetic background subject to purifying selection. In the coalescent framework, purifying selection leads to an excess of terminal branches [488, 489]. This effect can be approximated using a neutral coalescent model with a shrinking population size, pastward in time, from the genome-wide $N$ in the present to some constant $< N$ [490]. The outcome is a reduction in local diversity.
coupled with a relative enrichment of rare alleles, which resembles the effect of positive selection and would lead to false-positives for directional selection when some statistics (e.g. Tajima’s $D$ [388]) are used [488]. Approaches for simulating purifying selection exist [491, 492], although currently only forward-time simulation programs offer the flexibility to model directional selection on a genetic background subject to purifying selection.

In the manuscript above, I do not investigate the behaviour of LD-based test statistics given purifying selection, for several reasons. Firstly, and most critically, I have chosen to focus on the robusticity of certain selection statistics to variable recombination rate. Extending the modelling to include a background of purifying selection warrants detailed study in its own right. Secondly, I apply the test statistics to humans. The relatively low effective population size of humans mean that purifying selection is likely to be less prevalent in general. Finally, some of my demographic models include recent exponential population growth, which is sometimes coupled with positive directional selection. It may be that including these models at least gives an indication of statistic performance under a background of genetic variation subject to purifying selection. Nevertheless, investigating the impact of purifying selection on LD-based test statistics would be an interesting extension to my work.

### 4.9 Simulation as a tool to improve complex test statistics

Simulations have been a critical tool in the study I present above. Investigating another measure of selection statistics performance - their ability to detect known selection signals - complements the computational work, but emphasises the difficulties in interpreting successful replication. The results of the two approaches are broadly in agreement. Other useful approaches could include confirming statistic performance using data from selection experiments that are sufficiently artificial to record details of phenotype, genotype and reproductive success, but sufficiently faithful to demography and selection scenario relevant to natural populations.

Simulations, nevertheless, have substantial advantages over alternative methods. First among these is practicality. Manipulating a very large experimental population over many generations would be expensive and time consuming. Simulation using the coalescent method is rapid, such that many replicates of selection given a range of demographic scenarios can be practically explored. The second advantage is their flexibility. Developments in the mathematical framework of coalescent theory have allowed workers to design simulation algorithms that accurately represent a wide variety of demographic
and selection scenarios and models of molecular evolution. Although it is not feasible to explore the parameter space of possible evolutionary models in detail, focussed simulations can simply assess the robustness of a statistic’s performance to specific assumptions - in my case, a constant recombination rate. The work presented above can be considered a qualitative indication of the importance of variable recombination rate in reducing the power of selection statistics based on LD, and an exploration of methods to mitigate this effect.

In this chapter, I have tried to emphasised both the challenges facing GWSSs and their promise. Similarly, I have explored the assumptions involved in using simulations to investigate the performance of statistics used in GWSSs. While it is important to have an awareness of the limitations of this approach, the flexibility and computational efficiency of simulations mean that they are an invaluable tool for characterising the performance of test statistics in population genetics under different assumptions about the evolutionary process.
Chapter 5

Discussion and conclusions

The work presented in this thesis has involved using simple simulation models to represent populations changing over time. Through this approach, I have been able to test the modelling assumptions of a mathematical representation of species invasions, extend and explore a model of population subdivision to investigate migration biases arising from animal trading, and clarify the impact of an incorrect simplification on the power of previously suggested and novel selection scan statistics. The specific advantage of simulation over other approaches is different in each case, but can be broadly characterised as the ability to use flexible representation to quantitatively explore the various models. Flexibility is best understood in comparison to verbal description or mathematical analysis of models. Computational simulation maintains the valuable logical exactness of mathematical analysis, while allowing the exploration of systems that would be challenging to mathematically analyse. Although it may be easier to represent some models verbally, it is much more challenging to compare plausible but contradictory verbal models and identify any logical inconsistencies.

When designing a model of a target system, simplifying assumptions may be introduced for various reasons. We can describe the assumption of an infinitely divisible population, as taken in integro-difference models of species invasions, as a manipulation assumption. The assumption is not meant to accurately represent the target system, but allows the velocity behaviour of the wave of advance to be derived given long-range dispersal kernels that are difficult to accurately represent using a reaction-diffusion equation (though see work on fractional reaction-diffusion equations, eg. [93]). In the case of my work on using linkage disequilibrium as a signal of natural selection, the assumption of constant recombination rate can be considered a constraint assumption. Again, the assumption is known to be incorrect, but in the context of power analysis the ease of model manipulation is not effected. Rather, the parameter space is constrained, reducing the amount of computational processing and data analysis required. An assessment of statistical power using a constant recombination rate is likely to be incorrect because the causal processes leading to the relevant signal of selection are poorly represented.
The assumption of constant, directionally symmetric, genetically invariable migration rate taken when modelling gene flow can be considered an assumption of system representation. This has been actively chosen to provide a best-guess representation of the target system. In the absence of specific evidence for biased migration rates - and, indeed, given certain results suggesting that they are evolutionarily unlikely under some circumstances (eg. [269]) - the simplest representation might be considered as the most appropriate. In such circumstances, assumptions should be revised as a more comprehensive description of the specific target system becomes available, as is the case when we model gene flow occurring through markets as opposed to other mechanisms.

The three models I have explored, then, provide a range of examples of how simulations can be used to investigate different modelling assumptions in population biology. Through this work, I have further presented a range of novel results, showing that dispersal stochasticity is an important feature when modelling long-range dispersal, that surprising patterns of genetic variation can arise due to migration biases such as those caused by market-mediated gene flow, and how selection scan statistics can be improved by controlling for variable recombination rate. The utility of simple simulations in testing and extending models in population biology is clear.

5.1 Assessing the robustness of my modelling results

In the introduction of this thesis, I discussed the challenges involved in assessing the robustness of modelling results. Much of the work I have conducted can be characterised in this light, investigating the importance of specific modelling assumptions on determining model behaviour. I have attempted to confirm the robustness of my own findings in various ways. In Chapter 2, I supplemented my main modelling work with investigation of alternative species invasion models, including one closely based on the integro-difference equation of Kot et al [46]. I also confirmed that my simulation results corresponded to analytically retrieved velocities in certain limits, as retrieved from marginal stability analysis of the linearised wave front for example, and that certain observed velocities were within the bound derived from the work of Clark et al [106].

In Chapter 3, I confirmed the robustness of the essential result - that migration biases, such as those potentially caused by animal trading, can lead to a high equilibrium frequency of a locally or globally negatively selected animal type - to various representations of the market process and population regulation. I also attempted to parameterise the model according to properties of the Indian cattle market, and discussed evidence for some of the modelling narratives I observed among agricultural communities in Africa and India especially. I have not, as yet, directly incorporated quantitative data on animal trading dynamics into the model, and this remains an important future step.
In Chapter 4, I was able to use real genetic data to assess the selection statistics proposed, finding that controlling for expected recombination rate increased the number of previously identified selection signals that statistics could replicate. This generally supports the results of my power analysis, although it is difficult to precisely interpret the meaning of selection signal replication. While I do not make extensive use of real data in this thesis, when simulation is intended to represent the world it is important to incorporate observations of the world when designing and refining models.

Although I have attempted to be thorough in assessing the robustness of my various results and models, a clear finding from my work is that relatively small changes to the assumptions of a model can radically alter its behaviour. This can be observed in Chapters 2 and 3 especially. The implication is that some reservation is recommended when interpreting all modelling results, including my own.

### 5.2 The utility of models when robustness is uncertain

The finding that modelling results can depend strongly on seemingly innocuous modelling assumptions is widely echoed in other modelling work. A trivially simple example arises in the modelling of selection, where deterministic models guarantee the survival and approach to fixation of a novel advantageous allele at long times while stochastic models allow for the extinction of the allele, or its ultimate fixation. Correctly representing population growth using a stochastic, as opposed to a deterministic, frequency trajectory of a selected allele has been found to be important in coalescent simulations (eg. [470]).

Remaining on the topic of selection, I have been involved in work showing that the algorithmic details of the representation of fitness in population models impacts model behaviour [5]. Fitness differences are often represented as different reproduction probabilities, as in the classic Moran model [426], termed the *birth-death process*. However, it is also possible to represent fitness differences as different probabilities of mortality, which is known as the *death-birth process*. A simple example arises in the Prisoners Dilemma game described by Kaiping *et al* [5], in which the time taken for a previously monomorphic population to fix with a single strategy after a population is invaded either by a co-operator or defector is approximately 105.3 generations given the birth-death process, as compared to 11.4 generations given a death-birth process. The difference in times is due to the efficiency of the death-birth process in quickly eliminating low-fitness variants, while the birth-death process merely guarantees that they are unlikely to reproduce. When mutation rate is rapid such that three or more strategies exist in the population at once, we found several models to show different equilibria in addition to different dynamics depending on the update rule.
Work on the evolution of the migration rate is also relevant. Again, models show contradictory results depending on their representation of the system. Various models [263, 265, 262] have found that an initially positive migration rate should tend toward zero when there is a spatially heterogeneous environment, as organisms will quickly migrate to and rise to high frequency in their selectively favoured environment - after which point migration will tend to be disadvantageous. A contrasting picture appears when kinship is taken into account [264], or when the environment is both spatially and temporally heterogeneous [261]. In the former case, individuals should migrate away from their natal site in order to avoid kin competition, while in the latter migration allows individuals to escape a local environment that temporarily becomes poor. Ultimately, each effect will be important, the essential point being that the results of models can depend strongly on the features of a system that a modeller subjectively chooses to incorporate. An example following a similar principle is the inclusion, or otherwise, of an Allee effect [493] in models of population spreading, which can radically alter the velocity of the wave of advance (eg. [46]). In Chapter 2, I focus specifically on the role of dispersal stochasticity given long-range dispersal in species invasion models, intentionally ignoring Allee effects, environmental heterogeneity, heritable individual variation in dispersal distance, and many other factors likely to influence wave velocity behaviour.

Topical examples that are not directly related to population biology come from economic modelling. Economic theories have historically used the representative agent approximation, in which a typical decision maker - usually a rational utility maximiser - is used to represent the diversity of agents and their strategies. Our model of cattle markets, though not a conventional economic model, can be characterised in this way, in that we only implicitly incorporate a wealth distribution in each patch, and other aspects of agent variation - such as preferences, or the probability of being a seller or buyer, or assets - are ignored. This approach often leads to economically untenable results [494], such as the absence of trade or periodic (and hence predictable) boom and bust cycles, with agent-based simulation suggested as a useful alternative [495].

Incorrect modelling assumptions may also actively contribute to sudden and severe economic crashes in several ways, as strongly argued by Colander et al [496]. The Black-Scholes formula [497, 498] for pricing derivatives, introduced in the early 1970s, as well as other models from mathematical finance, offered apparently rigorous guidance on appropriate strategies to hedge risk, and encouraged banks to use more leverage [499]. Unfortunately, these models often make simplifying assumptions that are known to be incorrect, and consequently make unreliable predictions. An example is the normal distribution of returns in the Black-Scholes model, which does not capture the relatively high frequency of extreme market fluctuations actually observed [496, 500]. Interestingly, the details of when modelling assumptions are violated can depend on the penetrance of a specific model among traders. When many agents follow similar strategies, their behaviour becomes correlated, which may promote wilder swings in the market. It has
been suggested that the October 1987 US stock market crash, in which US stock fell in
value by 20% in a day, offers an example, with automated hedging strategies, built on
models like the Black-Scholes equation, leading to a feedback of sell orders [496].

Modelling, including simulation, is also used to justify the introduction of new financial
products [496]. Given the substantial simplifications used in models, the relationship
between their results and the expected behaviour of a financial product is unclear. An
example might be the optimistic credit ratings assigned to tranches of subprime mort-
gages arising, in part, due to models taking insufficient notice of correlations between
mortgage defaults [501, 502]. While the detailed application of models in population
biology does have real world relevance - integro-difference models, which poorly repre-
sent finite populations, have recently been recommended as an approach to modelling
species invasions [105] - the suggested role of inappropriate models in contributing to
the stock market crashes offers a particularly dramatic illustration of the dangers of
incorrect assumptions.

Drawing on this, I emphasise another important quality of mathematical and simulation
models. While verbal models lend themselves to qualitative conclusions, the output of
simulation models is usually quantitative. It is often difficult to assess the range of error
of this quantitative output - especially given that the assumptions of the model are
likely to deviate from reality in unknown ways, with unknown impacts on results. In
the context of mathematical analysis of models, it is possible to have a comprehensive
understanding of a model with a limited and uncertain resemblance relationship to the
real world. In the context of financial models, it has been suggested that this can lead
to a control illusion [496], whereby workers are liable to overestimate their ability to
influence a target system in a predictable way based on apparently detailed modelling
results. The same is true for our understanding of evolutionary and ecological systems
through models.

This principle is especially relevant to our interpretation of the cattle market modelling
work presented in Chapter 3. Here, the model is useful in illustrating the potential for
migration biases, possibly through livestock markets, to distort the course of evolution in
unexpected ways. It also suggests certain narratives of population change and patterns
of trading that may be of especial interest if identified in the real world. However, I
have been careful to emphasise that this representation is just one of many possible
representations. My results should be taken only as a guide to the possible outcomes of
biased migration. The system I have chosen to investigate - market-mediated gene flow
- has not been subject to rigorous investigation, and as such this early modelling work
remains useful in promoting and directing future work.
5.3 Equifinality of models

In my discussion of movement models, I indicated that an asymptotically constant velocity wave of advance arises from a range of models, including the Fisher-Kolmogorov reaction-diffusion equation, Eq. (2.1), and integro-difference models when the dispersal kernel is not fat-tailed [46]. The generality of this asymptotically constant velocity result, and its value, has been explored mathematically (eg. [77]), and I have previously related this finding to the concept of equifinality (when a single end state is reached through multiple processes, or system trajectories, or initial conditions). When a modelling result is not disrupted by changes to the modelling assumptions, it might be considered robust. Equifinality may be important either in representations of a target system, in a target system itself, or in both. The details of which is true depend on the detailed relationship between a target system and its representation. For example, models that display equifinality may all neglect to represent a critical property of the target system which leads to far greater diversity in behaviour.

The concept of equifinality is important at several points in this thesis. The coalescent framework that I use to simulate realistic genetic samples from a population is considered robust to a wide range of model details (see §4.8.1), such that multiple different demographic models will produce sample sequences with tree topologies following near-identical distributions of branching order and branch length. Again, this can be seen as model equifinality - the question of which demographic histories in actual evolving populations yield genetically similar samples will be more complex, as various assumptions of the coalescent may be broken. The wide range of processes that can generate Lévy flight patterns of movement also display equifinality, although, as discussed in §2.4.3, the specific manner in which a Lévy flight dispersal kernel is generated is likely to be important in determining the results of species invasion models.

As already mentioned, robustness of results to different modelling assumptions is an example of equifinality. However, when a specific result displays such robustness, it is possible that the model generating it has little resemblance to a target system. An example might be the Fisher-Kolmogorov model of species invasions. The constant wave velocity can be determined from real species prevalence data. Using Eq. (2.4), a suggested value of diffusivity or the maximum growth rate can be used to derive $D$ or $\alpha$. However, there is no certainty that these parameters provide widely useful descriptions of species behaviour, and the value of $D$, for example, derived from one species invasion might be incorrect in another context. When introducing his results on the generality of mathematical results concerning the asymptotic behaviour of the Fisher-Kolmogorov equation, Weinberger makes a related point, noting that “the other side of robustness, of course, is that a model which is found to predict [the asymptotic behaviour of an ecological system] correctly may be far from being a good model for predicting other phenomena” [77].
It is interesting that both the sensitivity of modelling results to assumptions, as explored in all three chapters of this thesis, and their robustness can lead to challenges in interpreting model findings. The more robust a finding is, the less likely that the specific design of a model is informative regarding the causal relations in the target system, while the more sensitive a finding is to variations in modelling assumptions the less likely that it will be relevant to the target system.

5.4 Closing remarks and conclusion

In this closing chapter of my thesis, I have argued that the application of modelling faces several challenges. In particular, both my work and examples from theoretical population biology and economics suggest that modelling results can be highly dependent on modelling assumptions, sometimes in relatively subtle ways. This leads to a potentially dangerous situation in which comprehensive mathematical characterisation of a specific model, or detailed quantitative simulations, can lead to a potentially fragile illusion of understanding a target system. When a model finding is known to be robust, such that a range of models with different assumptions display equifinality in their results, a separate issue can arise whereby the details of model design are relatively uninformative about the details of the target system. This can lead to difficulties in interpreting parameters biologically and extrapolating model findings.

These points do not invalidate the use of mathematical and computational models. The logical exactness of such models make them useful conceptual tools, helping to formalise the assumptions of verbal arguments and facilitating the comparison of competing interpretations of the world. Indeed, I suggest that simple simulations especially offer one route through which challenges of assessing robustness and investigating the detailed relationship between a model and the target system can be explored. In this thesis, I have presented three examples of how this might be achieved in population biology, using a range of techniques to investigate the implications of different assumptions used in different contexts for different reasons. As a result of this work, I have identified novel results of relevance to models of species invasions, the impact of migration biases on genetic variation, and the refinement of statistics designed to detect natural selection in population genetic data. That these findings were previously unknown emphasises the scientific value of using simulations to clarify the impact of modelling assumptions in population biology.
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A1 Thesis Appendix 1: Presentation of work at conferences

Much of the work included has been presented as talks or posters in seminars and conferences.

Presentations at conferences

2nd International Conference on New Frontiers in Industrial and Applied Biotechnology, Bareilly, India, 2015 (Plenary lecture) - “Simulation in population biology and evolutionary genetics”

Modelling Biological Evolution conference, Leicester, 2013 - “Finite populations and long-distance dispersal”

Student Conference on Complexity Science, Gloucester, 2012 - “Modelling species invasions: accelerating waves of advance in finite populations”

Posters at conferences

XIV Congress of the European Society for Evolutionary Biology, Lisbon, Portugal, 2013 “Linkage-based method for identifying selected loci and characterising selection intensity”
Wessex Life Sciences Alliance conference (Institute for Life Sciences ), Southampton, 2012 - “Linkage-based genetic signatures of recent human evolution”

Student Conference on Complexity Science, Gloucester 2012 - “Population diffusion and long distance dispersal in finite size populations”

Seminars

Centre for the Archaeology of Human Origins seminar series, Southampton, 2013 - “Long-distance dispersal and human population diffusion: why modelling the spread of populations in archaeology is harder than we think”

Applied Mathematics Postgraduate seminar series, Southampton, 2012 - “Accelerating species invasions”

Human Evolutionary Genetics, Kivisild Lab seminar, Cambridge 2013 - “Linkage simulations”
A2 Thesis Appendix 2: Simple derivation of a diffusive limit for mean-field Model 2

We here offer a basic derivation of a diffusive limit for our mean field Model 2. This is intended to highlight differences between our model and the Fisher-Kolmogorov equation, rather than as a rigorous indication that this is the exact diffusive limit.

We begin with our Model 2 equation,

\[ n(x, t + 1) = (1 - d)n(x, t) + (1 - d)b[1 - n(x, t)] \sum_{l = -\infty}^{+\infty} K(|l|)n(x + l, t), \]  

(A2.1)

noting that in the temporal continuum limit

\[ [n(x, t + 1) - n(x, t)] \to \frac{\partial n(x)}{\partial t}, \]  

(A2.2)

leading, with \( d = 0 \) and \( b = 1 \), to the integrodifference equation

\[ \frac{\partial n(x, t)}{\partial t} = [1 - n(x, t)] \sum_{l = -\infty}^{+\infty} K(|l|)n(x + l, t). \]  

(A2.3)

We take the lattice sum on the right hand side to its spatially continuous limit,

\[ \sum_{l \neq 0} K(|l|)n(x + l, t) \to \int_{-\infty}^{\infty} K(|x - y|)n(y, t)dy, \]  

(A2.4)

where the normalisation conditions

\[ \sum_{l = -\infty}^{\infty} K(|l|) = \int_{-\infty}^{\infty} K(|x - y|)dy = 1. \]  

(A2.5)

ensure that the kernels represent probabilities of propagules at particular points.

We now suppose the integral to be one dimensional and follow the traditional approach (eg. [48] in a rather similar model of epidemic spread) of expanding \( n(x') \) in a Taylor series around \( x \) and substituting \( n(x') \) into Eq. (A2.4), omitting forgotten terms. A similar method can be applied to integrodifference equations with the non-linear behaviour applied to the growth term, and retrieves the Fisher-Kolmogorov equation (eg. [49]).

Some caution is advised here - [49], following [96], find that complications can arise when describing the discrete-time behaviour as a continuous-time system, particularly when a significant time-delay is involved. This is relevant for many biological systems. However, as our intention is to present a qualitative comparison to the Fisher-Kolmogorov
model rather than to retrieve a diffusive approximation for further analysis we trust this derivation will suffice. We obtain

\[ n(x') = n(x) + (x' - x) \frac{\partial n(x)}{\partial x} + \frac{1}{2} (x - x')^2 \frac{\partial^2 n(x)}{\partial x^2} + \ldots \]  
\hspace{2cm} (A2.6)

and hence

\[ \frac{\partial n(x,t)}{\partial t} = n(x,t)(1 - n(x,t)) + D(1 - n(x,t)) \frac{\partial^2 n(x,t)}{\partial x^2}, \]  
\hspace{2cm} (A2.7)

with

\[ D = \frac{1}{2} \left( \int_{-\infty}^{\infty} t^2 K(|t|) \, dt \right), \]

which is the diffusion approximation of Mollison’s simple epidemic [59]. Indeed, we find that several analytic results for this model [59] hold when we reduce the spatial and temporal scale of our system, §2.2.4.1.

This equation resembles the Fisher-Kolmogorov equation, though is not identical to it. Although generally our simulations have \( d = 0 \) and \( b = 1 \), we do explore the situation where \( d > 0 \), and re-introducing both terms modifies Eq. (A2.7) to yield

\[ \frac{\partial n(x,t)}{\partial t} = \alpha n(x,t) \left( 1 - \frac{n(x,t)}{\kappa} \right) + \tilde{D}[1 - n(x,t)] \frac{\partial^2 n(x,t)}{\partial x^2}. \]  
\hspace{2cm} (A2.8)

where the equilibrium occupation is given by \( \kappa = \frac{\alpha}{(1 - d)b} \), the Malthusian constant is \( \alpha = (1 - d)b - d \), and the effective diffusion constant is also modified, yielding \( \tilde{D} = b(1 - d)D \).

On inspection, our diffusive approximation Eq. (A2.8) behaves in a similar manner to the stochastic algorithm of Model 1 and our mean-field equation Eq. (2.6). As a result of the detailed form of reproduction in our model, and in contrast to the Fisher-Kolmogorov equation, diffusion neither occurs when \( b = 0 \) or when the system is full. In the latter case, increasing the death rate \( d \) leads to a carrying capacity \( \kappa < 1.0 \), and diffusion is resumed. The population dies out when \( d > (1 - d)b \), as the number deaths a site experiences outweighs its contribution to population growth through surviving births, even in an empty environment. These behaviours are biologically reasonable in many cases. For example, the main crowding effects for certain plant species are likely to arise through limiting the survival of recently dispersed saplings rather than in reducing the number of propagules for adult organisms.

We discuss the relevance of these differences given the Linear Conjecture in the main text. Results from simulations that investigate the effect of implementing a logistic effect based on home-site filling can be found in §2.2.4.6.
A3 Thesis Appendix 3: Marginal stability analysis of Model 2 with a nearest-neighbour kernel

Here we offer an argument based on standard methods to predict the velocity implied by our mean-field Model 2 for short-range kernels. The full recurrence relation of Model 2 is given by Eq.(2.6). Far ahead of the wave of advance, all \( \{ n \} \) are small, and we can linearise, yielding:

\[
n(x, t + 1) = n(x, t) + b \sum_{y \neq x} K_{xy} n(y, t). \tag{A3.1}
\]

If the kernel is not fat-tailed, we can parameterise the asymptotic behaviour as:

\[
n \approx e^{-(kx - \omega t)} \tag{A3.2}
\]

where \( k \) is unknown. Eq.(A3.1) yields a dispersion relation \( \omega(k) \). It is a standard result that the dominant \( k = k_c \) is given by the minimum value of \( c(k) = \frac{\omega(k)}{k} \) [122, 124], where \( v = c(k_c) \) and \( c(k) \) is the speed of the wave with wave number \( k \). For general kernels, substituting into Eq.(A3.1) yields:

\[
e^{-[(kx - \omega(t+1)]} = e^{-(kx - \omega t)} + b \sum_{y \neq x} K_{xy} e^{-(ky - \omega t)}. \tag{A3.3}
\]

and hence, given the symmetry of \( K_{xy} = K_{yx} = K(|x - y|) \),

\[
e^\omega = 1 + b \sum_{y \neq x} K(|y - x|) e^{k(x-y)} \tag{A3.4}
\]

\[
= 1 + b \sum_{n \neq 0} K(|n|) e^{kn}. \tag{A3.5}
\]

Taking logarithms and then applying the definition of the dispersion relation yields an expression for the velocity as a function of wave number.

\[
c(k) = \frac{1}{k} \ln \left( 1 + b \sum_{n \neq 0} K(n) e^{kn} \right). \tag{A3.6}
\]
Differentiating (A3.4) in terms of $k$ then implies

$$\frac{d}{dk}(ck)e^{ck_c} = b \sum_{n \neq 0} nK(n)e^{k_cn}$$

$$\frac{\omega}{k_c} = \frac{b \sum_{n \neq 0} nK(n)e^{k_cn}}{1 + b \sum_{n \neq 0} K(n)e^{kn}}$$

$$\ln \left( 1 + b \sum_{n \neq 0} K(n)e^{k_cn} \right) = \frac{b \sum_{n \neq 0} (nk_c)K(n)e^{k_cn}}{1 + b \sum_{n \neq 0} K(n)e^{k_cn}}.$$  \hspace{1cm} (A3.7)

The value of $k_c$ can be determined using Eq. (A3.7), and $c = c(k_c)$ is obtained by substituting this into Eq. (A3.6). If $b < 1$, one can consider this a change in the time scale by normalising the resulting velocity by a factor $\frac{1}{b}$.

In the nearest neighbour kernel case, Eq. (A3.4) reduces to

$$e^{\omega(k)} = 1 + \cosh k.$$  \hspace{1cm} (A3.8)

Substituting Eq. (A3.8) into Eq.(A3.7), we obtain

$$\ln (1 + \cosh k_c) = \frac{k_c \sinh k_c}{1 + \cosh k_c},$$

with

$$c(k) = \frac{\ln (1 + \cosh k_c)}{k_c}.$$  \hspace{1cm} (A3.9)

following Eq.(A3.6). Solving this equation numerically also yields $c(k_c) = v = 0.78$, which serves as a important check on the accuracy of the simulation results.
A4  Thesis Appendix 4: Selection candidate windows

Complete lists of the selection candidates identified from other studies [358, 454, 455, 361, 456, 457, 458, 6] are listed in the Tables A4, A4 and A4. For each candidate, a core position was defined as either the reported SNP position or the centre of the reported window. If necessary, this core position was converted to NCBI b36 coordinates using the UCSC Liftover tool. The selection candidate window was defined as the 200kb window including this SNP. Genes whose transcripts overlap each window were identified using the UCSC Table Browser (track: RefSeq Genes).
<table>
<thead>
<tr>
<th>SourceReport</th>
<th>NullReported</th>
<th>Build</th>
<th>Core (NCBI b36)</th>
<th>Type</th>
<th>Selected Population</th>
<th>Population comparison</th>
<th>Method</th>
<th>Source</th>
<th>Candidate number</th>
<th>Genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>138000000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>147800000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>190000000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>122000000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>743010000</td>
<td>GR37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714800000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714810000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714820000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714830000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714840000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714850000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714860000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714870000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714880000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714890000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714900000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>190000000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>147810000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>743020000</td>
<td>GR37</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714800000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714810000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714820000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714830000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714840000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714850000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714860000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714870000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714880000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714890000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>714900000</td>
<td>NCBI b36</td>
<td>CEU</td>
<td>WINDOW</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Table A1:** Selection candidates used for the CEU population, Chromosome 2
### Table A2: Selection candidates used for the CEU population, Chromosome 15

<table>
<thead>
<tr>
<th>StartReported</th>
<th>EndReported</th>
<th>Build</th>
<th>Core (NCBI b36)</th>
<th>Type</th>
<th>Selected Population</th>
<th>Population comparison</th>
<th>Method</th>
<th>Source</th>
<th>Candidate variants</th>
<th>Genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>27580956</td>
<td>28040000</td>
<td>GRCh37</td>
<td>28030000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>African 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>52000000</td>
<td>SASPL, FGRAP1, FGRAP3</td>
</tr>
<tr>
<td>105910000</td>
<td>106353033</td>
<td>GRCh37</td>
<td>10630000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>Europe 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>108000000</td>
<td>CCDC138, DRAAR</td>
</tr>
<tr>
<td>53314348</td>
<td>53704752</td>
<td>GRCh37</td>
<td>53650000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>African 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>53000000</td>
<td>SIN3A, MESTFS1, MESTFS2</td>
</tr>
<tr>
<td>109900000</td>
<td>110270397</td>
<td>GRCh37</td>
<td>11022000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>Europe 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>108000000</td>
<td>LIN28A, SULT1C3</td>
</tr>
<tr>
<td>214156097</td>
<td>214727912</td>
<td>GRCh37</td>
<td>21464000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>Europe 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>263000000</td>
<td>IKBK1</td>
</tr>
<tr>
<td>145738783</td>
<td>146243241</td>
<td>GRCh37</td>
<td>14618000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>Europe 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>145000000</td>
<td>TET41</td>
</tr>
<tr>
<td>263119413</td>
<td>263647447</td>
<td>GRCh37</td>
<td>26359000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>Europe 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>265000000</td>
<td>ASXL2</td>
</tr>
<tr>
<td>263621787</td>
<td>264135031</td>
<td>GRCh37</td>
<td>26399000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>Europe 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>265000000</td>
<td>F11C, LOCI2, T24849</td>
</tr>
<tr>
<td>123559777</td>
<td>124076347</td>
<td>GRCh37</td>
<td>12397000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>Europe 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>125000000</td>
<td>SASPL1, MESTFS4</td>
</tr>
<tr>
<td>242187712</td>
<td>242703845</td>
<td>GRCh37</td>
<td>24260000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>Europe 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>243000000</td>
<td>SASPL1, MESTFS4</td>
</tr>
<tr>
<td>154986225</td>
<td>155490809</td>
<td>GRCh37</td>
<td>15536000</td>
<td>SNP</td>
<td>East Asian 1000G</td>
<td>Europe 100G</td>
<td>DDAF</td>
<td>[45]</td>
<td>156000000</td>
<td>GALNT13</td>
</tr>
<tr>
<td>72300000</td>
<td>72730000</td>
<td>GRCh37</td>
<td>72680000</td>
<td>WINDOW</td>
<td>CHB+JPT</td>
<td>YRI</td>
<td>XP-CLR</td>
<td>[45]</td>
<td>720000000</td>
<td>SASPL1, MESTFS4</td>
</tr>
<tr>
<td>172700000</td>
<td>177300000</td>
<td>GRCh37</td>
<td>17700000</td>
<td>WINDOW</td>
<td>CHB+JPT</td>
<td>YRI</td>
<td>XP-CLR</td>
<td>[45]</td>
<td>177400000</td>
<td>GLI2</td>
</tr>
<tr>
<td>121600000</td>
<td>122400000</td>
<td>GRCh37</td>
<td>12190000</td>
<td>WINDOW</td>
<td>CHB+JPT</td>
<td>YRI</td>
<td>XP-CLR</td>
<td>[45]</td>
<td>121400000</td>
<td>GLI2</td>
</tr>
<tr>
<td>172700000</td>
<td>177300000</td>
<td>GRCh37</td>
<td>17700000</td>
<td>WINDOW</td>
<td>CHB+JPT</td>
<td>YRI</td>
<td>XP-CLR</td>
<td>[45]</td>
<td>177400000</td>
<td>GLI2</td>
</tr>
<tr>
<td>841200000</td>
<td>845000000</td>
<td>GRCh37</td>
<td>84450000</td>
<td>WINDOW</td>
<td>Chinese CEPI</td>
<td>Chinese CEPI</td>
<td>Tajima's D</td>
<td>[45]</td>
<td>84000000</td>
<td>DUSAM</td>
</tr>
<tr>
<td>108350000</td>
<td>110240000</td>
<td>GRCh37</td>
<td>10964000</td>
<td>WINDOW</td>
<td>Chinese CEPI</td>
<td>Chinese CEPI</td>
<td>Tajima's D</td>
<td>[45]</td>
<td>108000000</td>
<td>LIN28A, JANSF2</td>
</tr>
<tr>
<td>172700000</td>
<td>177300000</td>
<td>GRCh37</td>
<td>17700000</td>
<td>WINDOW</td>
<td>Chinese CEPI</td>
<td>Chinese CEPI</td>
<td>Tajima's D</td>
<td>[45]</td>
<td>177400000</td>
<td>DUSAM</td>
</tr>
<tr>
<td>198300000</td>
<td>198900000</td>
<td>GRCh37</td>
<td>19932000</td>
<td>WINDOW</td>
<td>Chinese CEPI</td>
<td>Chinese CEPI</td>
<td>Tajima's D</td>
<td>[45]</td>
<td>199000000</td>
<td>DUSAM</td>
</tr>
</tbody>
</table>

### Table A3: Selection candidates used for the CHB+JPT population, Chromosome 2

<table>
<thead>
<tr>
<th>StartReported</th>
<th>EndReported</th>
<th>Build</th>
<th>Core (NCBI b36)</th>
<th>Type</th>
<th>Selected Population</th>
<th>Population comparison</th>
<th>Method</th>
<th>Source</th>
<th>Candidate variants</th>
<th>Genes</th>
</tr>
</thead>
<tbody>
<tr>
<td>72300000</td>
<td>72730000</td>
<td>GRCh37</td>
<td>72680000</td>
<td>WINDOW</td>
<td>CHB+JPT</td>
<td>YRI</td>
<td>XP-CLR</td>
<td>[45]</td>
<td>720000000</td>
<td>SASPL1, MESTFS4</td>
</tr>
<tr>
<td>172700000</td>
<td>177300000</td>
<td>GRCh37</td>
<td>17700000</td>
<td>WINDOW</td>
<td>CHB+JPT</td>
<td>YRI</td>
<td>XP-CLR</td>
<td>[45]</td>
<td>177400000</td>
<td>GLI2</td>
</tr>
<tr>
<td>121600000</td>
<td>122400000</td>
<td>GRCh37</td>
<td>12190000</td>
<td>WINDOW</td>
<td>CHB+JPT</td>
<td>YRI</td>
<td>XP-CLR</td>
<td>[45]</td>
<td>121400000</td>
<td>GLI2</td>
</tr>
<tr>
<td>172700000</td>
<td>177300000</td>
<td>GRCh37</td>
<td>17700000</td>
<td>WINDOW</td>
<td>CHB+JPT</td>
<td>YRI</td>
<td>XP-CLR</td>
<td>[45]</td>
<td>177400000</td>
<td>GLI2</td>
</tr>
<tr>
<td>841200000</td>
<td>845000000</td>
<td>GRCh37</td>
<td>84450000</td>
<td>WINDOW</td>
<td>Chinese CEPI</td>
<td>Chinese CEPI</td>
<td>Tajima's D</td>
<td>[45]</td>
<td>84000000</td>
<td>DUSAM</td>
</tr>
<tr>
<td>108350000</td>
<td>110240000</td>
<td>GRCh37</td>
<td>10964000</td>
<td>WINDOW</td>
<td>Chinese CEPI</td>
<td>Chinese CEPI</td>
<td>Tajima's D</td>
<td>[45]</td>
<td>108000000</td>
<td>LIN28A, JANSF2</td>
</tr>
<tr>
<td>172700000</td>
<td>177300000</td>
<td>GRCh37</td>
<td>17700000</td>
<td>WINDOW</td>
<td>Chinese CEPI</td>
<td>Chinese CEPI</td>
<td>Tajima's D</td>
<td>[45]</td>
<td>177400000</td>
<td>DUSAM</td>
</tr>
<tr>
<td>198300000</td>
<td>198900000</td>
<td>GRCh37</td>
<td>19932000</td>
<td>WINDOW</td>
<td>Chinese CEPI</td>
<td>Chinese CEPI</td>
<td>Tajima's D</td>
<td>[45]</td>
<td>199000000</td>
<td>DUSAM</td>
</tr>
</tbody>
</table>
A5 Thesis Appendix 5: Further selection scans and replication data

In the main text, we only presented replication results for a subset of the selection statistics tested. Full data on the selection candidates used and their resampled $p$-values for selection statistics is provided in Supplementary File 1. We here compare several more scans and present further results on the ability of different statistics to replicate selection candidate signals.

Comparing the Kong and HapMap genetic maps
Some studies have emphasised the potential for positive selection to distort estimates of the genetic map based on linkage disequilibrium [445]. We therefore expected selection statistics that controlled for expected LD based on the HapMap genetic map [390] to lose signals that might be recovered when using the doCODE map [376]. As illustrated in Table A4, in Supplementary File 1, this was not obviously the case. While the value of each statistic was larger when using the doCODE map, the expected maximum 200kb window value also increased and the number of replicated signals (5% outliers) usually remained stable or decreased. We often observed a slight increase in statistic focussing on the Along region and controlling for LD when using the Kong map. We attribute this to the lower resolution of the deCODE map. When the genetic profile was being estimated, many pairs of SNPs separated by a relatively large physical distance, and with relatively low pairwise LD, were assigned a very small genetic map distance. This lead to substantially reduced estimates of average LD in short-range bins, which tended to create the impression of inflated deviations from expected LD for some statistics.

<table>
<thead>
<tr>
<th></th>
<th>HapMap</th>
<th>deCODE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>Rank</td>
<td>5% Outliers</td>
</tr>
<tr>
<td>$\alpha$</td>
<td>1.18</td>
<td>0.64</td>
</tr>
<tr>
<td>$\beta$</td>
<td>1.23</td>
<td>0.64</td>
</tr>
<tr>
<td>$\frac{\alpha}{E[\alpha]}$</td>
<td>3.28</td>
<td>0.65</td>
</tr>
<tr>
<td>$\frac{\beta}{E[\beta]}$</td>
<td>1.23</td>
<td>0.77</td>
</tr>
<tr>
<td>$\frac{\alpha}{H}$</td>
<td>1.29</td>
<td>0.75</td>
</tr>
<tr>
<td>$\frac{\beta}{H}$</td>
<td>5.12</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Table A4: Replication of previously identified selection candidates when controlling for expected LD based on the HapMap and deCODE genetic maps

Example selection scans using the $\frac{\alpha}{E[\alpha]}$ statistic and both the deCODE and HapMap genetic maps are shown in Fig. A1. As expected, the two scans are highly correlated. There is no clear effect on the strength of the high-confidence selection signals ($MCM6$, $HERC2$, $SLC25A4$).
Comparing methods of controlling for expected LD

As mentioned in the Extended Methods, we investigated a range of different approaches to modifying selection statistics such that expected LD was controlled for. We present details on the ability of different approaches to replicate signals at selection candidates in Tables A5 (based on LD in the Along region) and A6 (based on LD in the Over region). The most interesting result is the extent to which different approaches differ in the number of signals they replicate, despite being based on similar data. The selection scans themselves are shown in Figures A2 and A3 respectively, which give an indication of the extent of correlation between the different statistics.

Controlling for expected LD and assessing the impact of window size on OmegaPlus signal replication

The ability of OmegaPlus to replicate previously identified selection candidates using different window sizes is shown in Table A7, as is the performance of the $\frac{\alpha}{E[\alpha]}$ statistic which uses a fixed 400kb window size to detects a similar signal but attempts to control for expected LD. The different maximum and minimum window sizes have a strong impact on the raw maximum value of $\omega_{\text{max}}$ in a 200kb window. Larger values occur when the minimum window size is smaller, which likely reflects both observations made in Appendix 2 and the potential for greater variance in the denominator of $\omega$ to generate spikes in its value. Nevertheless, the ability of the OmegaPlus algorithm to
### Table A5: Ability of statistics based on LD in the Along region to replicate selection signals, with expected LD controlled for according to a variety of methods using the HapMap genetic map. From top to bottom, the tables correspond to CHB+JPT (Chr2), CEU (Chr2) and CEU (Chr15).

<table>
<thead>
<tr>
<th>Value Rank</th>
<th>5% Outliers (Top)</th>
<th>E[Value]</th>
<th>5% Outliers (Bottom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>α</td>
<td>0.19</td>
<td>0.69</td>
<td>1</td>
</tr>
<tr>
<td>α_{top}</td>
<td>1.42</td>
<td>0.83</td>
<td>3</td>
</tr>
<tr>
<td>α - α_{top}</td>
<td>0.80</td>
<td>0.80</td>
<td>2</td>
</tr>
<tr>
<td>α_{ZScore}</td>
<td>1.43</td>
<td>0.74</td>
<td>2</td>
</tr>
<tr>
<td>α_{BetaCDF}</td>
<td>0.32</td>
<td>0.76</td>
<td>2</td>
</tr>
<tr>
<td>α_{Δalpha}</td>
<td>0.51</td>
<td>0.69</td>
<td>0</td>
</tr>
</tbody>
</table>

Table A5: Ability of statistics based on LD in the Along region to replicate selection signals, with expected LD controlled for according to a variety of methods using the HapMap genetic map. From top to bottom, the tables correspond to CHB+JPT (Chr2), CEU (Chr2) and CEU (Chr15).

### Table A6: Ability of statistics based on LD in the Over region to replicate selection signals, with expected LD controlled for according to a variety of methods using the HapMap genetic map. From top to bottom, the tables correspond to CHB+JPT (Chr2), CEU (Chr2) and CEU (Chr15).

<table>
<thead>
<tr>
<th>Value Rank</th>
<th>5% Outliers (Top)</th>
<th>E[Value]</th>
<th>5% Outliers (Bottom)</th>
</tr>
</thead>
<tbody>
<tr>
<td>β</td>
<td>0.05</td>
<td>0.58</td>
<td>2</td>
</tr>
<tr>
<td>β_{top}</td>
<td>1.31</td>
<td>0.59</td>
<td>2</td>
</tr>
<tr>
<td>β - β_{top}</td>
<td>0.01</td>
<td>0.58</td>
<td>1</td>
</tr>
<tr>
<td>β_{ZScore}</td>
<td>1.12</td>
<td>0.50</td>
<td>1</td>
</tr>
<tr>
<td>β_{BetaCDF}</td>
<td>0.09</td>
<td>0.52</td>
<td>1</td>
</tr>
<tr>
<td>β_{αDelta}</td>
<td>0.44</td>
<td>0.38</td>
<td>0</td>
</tr>
<tr>
<td>β</td>
<td>0.05</td>
<td>0.50</td>
<td>5</td>
</tr>
<tr>
<td>β_{top}</td>
<td>1.29</td>
<td>0.57</td>
<td>1</td>
</tr>
<tr>
<td>β - β_{top}</td>
<td>0.01</td>
<td>0.56</td>
<td>8</td>
</tr>
<tr>
<td>β_{ZScore}</td>
<td>1.18</td>
<td>0.52</td>
<td>5</td>
</tr>
<tr>
<td>β_{BetaCDF}</td>
<td>0.12</td>
<td>0.53</td>
<td>5</td>
</tr>
<tr>
<td>β_{αDelta}</td>
<td>0.47</td>
<td>0.48</td>
<td>6</td>
</tr>
</tbody>
</table>

Table A6: Ability of statistics based on LD in the Over region to replicate selection signals, with expected LD controlled for according to a variety of methods using the HapMap genetic map. From top to bottom, the tables correspond to CHB+JPT (Chr2), CEU (Chr2) and CEU (Chr15).


**Figure A2:** Standardised selection scans for statistics based on LD in the Along region, with expected LD controlled for in various ways using the HapMap genetic map replicate signals was not strongly affected.
Figure A3: Standardised selection scans for statistics based on LD in the Over region, with expected LD controlled for in various ways using the HapMap genetic map. The ‘compressed’ signal for $\frac{\beta}{E[\beta]}$ in CEU Chr15 is caused by an extreme peak centered at position 19244303.
Table A7: Ability of the OmegaPlus program to replicate selection signals using different window sizes, and for statistic that searches for a similar signal but controls for expected LD (with window size fixed at 400kb) to do so. From top to bottom, the tables correspond to CHB+JPT (Chr2), CEU (Chr2) and CEU (Chr15).

<table>
<thead>
<tr>
<th></th>
<th>Value Max</th>
<th>5% Outliers (Top)</th>
<th>E[Value Max]</th>
<th>Value Min</th>
<th>5% Outliers (Bottom)</th>
<th>E[Value Min]</th>
</tr>
</thead>
<tbody>
<tr>
<td>ω_{max}</td>
<td>2.23</td>
<td>1</td>
<td>2.80</td>
<td>-2.44</td>
<td>3</td>
<td>-1.63</td>
</tr>
<tr>
<td>ω_{100,400}</td>
<td>99.65</td>
<td>3</td>
<td>43.16</td>
<td>15.76</td>
<td>0</td>
<td>5.23</td>
</tr>
<tr>
<td>ω_{50,400}</td>
<td>60.89</td>
<td>2</td>
<td>28.44</td>
<td>15.76</td>
<td>0</td>
<td>5.23</td>
</tr>
<tr>
<td>ω_{10,400}</td>
<td>52.95</td>
<td>3</td>
<td>22.96</td>
<td>15.76</td>
<td>0</td>
<td>5.23</td>
</tr>
<tr>
<td>ω_{10,200}</td>
<td>14.72</td>
<td>2</td>
<td>14.62</td>
<td>2.23</td>
<td>3</td>
<td>2.82</td>
</tr>
</tbody>
</table>

| ω_{max}^2     | 5.12      | 5                 | 1.84         | -0.67     | 2                    | -1.84        |
| ω_{100,400}   | 109.72    | 4                 | 34.41        | 4.16      | 1                    | 4.08         |
| ω_{50,400}    | 76.70     | 5                 | 29.55        | 4.16      | 1                    | 4.09         |
| ω_{10,400}    | 38.56     | 5                 | 15.69        | 4.15      | 1                    | 4.06         |
| ω_{10,200}    | 15.60     | 4                 | 9.39         | 1.93      | 0                    | 2.44         |

| ω_{max}^3     | 3.25      | 8                 | 1.71         | -0.71     | 3                    | -0.92        |
| ω_{100,400}   | 53.75     | 8                 | 30.39        | 4.37      | 5                    | 3.92         |
| ω_{50,400}    | 26.36     | 8                 | 17.87        | 4.37      | 5                    | 3.91         |
| ω_{10,400}    | 19.52     | 8                 | 13.97        | 4.36      | 5                    | 3.88         |
| ω_{10,200}    | 11.98     | 7                 | 9.47         | 2.46      | 5                    | 2.33         |

Figure A4: Standardised selection scans using ω_{max} and a variety of variable and fixed window sized.
Figure A5: Standardised selection scans using $\omega_{50,400}^{\max}$ and a fixed window-size statistic expected to capture the same signal of selection with expected LD controlled for.
Chapter 5 Appendices

269

Detailed replication data
Detailed data on selection candidate replication by a set of LD-based statistics is shown
in Table A8. Approximate p-values were obtained by resampling 10,000 random 200kb
windows for the relevant chromosome and population, and obtaining the maximum (or
minimum for |L||R|) statistic value each time. These p-values correspond closely to
those used when constructing Tables 4.3, 4.5, A4, A5, A6 and A7 but are not identical.
Table A8: Replication of selection candidate windows in HapMap Phase II data. Windows containing
protein-coding genes in Chromosome 2 are highlighted in green; positions indicate the starting NCBI
b36 window position and are in MB
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<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>458</th>
<th>0.462</th>
<th>0.072</th>
<th>0.537</th>
<th>0.102</th>
<th>0.555</th>
<th>0.679</th>
<th>0.584</th>
</tr>
</thead>
<tbody>
<tr>
<td>CHB</td>
<td>2</td>
<td>25.8</td>
<td>0.061</td>
<td>0.023</td>
<td>0.044</td>
<td>0.044</td>
<td>0.081</td>
<td>0.603</td>
<td>0.266</td>
</tr>
<tr>
<td></td>
<td>53</td>
<td>0.550</td>
<td>0.265</td>
<td>0.652</td>
<td>0.323</td>
<td>0.955</td>
<td>0.552</td>
<td>0.817</td>
<td></td>
</tr>
<tr>
<td>CHB</td>
<td>2</td>
<td>72.6</td>
<td>0.534</td>
<td>0.002</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>458</td>
<td>0.761</td>
<td>0.171</td>
<td>0.401</td>
<td>0.270</td>
<td>0.275</td>
<td>0.320</td>
<td>0.333</td>
<td>0.275</td>
</tr>
<tr>
<td></td>
<td>456</td>
<td>0.518</td>
<td>0.316</td>
<td>0.269</td>
<td>0.494</td>
<td>0.240</td>
<td>0.317</td>
<td>0.657</td>
<td>0.355</td>
</tr>
<tr>
<td></td>
<td>0.417</td>
<td>0.451</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CEU</td>
<td>15</td>
<td>67</td>
<td>0.550</td>
<td>0.242</td>
<td>0.198</td>
<td>0.482</td>
<td>0.926</td>
<td>0.607</td>
<td>0.664</td>
</tr>
<tr>
<td></td>
<td>270</td>
<td>0.947</td>
<td>0.981</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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A6 Thesis Appendix 6: Top 1% hits based on selected statistics

For each of the statistics presented in the main paper (Kelly’s $Z_{nS}$, $\frac{\text{Kelly's } Z_{nS}}{E[\text{Kelly's } Z_{nS}]}$, $\alpha/\frac{\text{Kelly's } Z_{nS}}{E[\alpha]}$, $|L||R|$ and $\omega^{50,400}_{\text{max}}$), approximate $p$-values were determined for each 200kb window from the HapMap data by respampling the maximum (or minimum for $|L||R|$) test statistic in 10,000 200kb windows from the relevant chromosome and population. Windows with approximate $p$-values $\leq 0.01$ were considered selection candidates. For statistics that control for expected LD, the HapMap genetic map was used [390].

To help compare the statistics, approximate $p$-values for each selection candidate window were then determined for each of these six statistics, and also for $\frac{\text{Kelly's } Z_{nS}}{E[\text{Kelly's } Z_{nS}]}$ and $\frac{\alpha}{E[\alpha]}$ with the expected LD estimated using the deCODE genetic map. Genes for which the transcript overlapped a window were retrieved from the UCSC Table Browser (track: RefSeq). Full results are shown in Tables A10, A11 and A12.

That this approach is primarily intended to aid comparison between the different LD-based statistics and highlight regions showing persistent LD distortions in multiple statistics, rather than to narrowly identify novel selection candidates.
Selection candidates identified by representative selection statistics in this study for HapMap Phase II CEU Chromosome 2 data

<table>
<thead>
<tr>
<th>Gene</th>
<th>Chromosome 2 Selection Statistics</th>
<th>HapMap Phase II CEU Chromosome 2 Data</th>
</tr>
</thead>
<tbody>
<tr>
<td>NIAS, DIX1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MYCN</td>
<td></td>
<td></td>
</tr>
<tr>
<td>OTOF, C3orf70, C14orf1, KCNK1, KCNKS1, SLC5A6, CENPA, DPP5L5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ALMS1, ALMS1, NAT5, NAT5B, TPRK, DUSP1, Clof-8, STAMBP, ACTG2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BOLA1, MOHAI, MTRF2, DLA45, SLCA45, DCC4T1, C53, WDR54, RTKN, INO80, WBP1, MGC, MRPL53, CCDC142, TTCC1, LH2X, PUGF1, TLX2, DJK1, DXK14, AUP1, RTA2, LOX13, DOK1, M1AP, SEMA4F</td>
<td></td>
<td></td>
</tr>
<tr>
<td>HK2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SUCLG1, DNAH6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DNAH6, TRABD2A, TMSB10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MALL, MFB5, ZNF54, ZNF2, ZP3, POM12, KUNP3, TRIM44, ANKRD96C</td>
<td></td>
<td></td>
</tr>
<tr>
<td>MALL, NFBP1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RGP6, RGP5, BUB1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ACXL</td>
<td></td>
<td></td>
</tr>
<tr>
<td>GLI2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>POTEF, CCDC70, SPM4, MTZ1, TUBA1E, CCDC115, JUNP4, FTPN18, POTEI, CPC1B, CPC1, CPC1, POTEI, GPRH1, AMER3, ARHGEF4, ARHGEF4, PADD1, PLK8RB2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ZRANB5, ZRANB5, RHOM1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CERKL, NEUROD1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SF3B1, COQ8B, BSDP1, BSEP1-MOHAI, BSEP1-MOHAI, RFTN2, RFTN2, MAHS2, BOLL, PCL1, CCNV1L, FZD5, PLEKHM3, TWIST2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A9: Selection candidates identified by representative selection statistics in this study for HapMap Phase II CEU Chromosome 2 data
Table A10: Selection candidates identified by representative selection statistics in this study for HapMap Phase II CEU Chromosome 15 data
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Kelly's $Z_{nS}^{\text{HapMap}}$ | HapMap $Z_{nS}^{\text{Kelly'}}$ | $\alpha$ | HapMap $\omega_{nS}^{\text{Kelly'}}$ | $|L|/R$ | Supporting Evidence | Genes (Protein coding)
--- | --- | --- | --- | --- | --- | ---
22200000 0.306 | 0.443 | 0.107 | 0.116 | 0.083 | 0.006 |
26000000 0.082 | 0.040 | 0.045 | 0.066 | 0.093 | 0.000 |
27600000 0.009 | 0.099 | 0.004 | 0.034 | 0.057 | 0.602 |
31800000 0.086 | 0.075 | 0.021 | 0.163 | 0.058 | 0.989 |
32000000 0.002 | 0.074 | 0.010 | 0.120 | 0.047 | 0.940 |
72000000 0.499 | 0.063 | 0.152 | 0.002 | 0.200 | 0.256 |
74200000 0.221 | 0.013 | 0.034 | 0.001 | 0.113 | 0.153 |
74200000 0.055 | 0.005 | 0.006 | 0.032 | 0.012 | 0.001 |
72600000 0.002 | 0.004 | 0.001 | 0.005 | 0.001 | 0.000 |
72800000 0.029 | 0.007 | 0.040 | 0.010 | 0.004 |
87400000 0.344 | 0.038 | 0.336 | 0.053 | 0.168 | 0.003 |
95000000 0.016 | 0.712 | 0.001 | 0.002 | 0.086 |
97200000 0.008 | 0.026 | 0.033 | 0.145 | 0.020 | 0.981 |
97400000 0.010 | 0.029 | 0.039 | 0.324 | 0.023 | 0.996 |
10200000 0.029 | 0.009 | 0.120 | 0.055 | 0.105 |
10840000 0.080 | 0.009 | 0.100 | 0.057 | 0.233 | 0.981 |
11020000 0.016 | 0.012 | 0.001 | 0.002 | 0.344 |
11100000 0.016 | 0.712 | 0.001 | 0.002 | 0.086 |
12140000 0.575 | 0.101 | 0.596 | 0.092 | 0.328 | 0.008 |
12680000 0.237 | 0.041 | 0.086 | 0.004 | 0.276 | 0.464 |
13080000 0.005 | 0.035 | 0.041 | 0.021 | 0.002 | 0.017 |
13120000 0.335 | 0.310 | 0.083 | 0.000 | 0.000 | 0.050 |
13140000 0.220 | 0.013 | 0.146 | 0.005 | 0.035 | 0.149 |
13160000 0.162 | 0.005 | 0.007 | 0.015 | 0.000 | 0.514 |
13180000 0.093 | 0.006 | 0.003 | 0.003 | 0.029 | 0.814 |
17700000 0.418 | 0.007 | 0.366 | 0.010 | 0.449 | 0.228 |
17720000 0.404 | 0.003 | 0.381 | 0.005 | 0.482 | 0.010 |
17740000 0.247 | 0.001 | 0.245 | 0.012 | 0.355 | 0.009 |
17760000 0.148 | 0.003 | 0.145 | 0.015 | 0.286 | 0.046 |
19340000 0.000 | 0.015 | 0.002 | 0.024 | 0.073 | 0.952 |
19360000 0.009 | 0.053 | 0.008 | 0.068 | 0.140 | 0.594 |
19380000 0.017 | 0.144 | 0.003 | 0.035 | 0.116 | 0.578 |
19440000 0.034 | 0.032 | 0.009 | 0.020 | 0.153 | 0.502 |
19460000 0.007 | 0.000 | 0.050 | 0.020 | 0.149 | 0.601 |
19480000 0.101 | 0.002 | 0.053 | 0.002 | 0.131 | 0.008 |
19820000 0.001 | 0.189 | 0.015 | 0.230 | 0.076 | 0.981 |
19840000 0.010 | 0.124 | 0.058 | 0.265 | 0.094 | 0.994 |
20360000 0.003 | 0.466 | 0.045 | 0.800 | 0.050 | 0.999 |
21560000 0.404 | 0.057 | 0.458 | 0.085 | 0.282 | 0.005 |
24220000 0.009

Table A11: Selection candidates identified by representative selection statistics in this study for HapMap Phase II CHB+JPT Chromosome 2 data

Supporting Evidence

- [58, 456]
- [454]
- [456, 361, 454]
- [454]
- [454, 361, 454]
A7 Thesis Appendix 7: Glossary of population genetics terms

**Allele** - A variant at a genetic locus. For example, most SNPs have two alleles, while a ‘single allele’ would imply an invariant site.

**Ascertainment bias** - In the context of SNP genotyping, ascertainment bias describes ‘systematic deviations from an expected theoretical result attributable to the sampling processes used to find (ascertain) SNPs and measure (estimate) their population-specific allele frequencies’ [503]. When obtaining genetic data from a sample, it is common to sequence specific markers (e.g. SNPs) that are known to be frequently polymorphic rather than the entire genome. These markers are identified using detailed sequencing of a small sample of individuals (the ‘ascertainment set’). This protocol - finding polymorphic markers in a small sample then genotyping these in a large sample, perhaps from a different population - can introduce several biases to genetic datasets.

**Autosomal** - The chromosomes that are not sex chromosomes (e.g. in humans, not the X or Y chromosomes).

**Balancing selection** - Balancing selection occurs when natural selection maintains the presence of multiple alleles. The frequencies of these alleles can be stable over different time scales and be maintained due to several different processes, heterozygote advantage being a simple example [386].

**Diploid** - Having two copies of each chromosome. One copy is inherited from the father and one from the mother. The somatic (body) cells of a diploid organism are diploid, while the gametes (e.g. sperm and egg cells) are haploid.

**Directional selection** - Directional selection is selection for a phenotypic trait that is higher or lower than the current average trait value, thus changing the frequency of alleles that have an impact on that trait.

**Fitness** - The expected reproductive success of an individual with a given genotype or phenotype. When measured in relative terms, fitness is the relative expected number of offspring produced by an individual of one type expressed in terms of the expected number produced by an individual of another type, usually known as the selection coefficient. In absolute terms, fitness describes the expected number of offspring of an individual.

**Frequency dependent selection** - Frequency dependent selection describes a phenomenon whereby the fitness of a phenotype depends on the frequency of that phenotype in the population.

**Genealogy** - In coalescent theory, the bifurcating tree or ancestral recombination graph describing the history a set of homologous sequences, indicating how closely related different sequences are and, potentially, their divergence times. Note that the genealogy is not affected by mutation, such that it is possible for two sequences of finite length and identical mutation rates to be distantly related in their genealogy but have few segregating sites due to the random nature of mutation events. A phylogenetic tree is not the genealogy, but may attempt to estimate the genealogy by assuming that genetic divergence can be used as a proxy for branch length in the genealogy.
Genetic map - A map of estimated linkage between loci on a chromosome.

Genetic drift - The random fluctuation in allele frequencies due to random sampling of a finite population. Under many reproductive strategies, only a subset of individuals are expected to reproduce in a generation, even under neutrality. In sexual organisms, the version (paternal or maternal) of a chromosome passed to a child by a parent are also random. This leads to allele frequency fluctuations, which are greatest when the population size is small. Genetic drift reduces genetic variation within a population, but increases genetic distance between populations as populations ‘drift’ in random, usually different, ways.

Genetic hitchhiking - Genetic hitchhiking describes the change in the frequency of an allele due to linkage with a selected allele at a different locus.

Genetic variation - The extent to which individuals in a population show genetic differences in a genomic region. There are many measures of genetic variation - the number of polymorphic loci, heterozygosity and the number of alleles per locus are examples.

Genome-wide association study (GWAS) - A genome-wide association study attempts to identify genetic loci associated with a phenotype of interest in a sample, by searching for correlations between the occurrence of the phenotype and the allelic state at genetic markers interspersed along the genome.

Genome-wide selection scan (GWSS) - A genome-wide selection scan involves the repeated evaluation of a test statistic at different physical locations along the genome in order to identify locations that do not conform with neutral expectations, termed selection candidates.

Genotype - The heritable ‘blueprint’ of information contained internally in an organism and encoded genetically. The de-coding and expression of the genotype through the process of protein synthesis ultimately is a major factor influencing the phenotype of an organism. In the context of applied genetics, genotyping involves obtaining some information on an organism’s genotype through one of many of laboratory techniques. Recently, ‘genotype data’ is often used to describe data on the state of the genome of an individual at many SNPs, in contrast to ‘whole-genome data’ which indicates data covering the vast majority of the genome, including loci that are not polymorphic in the population.

Haplotype - A set of alleles in an organism’s genome that were inherited together from a single parent. In the context of signals of selection, haplotype homozygosity is of particular interest, describing the probability of two chromosomes in a sample sharing allelic state in a given genomic region.

Haploid - Having only a single copy of each chromosome. The gametes of a sexual diploid organism are haploid, with each single chromosome copy either selected from the chromosome that individual inherited from the mother or the father. In a haploid species, all somatic (body) cells are haploid also.

Heterozygote advantage - If an organism that is heterozygous at a given locus has greater average reproductive success than either homozygote then that variation at that locus displays heterozygote advantage. This will lead to balancing selection.
**Linkage** - Loci on the same chromosome that show high linkage have alleles that tend to be inherited together. This corresponds to a low probability of recombination between the loci. When the probability of recombination is greater than 50%, loci are considered unlinked.

**Linkage disequilibrium (LD)** - The non-random association of alleles at different loci, such that knowledge of the allelic state at one locus gives information on the allelic state at another. Usually, the two-locus case is considered, and is properly termed pairwise linkage disequilibrium. See the main text for details.

**Locus** - A specific location on the genome, such as a particular gene or base pair position.

**Minor allele frequency (MAF)** - The frequency of the rarest allele at a locus in a sample.

**Monomorphic** - A locus is monomorphic if it only has a single allele in a given population. Loci that are not monomorphic are polymorphic.

**Neutral theory** - The theory that the majority of molecular polymorphism is approximately selectively neutral, such that most allele frequency changes are not due to genetic hitch-hiking with selected alleles. The theory was suggested by Kimura in the 1960s [392], with Ohta proposing a modification such that many novel variants are mildly deleterious [484].

**Panmictic** - A population is panmictic if all individuals choose their mate at random. This is an unrealistic assumption that is frequently used to simplify mathematical models such as the diploid Wright-Fisher model.

**Phasing** - A statistical procedure performed on non-haploid genetic data to predict which variants belong to the same copy of a chromosome (i.e. are on the same haplotype). For example, genotype data is usually reported as the observed states at each locus. If the states of a diploid organism at two loci ‘a/A’ and ‘b/B’, then it is unclear whether the two haplotypes are ‘a + b’ and ‘A + B’ or ‘a + B’ and ‘A + b’. A phasing procedure tries to estimate this, based on the genetic state of family members or the inferred frequency of different haplotypes in population genetic data.

**Phenotype** - The combined observable properties of a living organism, including its morphology, development, behaviour, metabolism and life cycle - in fact, anything related to its structure, function of behaviour. The phenotype is the product of the interaction between genotype, environment and epigenetic factors.

**Polymorphic** - In genetics, a polymorphic locus is a locus with multiple alleles in a given population. In practice, only a sample of the population will be available, such that in applied genetics polymorphism is usually determined with reference to the sample.

**Population genetic data** - A set of samples from a population for which some genetic information is available. An slightly extended description is given in section §4.4.1.

**Purifying selection** - Selection against alleles that are deleterious, such that they fall in frequency. Purifying selection can be especially intense within functionally important genes, leading novel variants to be rapidly purged. The prevents the accumulation of deleterious variants in the population, which is known as ‘genetic load’. The reduction in diversity associated with purifying selection, which is considerably intensified by linkage between negatively selected and
neutral alleles, is known as background selection. Purifying selection distorts the site frequency spectrum, leads to reduced diversity, and can create long haplotypes.

**Recombination rate** - The recombination rate is the probability of recombination at a specific location on a chromosome. The cumulative probability of recombination between two loci is known as their genetic map distance. A description of the genetic map distance between many loci on a chromosome is a genetic map.

**Selection candidates** - A selection candidate is a region of the genome that has been proposed as evolving in a non-neutral manner in a specific population. GWSSs tend to report lists of selection candidates.

**Selective sweep** - A pattern whereby a specific allele rises to high frequency due to strong positive directional selection, leading to characteristic distortions in the frequencies of alleles at linked loci and a consequent reduction in local genetic diversity.

**Single nucleotide polymorphism (SNP)** - A polymorphism whereby more than one nucleotide is observed at a specific locus (and strand) in a population. SNPs have proven particularly popular genetic markers for conducting GWSSs, and many selection statistics are designed with SNPs in mind.

**Site frequency spectrum (SFS)** - The site frequency spectrum, or allele frequency spectrum, is a vector describing the number of polymorphic sites for which the derived allele is at each possible frequency in a sample. For example, if there are five polymorphic sites for which the derived allele is only observed once, and three for which the derived allele is observed twice, then the first two terms of the SFS will be \([5, 3, \ldots]\), with the length of the vector being \(n - 1\). When the derived and ancestral states at a locus are not known, then the minor allele frequency at polymorphic loci is used, yielding a folded site frequency spectrum.

**Standing genetic variation** - Allelic variation that currently exists in a populations. Selection on standing genetic variation describes a situation whereby a polymorphic allele becomes subject to selection after evolving neutrally for some period of time, and can be contrasted with selection on novel variants.