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The Radical SAM superfamily is a large group of enzymes which use an iron‐sulfur cluster to 

catalyse the reductive cleavage of S‐adenosylmethionine (SAM), resulting in the formation of a 

highly reactive intermediate. This potent oxidant is used to functionalise relatively inert substrates 

to catalyse an extensive role of reactions: cofactor biosynthesis; anaerobic metabolism; 

methylation and post‐translational modifications. 

Most members of this family share some structural similarities, most notably a [4Fe‐4S] cluster, 

coordinated by a cysteine triad motif; some conserved motifs for the binding of SAM and an 

active site with a full or partial triose‐phosphate isomerase (TIM) barrel fold. However, despite a 

quarter of a million predicted protein sequences, the number of structures from which to draw 

conclusions is severely limited, not reaching 50 available X‐ray structures in the Protein Data 

Bank. 

This project aims to solve the structures of three proteins of this superfamily. HydG, an enzyme 

involved in the biosynthesis of the complex active‐site cofactor of the [Fe‐Fe] HydA hydrogenase, 

is proposed to use L‐tyrosine and an auxiliary cluster to form a distinctive Fe(CO)2CN synthon. The 

structure presented  in  this work  allows  a deeper understanding of  the mechanism behind  the 

complex product formation, by use of a never before reported [5Fe‐5S] cluster. 

LipA is an enzyme responsible for the last step on the production of the lipoyl cofactor, the 

insertion of two sulfur atoms, at C6 and C8 of an octanoyl subunit. The currently accepted 

mechanism of catalysis has LipA serving as both a catalyst and a substrate, by sacrificing its 

auxiliary [4Fe‐4S] cluster as the sulfur source. With a crystallographic structure recently published, 

it was possible to identify a residue (serine) coordinating the cluster. Previous mutagenesis 

studies showed the mutation of this serine has a strong impact on activity, and the crystallization 



 

 

of a serine to cysteine mutant in this project strengthens the mechanistic proposal being 

developed. 

The third enzyme, Cfr is responsible for the methylation of A2503 in the 23S ribosomal subunit, 

conferring resistance to several antibiotics, making it a major health concern. Co‐crystallization of 

the protein with an RNA fragment may help direct the efforts to design effective inhibitors, and 

the first steps in the expression and purification of a small rRNA fragment suitable for 

crystallization studies are expressed herein. 
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Chapter 1:  INTRODUCTION 

1.1 The Radical SAM Superfamily 

In 1897 Buchner introduced the concept of enzymes [1], which provided the basis for 

understanding how the majority of chemical reactions are catalysed in all domains of life. Less 

than a century later, the first enzymatic mechanism that used radical based chemistry was 

identified for ribonucleotide reductase (RNR) [2]. Radical reactions are an important concept in 

chemistry and the term radical refers to the presence of at least one unpaired valence electron: in 

many situations, the free radical shows a high degree of reactivity towards other substances [3]. 

By using the high reactivity of radicals in a controlled environment, namely the active sites of 

enzymes, nature has found in radical based enzymes a suitable mechanistic pathway to catalyse 

chemically challenging reactions [4]. 

Many of the enzymatic reactions which involve radical intermediates require a metal and/or an 

organic cofactor to facilitate the radical‐based transformation of substrates. Three enzymatic 

subclasses can be readily defined within this large group [4]: 

i) Enzymes where the radical is formed in the substrate, such as the radical‐ion 

intermediates in DNA photolyase [5] 

ii) Enzymes where the radical is formed at a residue of the protein. The mechanism 

commonly involves glycine [6‐8], but also tyrosine [9‐11] and cysteine [12‐15] 

iii) Enzymes which use cofactors for the formation of radicals, of which coenzyme B12 

dependent enzymes are one of the most well understood examples [16‐19] 

An additional family, the radical SAM (RSAM) family, contains examples that could appear in each 

of these subclasses [20], making it a fascinating family of enzymes. All members of the RSAM 

family possess a [4Fe‐4S] cluster that reductively cleaves S‐adenosyl‐L‐methionine (SAM) for the 

formation of a deoxyadenosyl radical [21‐25]. In some instances, SAM can be used as a true 

cofactor, being regenerated at the end of the catalytic cycle [26, 27]. Most often, however, SAM is 

used as a co‐substrate, being consumed in the reaction [28]. The radical attack from the SAM‐

derived 5’‐deoxyadenosyl radical (DOA•) usually occurs directly onto the substrate by hydrogen 

atom abstraction, though the formation of a protein‐residue based radical has also been reported 

[29‐32]. 
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There is a clear relationship between the RSAM family and the coenzyme B12 enzyme family [33] 

as both make use of the 5’‐deoxyadenosyl radical as a highly reactive intermediate. However, with 

upwards of 250,000 predicted sequences being currently available in the SUPERFAMILY database 

[34], the RSAM superfamily has proved to be much larger and widespread than the coenzyme B12 

enzymes (20,000 sequences in the SUPERFAMILY database). 

Unsurprisingly, given the sheer number of potential enzyme activities that could result from these 

sequences, only a small subsection of enzymes from the RSAM superfamily have been studied, 

with less than 100 biosynthetic pathways subjected to experimental studies of RSAM enzyme 

activity [20, 35]. Members of the RSAM superfamily have been shown to catalyse a diverse and 

interesting list of reactions: methylation [36], methylthiolation [37], thioether bond formation 

[38], sulfur insertion [39], ring formation [40], radical‐mediated ring contraction [41], oxidative 

decarboxylation [42], adenosine addition [43], enzymatic activation [44, 45], fragmentation [46, 

47] and other complex rearrangement mechanisms which have been widely reviewed [21, 48‐53]. 

The first member of the RSAM superfamily was identified in 1970 [54] as an enzyme which 

contained iron (Fe) and required SAM and anaerobic incubation with a reducing agent to catalyse 

its reaction (Figure 1). Soon, other enzymes which shared these characteristics were discovered 

[55‐58], and some structural similarities were identified, namely a cysteine motif CxxxCxC ( 

being an aromatic residue), responsible for binding of an iron‐sulfur cluster ([Fe‐S]) [59, 60]. 

However, a key step in the recognition of the RSAM superfamily came with a rigorous 

bioinformatics analysis in 2001 [61], with two conserved regions being clearly identified: the 

aforementioned cysteine‐conserved motif and an additional conserved glycine‐rich SAM binding 

site, the latter also being observed in SAM dependent methyltransferases [62]. 

The incorporation of [Fe‐S] clusters in these proteins, bound to the cysteine‐conserved motif, has 

an extraordinary impact on these proteins, both structurally (see chapter 1.1.2), as well as being 

responsible for their extraordinary reactivity (see chapter 1.1.1).[Fe‐S] clusters are one of the 

most versatile prosthetic groups in nature [63], with involvement in gene expression [64], Fe 

metabolism [65‐67], oxygen sensing [68], oxidative stress response [69], redox coupled proton 

transfer reactions [70, 71] and disulfide reduction [72], among many others [63, 73, 74].This 

already extensive list of reactions has grown considerably larger thanks to the radical SAM 

superfamily. As will be discussed in this Chapter, the RSAM family utilizes the [4Fe‐4S] cubane 

cluster present in its active site to initiate radical‐based chemistry [23] in such diverse reactions as 

amine shifts [54], oxidative decarboxylation [75], sulfur donation reactions [58, 76‐79], metallo‐
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cofactor biosynthesis [80‐82], nucleic acid methylation [83]; cofactor biosynthesis [78, 84, 85] 

amongst numerous others [21, 22, 25, 35, 86]. 

 

1.1.1 [4Fe‐4S] Cluster Interaction With SAM in Radical SAM Enzymes 

In the RSAM superfamily, the [4Fe‐4S] 1 cluster is involved in the initiation of radical catalysis by 

inducing the reductive cleavage of SAM 2, leading to the formation of a highly reactive primary 

carbon radical intermediate, predominantly DOA• 3 (Figure 1) [87‐89]. Although the involvement 

of an [Fe‐S] cluster in the reduction of a sulfonium ion to the corresponding alkyl radical and 

thioether was almost unprecedented when these systems were first studied, an important 

function of the RSAM enzyme was to modify the active site thermodynamics of SAM cleavage to 

yield a more energetically favourable process [90‐94]. 

The role of the cluster in this reaction is now known to be two‐fold: to anchor SAM via the 

interaction of the amino acid moiety with the unique iron (the only iron not cysteine‐bound) [95, 

96] and to catalyse the electron transfer step which leads to the cleavage of the molecule and the 

formation of the radical intermediate [97‐99]. 
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Figure 1 [4Fe‐4S]: SAM interaction and reductive cleavage. 

Binding of SAM 2 to the [4Fe‐4S] cluster 1 present in RSAM enzymes and its cleavage to form 

DOA• 3 and methionine 4 (bound to the cluster). A: Proposed binding model for SAM in reactions 

where this molecule acts as a cofactor. Model adapted from Nicolet et al. and Dey et al. [87, 100]; 

B: Proposed binding model for SAM in reactions where it acts as a co‐substrate, adapted from 

Walsby et al. and Cosper et al. [89, 101] . Evidence from later studies [87] has led to A being 

widely accepted as the mechanistic model for SAM cleavage in RSAM enzymes. 

 

1.1.1.1 Chemical Nature of the [4Fe‐4S] Cluster 

During the purification steps of RSAM enzymes a mixture of different cluster states is commonly 

observed, hinting at a mechanism of formation and ready interconversion that mimics the 

assembly of the cluster in vivo (section 1.1.3) [59, 102, 103]. For many RSAM enzymes, mutations 

of the cysteine triad have been shown to result in the inactivation of the enzyme [60, 83, 104‐

118], providing support for the importance of the cluster in the activity of the enzyme. 
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The necessity of a[4Fe‐4S] cluster 1 in the +1 oxidation state (formally [FeIIIFeII3S4]), as shown in 

Figure 1, was initially deduced by the requirement of both an anaerobic environment as well as a 

strong reducing agent (commonly dithionite) for optimal activity [54]. A better indicator for the 

reductive activity of the [4Fe‐4S]+ cluster came from the stoichiometric correlation of the loss of 

the EPR signal corresponding to the (EPR active) [4Fe‐4S]+ with the formation of the radical 

product [119, 120]. Unfortunately, the reactivity of the DOA• radical that arises from SAM 

cleavage makes it very unstable and short‐lived and therefore it is not practically feasible to 

detect directly. This difficulty was circumvented using the SAM analogue, 3’,4’‐anhydroadenosyl‐l‐

methionine 5 to form the stabilised allylic 3’,4’‐anhydro‐5’‐deoxyadenosyl radical analogue 6 

(Figure 2). The analogue radical is spin delocalized and highly stabilised, making it possible to 

observe directly by EPR [121, 122], and the strong correlation between its increase of signal and 

the loss of the [4Fe‐4S]+ signal provided strong evidence for the radical‐based mechanism shown 

in Figure 1. 

 

Figure 2 Radical formation and stabilization from 3’,4’‐anhydroadenosyl‐l‐methionine. 

After proton abstraction, the resulting allylic anhydroadenosyl 6 radical is stabilized. 

 

1.1.1.2 SAM:[4Fe‐4S] Cluster Binding 

The interactions of SAM with the [4Fe‐4S] cluster were also actively investigated: for example, 

Mössbauer studies with labelling the unique iron with Fe57 showed spectroscopic changes in the 

presence of SAM [95‐97], strongly hinting at an interaction between SAM and the cluster. A 

similar conclusion was reached by the changes in the Raman [59, 97], EPR [59, 60, 97] and ENDOR 

[21, 50, 89] signals upon SAM binding. However, despite providing strong evidence for the binding 
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of SAM to the [4Fe‐4S] cluster, these studies did not precisely define the spatial relationship of 

the cluster to SAM. Spectroscopic studies of lysine 2,3‐aminomutase (LAM) [98, 99, 123] and 

pyruvate formate‐lyase activating enzyme (PFL‐AE) [89, 101, 124] led to the proposal of two 

distinct models for SAM binding, shown in Figure 1. 

In both models, the carboxyl and the amino groups of SAM establish a bi‐dentate interaction with 

the unique iron in the [4Fe‐4S] cluster 1, with the differences lying in the interaction of the cluster 

with the sulfonium ion of SAM. At this early stage of the RSAM studies the lack of any x‐ray 

structural data, together with valid results arising from the different enzymes, led to an initial 

conclusion that the sulfonium of SAM 2 would interact with the unique iron or with a sulfur of the 

cluster, depending on whether SAM was acting as cofactor (LAM; Figure 1 A) or co‐substrate (PFL‐

AE, Figure 1 B) respectively [89, 98].Subsequent studies, based on the available radical SAM 

enzyme structures with products, substrates or analogues bound at the active site and analysed 

using density functional theory quantum modelling [87] and S K‐edge X‐ray absorption 

spectroscopy [100] seem to indicate that the interaction between SAM’s sulfonium and the 

unique iron (Figure 1 A) is shared across the RSAM superfamily. 

 

1.1.1.3 Reduction Potential in the Interaction of SAM with the [4Fe‐4S] Cluster 

The formation of the five‐membered chelate ring shown in Figure 1A facilitates inner‐sphere 

electron transfer [87, 99], with the electron transfer occurring directly from the cluster to the 

SAM sulfonium ion. The sulfur of SAM is held in close proximity (close to van der Waals radii) to 

the unique iron of the cluster and the S‐C bond is homolytically cleaved, forming the 5’‐

deoxyadenosyl radical [21, 87, 99, 125, 126] and methionine. 

The C‐S bond of SAM is too strong to be homolytically cleaved simply by the binding of the 

molecule to the enzyme’s active site [127]. Comparison of the energetics required for reductive 

cleavage of sulfonium ions in the enzyme and in free solution with model compounds is 

informative: the values for the reduction potential (2+/1+) of the [4Fe‐4S] clusters present in the 

RSAM enzymes range from ‐400 mV to ‐500 mV (Figure 3, [4Fe‐4S]:LAM:PLP complex) [92, 128], a 

value considerably smaller than the ‐1600 to ‐1800 mV calculated for the chemical reductive 

cleavage of a trialkylsulfonium compound [129, 130].  
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The binding of SAM to the cluster has two significant results that allow this ‘electrode potential 

gap’ to be bridged. Firstly, the binding of SAM increases the potential of the [4Fe‐4S] cluster to 

around ‐430 mV [93], allowing most biological reducing systems to reduce the cluster from +2 to 

the +1 state [131, 132]. Additionally, the reduction potential of SAM is drastically increased when 

bound to the cluster; this has been calculated at ‐990 mV [93], a value significantly different from 

that of the free‐solution generic trialkylsulfonium (Figure 3, used to estimate the free solution 

reduction potential of SAM, ‐1600 to ‐1800 mV). 

The binding of the (non‐SAM) substrate to the active site further lowers the cluster reduction 

potential by 170 mV [93], which, together with small changes in the conformation of the enzyme 

facilitates the electron transfer and subsequent reaction. 

 

Figure 3 Energetics of reductive SAM cleavage at the active site of lysine‐2,3‐aminomutase 

(LAM). 

SAM related midpoint redox potentials are shown in red and [4Fe‐4S] cluster associated 

potentials in blue. Adapted from Wang et al. [93] 
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These results indicate that LAM exerts considerable control of the cleavage of SAM for the 

generation of the radical and this occurs most easily in the Michaelis complex (LAM:SAM:Lys:PLP 

complex. This is not unexpected as the generation of radicals within a cell needs to be highly 

regulated, to prevent radical mediated damage that in vivo can lead to cell death [133, 134]. 

Without the correct positioning of the substrate, SAM is too stable and its cleavage is generally a 

slow process [87, 135]. SAM is also a fairly scarce resource, requiring important primary 

metabolites methionine and ATP to be formed by SAM synthetase [136, 137], making it is one of 

the most important cofactors in the cell [138] and the unwanted cleavage of the compound an 

energetically expensive effort. 

However, in vitro studies which use a significantly stronger reducing agent (usually dithionite, E° = 

‐660mV) [139] than the ones present within the cell (flavodoxin, E° = ‐360‐490 mV, depending on 

the organism) [140] can often result in the uncoupled formation of the 5′‐deoxyadenosyl radical 

[88, 141], with either a buffer component, such as DTT, or the protein presumed to be acting as 

the source of hydrogen atoms to quench the 5′‐deoxyadenosyl radical [99]. 

 

1.1.1.4 Propagation of the Radical in Radical SAM Reactions 

The homolytic cleavage of SAM 2 leads to the formation of a DOA• species 3 (Figure 1). This 

radical is a strongly oxidising species capable of abstracting a hydrogen atom from a wide range of 

RSAM substrates, leading to the formation of a radical intermediate, the nature of which is 

dependent on the precise structure of the second (non‐SAM) substrate [142]. 

In the majority of the RSAM reactions, the hydrogen is abstracted from the substrate molecule 

[33, 37‐43, 46, 47, 56‐58, 78, 79, 83, 85, 143]. In some instances, however, the abstraction occurs 

from an individual residue of the enzyme. This ordinarily occurs with the so‐called activating 

enzymes, most commonly leading to the formation of a glycyl radical that is essential to the 

catalytic activity of the activated enzyme [44, 45, 88, 144, 145]. 

Interestingly a small subset of the RSAM enzymes is able to re‐form the SAM molecule at the end 

of the reaction cycle after the hydrogen atom abstraction [27, 146], with the product radical able 

to re‐abstract a hydrogen atom from the 5’‐methyl of 5’‐deoxyadenosine (DOA). Following the 

reduction, the resultant DOA• 3 recombines with the methionine 4 and returns an electron to the 

[4Fe‐4S] cluster, reducing it to the initial state of the reaction demonstrated in Figure 1. 
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Studies with ENDOR spectroscopy have provided an insightful view of this mechanism of 

abstraction [135, 147], which together with crystallographic data [22, 148] show the structure of 

the enzymatic active site, in particular the location for hydrogen abstraction, very near the S‐C5’ 

bond of SAM. When SAM cleavage occurs, van der Waals constraints ensure that the radical 

position only needs to move slightly. This active site topology enforces the proximity of the 

incipient 5’‐deoxyadenosyl radical and the C‐H bond that will be cleaved, thereby leading to highly 

selective hydrogen atom abstraction from the substrate and minimizing undesirable abstraction 

side reactions (for example, from active site residues [148]. 

 

1.1.2 Structure of Radical SAM Enzymes 

As RSAM enzymes have a wide diversity of substrates, the structures and sequences amongst 

members of this family generally show a high degree of variability in the substrate binding 

regions. An important exception can be found in what is known as the “core fold” (Figure 5) of the 

RSAM family, where the secondary structural elements are highly conserved within members of 

this family [21, 22, 50, 75, 101, 149‐151].  

This core fold is composed of a partial triosephosphate isomerase (TIM) barrel structure. A TIM‐

barrel fold is typically characterized by an eight‐stranded, all parallel β‐sheet made up of 

repeating β/α motifs curved in such a manner that the eight strands form a barrel which is 

surrounded by the eight ‐helices. Most Radical SAM enzymes contain what is known as a partial 

TIM barrel as it contains only six of the eight β/α units [21]. 
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Figure 4 TIM barrel structural comparison.  

Secondary structure that composes the TIM barrel structure is colour coded, with alpha helices in 

green, beta strands in blue and random loops in pink. A: Complete TIM barrel from triose 

phosphate isomerase (PDBID: 1TIM). B: Partial TIM barrel of the RSAM coproporphyrinogen III 

oxidase (HemN) (PDBID: 1OLT). N‐terminal and C‐terminal extensions are shown in grey. 

 

The two missing β/α units lead to the formation of a lateral opening where the active site of the 

enzyme is often located (Figure 4 B). The degree of openness of the barrel is thought to correlate 

with the substrate size, as larger barrel openings allow larger substrates to bind in the active site, 

while a smaller barrel opening allows smaller substrates to bind while shielding the active site 

from surrounding solvent [152]. The [4Fe‐4S] cluster is located within the active site, together 

with the binding sites for SAM and the substrate [21, 75, 92, 129, 151]. 

The RSAM family possesses a characteristic cysteine triad containing motif, CxxxCxC, (Figure 5, 

Figure 6) responsible for the coordination the [4Fe‐4S] cluster [20].The three cysteines residues 

are bound to three iron atoms present in a [4Fe‐4S] cluster, leaving a unique iron unbound. It is 

with this unique iron that SAM interacts (Figure 1) [21, 50, 61, 75, 92, 127‐129, 131, 135]. The 

cysteine motif is located in a loop found at the top (C‐terminal end) of the first β‐ strand of the 

core structure. This cluster bearing loop is responsible for the positioning the [4Fe‐4S] cluster 

within the active site, as well as forming hydrophobic interactions to the adenine moiety in SAM 

through the aromatic  residue of the cysteine motif, typically a tyrosine of phenylalanine [50, 61, 

149, 150]. 
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Figure 5 Conserved core‐fold of members of the RSAM superfamily of enzymes. 

Core of the RSAM enzyme HydE, with loops omitted for clarity (PDBID: 4JXC). The CxxxCxxC motif 

is found at the top (pink), with the three cysteines shown as stick models and the cubane [4Fe‐4S] 

cluster shown in yellow/orange. SAM, in lilac, is shown binding to the [4Fe‐4S] cluster. The partial 

TIM‐barrel is revealed, with ‐helices shown in green and ‐sheets shown in blue. 

 

The combined interactions between the protein, cofactors and substrate result in a high 

proportion of conserved structure for the active site, consistent with the similarities in the general 

mechanism of the RSAM superfamily. Outside of this core fold, little to no similarity seems to exist 

between the RSAM enzymes of the different subfamilies; indeed, significant sequence and 

structural variation has evolved to permit the application of the common radical generating 

module to diverse substrates and metabolic requirements [61, 149, 150]. 
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1.1.2.1 SAM Binding Site 

The SAM binding residues are commonly found dispersed throughout the protein sequence, 

comprising mostly hydrophilic residues from each of the core β‐strands. The web of connections 

formed between SAM and the enzyme forces the correct positioning and conformation of the co‐

substrate for radical formation, through electron transfer, and hydrogen abstraction, preventing 

any unwanted abstraction, a side reaction that could lead to enzyme inactivation [22, 91]. 

Although the residues that interact with SAM are not always tightly conserved within the 

superfamily, a high level of conformational similarity within the different RSAM subfamilies 

commonly occurs [22, 92, 128, 135]. 

 

Figure 6 Conserved SAM binding motifs of the Radical SAM superfamily.  

Colour key: magenta, CX3CXC‐containing loop; salmon, “GGE” motif; light pink, ribose motif; 

golden, “GxIxGxxE” motif; teal, β6 structural motif; green, SAM. Structure of PFL‐AE (PDB ID: 

3CB8). Adapted from Dowling et al. [149]. 
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1.1.2.1.1 SAM Methionyl Moiety 

As described previously in section 1.1.1.2, SAM is bound directly to a unique iron atom of the 

[4Fe‐4S] cluster through its amino and methionyl carboxylate groups. The amino group is locked 

in the correct positioning for electron transfer by the interactions with what is known as the 

glycine rich motif (GGE) (Figure 6, salmon) [22, 50, 149]. In contrast with the conserved 

interactions of the amino group with the protein backbone, the interactions with the carboxylate 

are not conserved within the superfamily, allowing the conformation of SAM’s methionine to 

differ between the enzymes of this superfamily [22, 149]. 

 

1.1.2.1.2 SAM Adenine Moiety 

The amino acid interactions with the adenine moiety show a high degree of structural 

conservation across the superfamily. Hydrophobic interactions occur in three specific regions: the 

conserved aromatic residue of the CX3CXC motif (Figure 6, magenta); one/two residues located 

at the end of the β6 structural motif (Figure 6, pale cyan) and the GxIxGxxE motif [22, 50, 149, 

150] (Figure 6, golden). The GxIxGxxE motif, located on the 5 sheet and following loop, stabilizes 

the structure of the SAM adenine binding site (Figure 6, pale cyan) [22, 149]. 

 

1.1.2.1.3 SAM Ribose Moiety 

The ribose 2’ and 3’ hydroxyl groups may form hydrogen bonds with charged or polar side chains 

of the β4 sheet, a group of residues termed the ribose motif (Figure 6, light pink), and a region 

which is less well conserved than the others within this superfamily. One of the conserved 

charged or polar residues is thought to have an important role during catalysis through the 

control of the orientation of either the DOA moiety or the substrate [153]. 
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1.1.2.2 Substrate Binding Site 

Owing to the widely diverse range of reactions catalysed by the RSAM superfamily, the binding of 

the substrate is highly tailored to each specific reaction. As a consequence of this diversity, it is 

difficult to identify areas of sequence similarity that interact with the substrate across the 

superfamily as a whole [22, 61, 149]. 

Nonetheless, it has been shown that most substrates bind in the lateral opening of the partial TIM 

barrel with the protein‐substrate interactions occurring predominantly in the C‐terminus of the 

enzyme. It does seem that substrate orientation, with regard to the abstraction point is also fairly 

consistent within the RSAM superfamily, as the general mechanism of action is conserved across 

all members of the family [22, 149]. 

 

1.1.2.3 Reductant Binding Site 

As previously mentioned in section 1.1.1.3, the formation of the intermediate radical by members 

of the RSAM superfamily requires the reduction of the [4Fe‐4S] cluster to the +1 redox state. In 

vivo this appears to occur by the action of a biological reductase, which binds in a region with the 

lowest conservation of all the core fold [22, 149, 150]. The reductant binding site is located on the 

surface near the cluster‐binding loop and opposite the opening of the partial TIM barrel, meaning 

the substrate can bind at the same time as the reductant. As the reduction step is a vital 

component of the activity, the high degree of variability in the reductase binding region most 

likely indicates a diversity in the proteins responsible for electron donation, such as (and not 

limited to) flavodoxin [131, 154], ferredoxin [32] or adrenodoxin [155]. 

 

1.1.2.4 Exceptions in Cluster Binding 

Despite the cysteine‐coordinating motif being highly conserved within the superfamily, and a 

powerful tool for identification of enzymes capable of coordinating the [4Fe‐4S] clusters, two 

enzymes have been discovered that do not possess this motif, but still possess a mechanistic 

resemblance to the RSAM family of the enzymes. In the first case, the enzyme QueE possesses an 

eleven amino acid insertion between the first two cysteines (CX14CXΦC) [41], while in ThiC the 

cluster‐binding region is not part of the SAM radical core, but is instead found in a separate 



Chapter 1 

15 

domain [116]. These uncharacteristic enzymes demonstrate the diversity available to the wider 

RSAM family and indicate the potential for many more members of the RSAM superfamily that 

might exist away from those identified from sequence alignments. 

 

1.1.3 The [4Fe‐4S] Cluster 

Iron‐sulfur clusters in biology are traditionally seen as stable redox cofactors, commonly used as 

electron transfer units [73], with a modular nature that allows for several different, and 

sometimes interconvertible, structures [63]. In the context of the RSAM superfamily early 

Mössbauer studies identified a mixture of [2Fe‐2S], [3Fe‐4S] and [4Fe‐4S] clusters [103], with the 

presence of a reducing agent, such as dithionite, resulting in predominantly [4Fe‐4S] clusters [102, 

156]. 

Conversely, the exposure of RSAM enzymes to O2, NO, oxidizing agents, pH changes and 

mutations to the cluster binding residues result in a destabilization of the [4Fe‐4S] cluster even in 

reducing conditions. The degradation of the [4Fe‐4S] cluster can lead to the reversible cleavage 

into [2Fe‐2S] units or to the formation of a [3Fe‐4S] intermediate during the breakdown [157‐

159]. 

The interconversion of different iron‐sulfur clusters is also seen during [4Fe‐4S] cluster 

biosynthesis [160, 161] (Figure 7). Attesting to the importance of iron‐sulfur cluster regulation, 

different networks have been identified for cluster assembly: the NIF system, which assembles 

the [Fe‐S] clusters of nitrogenases in azototrophs [162, 163]; the ISC assembly system in 

mitochondria and bacteria [164‐166]; the SUF system in bacteria, Archaea and plant chloroplasts 

[165, 167‐169] and the CIA system in eukaryotic cytosol [170]. 
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Figure 7 Biosynthetic pathway for the introduction of the [4Fe‐4S] cluster into a generic apo‐

enzyme by the ISC machinery.  

Cysteine desulfurase IscS and iron transferases IscA/IscX/CyaY provide the sulfide and iron atoms, 

respectively to the scaffold enzyme IscU. Ferredoxin catalyses the reductive coupling of to [2Fe‐

2S] clusters into one [4Fe‐4S] cluster, which can then be transferred to the apo‐enzyme by 

HsCA/B. Adapted from Blanc et al. [164]. 

 

1.1.3.1 Auxiliary Clusters in RSAM Enzymes 

A significant subset of RSAM proteins are able to coordinate additional [Fe‐S] cluster(s) in their 

structure [171, 172], with most of the roles for the auxiliary cluster(s) being currently poorly 

defined [171]. In the past few years however, two different subgroups of enzymes which contain 

at least one auxiliary cluster have been identified: the SPASM/Twitch group [173] and the sulfur 

insertion subgroup [172]. 

The SPASM subfamily of enzymes, predicted to have over 1,000 members, is postulated to be 

involved in post‐translational modification of peptides [174]. The enzymes within this group share 

a conserved seven cysteine motif CX9‐15GX4C–Xn–CX2CX5CX3C–Xn–C [175‐178], which bind two 

auxiliary clusters. So far, only one crystallographic structure of a SPASM enzyme is available [177], 

revealing that both auxiliary clusters have their four irons fully coordinated by four cysteine 

residues from within and outside the seven cysteine motif (Figure 8). Interestingly, the topology 

around the first auxiliary cluster, known as the Twitch domain [178], can also be found in enzymes 
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which do not belong to the SPASM subfamily. In the Twitch containing enzymes the first auxiliary 

cluster can be observed, but no coordination for a second cluster is possible [178, 179]. 

 

Figure 8 SPASM/Twitch RSAM structure comparison.  

The RSAM fold is shown in green, the conserved Twitch fold is shown in blue and the additional 

elements that form the SPASM fold are shown in pink. Iron‐sulfur clusters (orange and yellow) 

and SAM (lilac) are shown as stick models.  
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A: Structure of AnSMEcpe (PDBID: 4K39), a member of the SPASM subfamily of enzymes. The 

seven cysteines and glycine that form the motif C261‐X9‐G271‐ X4‐C276‐X40‐C317‐ X2‐C320‐ X5‐C333‐ X3‐

C330 as well as the non‐conserved cysteine (red), coordinating two auxiliary [4Fe‐4S] clusters, are 

represented by sticks. B: Structure of BtrN (PDBID: 4M7T), with the small Twitch fold, that 

coordinates one auxiliary cluster, shown in blue. The cluster binding cysteines of the conserved 

Twitch motif C169‐X12‐G182‐X4‐C187‐X44‐C232‐X2‐C235 and the non‐conserved cysteine C255 (red) are 

represented by stick models. 

 

Members of the sulfur insertion sub family are the most well studied cases of auxiliary cluster 

whose function is known. The enzymes that belong to this group seem to catalyse the formation 

of C‐S bonds at non‐activated carbon atoms, with the auxiliary cluster proposed to serve as either 

the source of the sulfur for thiolation in a self‐sacrificing reaction [76, 180‐182], or to provide the 

binding location for a polysulfide moiety which provides the sulfur atom for the reaction and leads 

ultimately to methylthiolation reactions [37, 79, 183]. 

Alongside the enzymes from these two groups, several other RSAM enzymes with an auxiliary 

cluster have been discovered [171], such as the [Fe‐Fe] hydrogenase maturation enzymes 

HydG/HydE [184], benzylsuccinate synthase [185], tioether bond formation SkfB [186] and 

wybutosine biosynthetic enzyme TYW1 [117]. Even though this second cluster is also commonly 

coordinated by three cysteines, the cluster’s position in the sequence is much less conserved. The 

overall lack of a conservation of the number of residues between the cysteines CXaCXbC that 

coordinate the second cluster makes it harder to accurately predict the presence of a secondary 

cluster by simple alignment studies (Figure 9).  
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Figure 9 Sequence alignment of different RSAM that possess auxiliary iron‐sulfur clusters.  

In yellow it is shown the highly conserved CxxxCxxC motif characteristic of this superfamily. The 

cysteines that coordinate an auxiliary cluster are shown in colour, respective to their origin. 

Twitch and SPASM are shown in green and blue. In orange the cysteines that coordinate the 

sacrificial cluster in sulfur donating enzymes LipA (light orange) and BioB (dark orange). Cysteines 

of the methylthioadenosine subgroup are shown in red. Cysteines of the highly related [Fe‐Fe] 

hydrogenase maturases HydG and HydE are shown in purple and teal. Tyw1 cysteines are shown 

in light green and SkfB in pink. 
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1.2 Hydrogenases and Maturation Pathways 

The need for viable energy sources to replace the use of fossil fuels is one of the greatest 

challenges of modern times [187]. Renewable energy sources such as solar and wind power 

represent a potential replacement, however they are limited by the challenges associated with 

storing they energy they generate [188, 189]. In this regard, the use of hydrogen in fuel cells 

possesses several advantages, as it can theoretically be produced from renewable energy sources 

such as sunlight [190] and can be used as energy storage, both due to the high energy density of 

the H‐H bond [191] as well as the ability to be easily transported in liquid form. 

One of the greatest disadvantages of using hydrogen as a fuel source lies with the high costs 

associated with its production: molecular hydrogen is generated from protons and electrons, a 

process that requires expensive catalysts [192]. It has, however been demonstrated that species 

of bacteria and green algae can perform the reversible reduction of protons, thanks to the 

presence of hydrogenase metallo‐enzymes [193, 194]. So far the ability to introduce a large scale 

production of hydrogen through use of these biological systems has been limited, in no small part 

due to the hydrogenase enzymes’ sensitivity to inactivation in the presence of oxygen [195]. A 

deeper understanding of the steps that lead to the formation of an active hydrogenase may hold 

the key to circumventing this problem and to bio‐engineer a more robust system of bio‐hydrogen 

formation [196‐198]. 

 

1.2.1 The Hydrogenase Family of Enzymes 

The early atmosphere of Earth was highly reducing, with a significantly higher level of 

atmospheric hydrogen present [199‐201]. This may have led to the use of hydrogen as a major 

fuel source for the earliest life forms, which could have utilised hydrogenase enzymes as part of 

their metabolism [200]. This class of enzymes were first discovered over 80 years ago [202] and 

are primarily present in prokaryotes [203, 204]; though their presence in eukaryotes has also 

been reported, however, to a much lesser extent [205, 206]. 

 

 

Equation 1 Interconversion of molecular hydrogen and protons catalysed by enzymes of the 

hydrogenase superfamily. 
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Hydrogenases are a very important class of enzymes for various metabolic processes, as hydrogen 

is often either the dominant product or a reactant in redox metabolism [202, 206, 207].The 

metalloenzymes hydrogenases use transition metal cofactors to catalyse the interconversion of 

protons and electrons to dihydrogen [208] (Equation 1). In general terms the equilibrium shift 

towards reduction of protons or oxidation of dihydrogen is dependent on the oxygen content of 

the environment. 

In a completely anaerobic environment, organisms that possess hydrogenases are known to use 

protons as electron acceptors, producing H2 upon the fermentation of organic material [209, 210]. 

Conversely, in aerobic environments cyanobacteria have used the oxidation of H2 to yield H2O in 

order to generate a proton gradient for ATP synthase [211, 212], or as a simple mechanism to 

remove excess reducing equivalents from the cell [213]. Various exceptions, however, are known 

in nature. In oxygen rich environments, dinitrogen‐fixing bacteria reduce protons in their nitrogen 

metabolism [214‐216], while in anoxic environments, methanogenic Archaea as well as 

acetogenic and sulfur reducing bacteria are known to oxidize H2 as their sole energy source [217]. 

 

1.2.2 Hydrogenase Subclasses 

Hydrogenases are a heterogeneous class of enzymes and an interesting example of convergent 

evolution, where unrelated ancestral enzymes have evolved chemically related mechanisms [203, 

207, 218]. The different subclasses have been widely studied and reviewed [208, 219‐223], 

differing in sequence, structure, specific activities, oxygen tolerance, nature of electron donors 

and acceptors, reactants, and, most importantly, cofactor content [203, 224]. The nature of the 

metallic cofactor has been widely used to classify hydrogenases: 

 

1. The [Fe]‐only hydrogenase, also known as methylene‐tetrahydromethanopterin 

dehydrogenase (Hmd) [225], is the only subclass not to contain any Fe‐S clusters [226, 

227], having instead a mononuclear iron site hexacoordinated to a guanylyl pyridinol 

cofactor [228‐230]. The unique cofactor structure present in this enzyme catalyses the 

reversible hydride transfer from dihydrogen to methenyl‐tetrahydromethanopterin as an 

intermediate step in the reduction of carbon dioxide to methane by methanogens [224, 

231, 232]. 
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2. [NiFe]‐hydrogenases have a hetero‐dinuclear cofactor with a nickel and an iron atom 

together with a [4Fe‐4S] cluster [233, 234]). This subclass of hydrogenases seem to favour 

the hydrogen oxidation direction of reaction [233, 235‐237] , whist also being less 

sensitive to oxygen inhibition [233, 238]. Within the [NiFe]‐hydrogenase subclass, two 

sub‐groups show a significantly higher tolerance for oxygen. One such subgroup includes 

the membrane‐bound hydrogenases, where the most significant change occurs in the 

proximal FeS cluster responsible for the electron transfer, due to both the presence of six 

potential binding histidines and its unusual [3Fe‐4S] coordination [239‐241]. The other 

oxygen tolerant hydrogenase is composed of seleno‐hydrogenases, where one of the 

cysteine thiolates bound to the cofactor’s nickel is replaced by a selenocysteine [241, 

242]. 

3. [FeFe]‐hydrogenase (HydA) has a six iron cofactor, termed the H‐cluster, comprising of a 

[4Fe‐4S] cluster bound by a cysteinyl thiolate to a [2Fe‐2S] cluster [243‐246]. Although this 

enzyme is the most susceptible to irreversible oxygen inactivation [247, 248], HydA has a 

very high level of hydrogen forming activity [208, 249]. 

 

The differences in activities between [NiFe]‐ and [FeFe]‐hydrogenases can partly be attributed to 

their reducing partners [250]. [FeFe]‐hydrogenases are typically coupled with ferredoxin, which 

has a reduction potential of ‐453 mV [251, 252], a value close to the midpoint potential of the 

H2/H
+ pair (‐420 mV) at neutral pH [253]. Most [NiFe]‐hydrogenases, on the other hand, are 

coupled with a weaker reducing partner, such as NAD(P)H (‐320 mV), which disfavours hydrogen 

production over the [FeFe]‐hydrogenase/ferredoxin partners [254]. An exception has been shown 

in the [NiFe]‐hydrogenase from Synechocystis sp., an enzyme which can be reduced by ferredoxin. 

The lower reduction potential of the reducing partner means this [NiFe]‐hydrogenase is able to 

efficiently form hydrogen [255], being known as a bidirectional hydrogenase. 
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Figure 10 Organometallic cofactor and protein structure of the three different main classes of 

hydrogenases. 

 A: Fe‐guanylyl‐pyridinol cofactor 8 [256, 257]. B: NiFe cofactor 9 [258]. C: H‐cluster 10, where the 

dithiolate bridgehead (R) has been shown to be NH [259]. D: Structure of Fe‐only hydrogenase 

from Methylobacterium extorquens (PDBID: 3H65). The Rossmann‐fold N‐terminus is shown in 

green, binding the cofactor in white and the substrate in blue. The C‐terminus, in blue, serves as a 

dimerization unit. E: Structure of NiFe‐hydrogenase from Desulfovibrio gigas (PDBID: 1YQ9). The 

small subunit, containing the Fe‐S clusters responsible for electron transfer is shown in blue. The 

large subunit, where the Ni‐Fe cofactor is observed is shown in green F: Structure of FeFe‐

hydrogenase from Desulfovibrio desulfuricans (PDBID: 1HFE). The secondary structure is shown in 

green and blue (C‐terminus). 

 

Despite their differences, in all three types of hydrogenases there is an redox‐inactive, low spin 

Fe(II) which is ligated by at least one sulfur atom and three unusual ‐accepting ligands such as 

CO, CN and/or a pyridinol that are arranged similarly in a square‐pyramidal or octahedral 

geometry [247, 260]. 

The cofactor 8 in [Fe]‐only hydrogenase can be considered the most unusual structure, as it 

features an iron‐acyl carbon bond [256, 257], while the metallic cofactors of both [NiFe]‐ 9 and 

[FeFe]‐hydrogenases 10 share some similarities. In both [NiFe]‐ and [FeFe]‐ cofactors, the two 

metals of the cofactor are linked through thiolate bridges (cysteines in [NiFe]‐hydrogenases and 
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azapropanedithiolate in [FeFe]‐hydrogenases) and possess iron‐bound CO and CN ligands [261, 

262]. 

Furthermore, both [NiFe]‐ and [FeFe]‐hydrogenases appear to have a fast electron transfer 

system. This system comprises of [4Fe‐4S] clusters within the protein, forming an electron 

transfer chain, together with networks of hydrophobic channels that form small pathways from 

the surface of the protein into the active site, allowing for the passage of gas molecules [242, 246, 

247, 258, 263, 264]. In the [FeFe]‐hydrogenase’s case the channels can also allow for the 

reversible inhibitor CO [265] or the irreversible inhibitor O2 [195] to permeate onto the active site, 

which is why organisms that possess [FeFe]‐hydrogenases are usually obligate anaerobes. 

 

1.2.2.1 [FeFe]‐Hydrogenase 

The cofactor responsible for the activity of the [FeFe]‐hydrogenase (HydA), known as the H‐cluster 

10 (Figure 10 C), consists of a [4Fe‐4S] cluster electron transfer unit, connected via a single 

cysteine thiol to the binuclear Fe‐Fe site, known as the 2Fe subcluster. The 2Fe subcluster 

possesses a proximal (Fep) and a distal (Fed) iron atoms (relative to the cubane cluster), with 

ligands of both irons bound in a square pyramidal structure, inverted in respect to each other 

[266]. Both iron atoms are coordinated by CO, CN and a dithiolate bridge [259, 267] which is 

proposed to keep the metal centres in a low oxidation and spin states, making the iron more 

similar to heavier transition metals which would perhaps be unavailable in nature [261, 268]. 

A dithiolate bridge connects both irons, being positioned above the vacant coordination site (X in 

Figure 10 C) allowing it to act as a shuttle for protons. The identity of the bridgehead atom was 

subject of intense discussion in the scientific community, being proposed as either a carbon, 

oxygen or nitrogen atoms [246, 259, 269]. The initial evidence for an amine cofactor was 

supported by hyperfine sub‐level correlation (HYSCORE) and electron nuclear double resonance 

(ENDOR) spectroscopies as well as theoretical modelling and quantum refinement of existing X‐

ray data [259, 270‐273]. Further evidence for the amine bridgehead was found by the 

incorporation of synthetic Fe2 subcluster mimics into HydA and analysing their activity. These 

studies showed that full activation of the apo‐hydrogenase could only be obtained when an 

azadithiolate bridge was in place [274, 275]. 

Despite there only being one covalent bond between the cofactor and the protein (the 

coordination of the cysteine to Fep), a network of other interactions has been shown to be critical 

for efficient hydrogen formation activity of the hydrogenase [276]. Mutagenesis studies in HydA 

from Clostridium pasteurianum showed the CO that bridges Fep with Fed is involved in an 
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electrostatic interaction with of methionine (Met353); the CN bound to Fed forms a strong 

hydrogen bond to a neighbouring lysine (Lys358), whilst a different methionine (Met497) together 

with a cysteine (Cys299) participate in an electrostatic interaction with the amine from the 

azadithiolate bridge [269, 276]. 

 

1.2.2.1.1 The [FeFe]‐Hydrogenase Mechanism of Action 

The structures of HydA from Clostridium pasteurianum [249] and Desulfovibrio desulfuricans [246] 

reveal two different intermediate states of the enzyme during the reaction, known as Hox 12 and 

Hred 13, which differ in the coordinating solvent molecule as well as the bridging of the carbon 

monoxide ligand. These two states are the foundation of the proposed model for the mechanism 

of HydA (Figure 11), while many of the intermediate stages proposed have only been partially 

characterized [277]. Recently, one additional state, considered a “super” reduced state (Hsred 14), 

has been described [278], leading to an update of the mechanism of action. 

In the proposed model of catalysis [279] one electron from the biological reducing donor 

ferredoxin [118, 251] travels through the [4Fe‐4S] cluster and reductively activates the [2Fe‐2S] 

cluster, with the loss of a bound water molecule. This leaves the cluster in a [Fe(II)Fe(I)] state (Hox) 

12, which is stabilized by the CO and ‐CN ligands surrounding it [244, 280]. A proton is thought to 

enter through a very small channel that leads from the surface of the protein to the 2Fe‐

subcluster [244, 245, 247], together with an additional electron that leads to the Hred 13 state of 

the cluster. 

A further reducing step leads to the newly identified super reduced state, Hsred 14, where the 

proton is believed to be associated with a neighbouring protein residue. The binding of another 

proton to the amino group of the azadithiolate bridge, together with the re‐abstraction of the 

hydrogen from the neighbouring amino acid, reduced to its hydride form, allows for the re‐

oxidation of the subcluster to a loaded form of Hox 15, which catalyses the formation of molecular 

hydrogen. 
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Figure 11 Proposed mechanism for H2 production in the active site of [FeFe]‐hydrogenases.  

The oxidation states of the irons (Fep and Fed) are shown below the scheme. The mechanism of 

reaction is proposed to begin with the reductive binding of a proton to the azadithiolate bridge 

13, reducing the H‐cluster from its Hox state 12 to Hred. An additional reduction, with the proton 

associating with a nearby amino acid residue leads to the super reduced state Hsred 14. A second 

external proton will bind to the Hsred together with the hydrogen anion, oxidizing the H cluster and 

forming hydrogen. Adapted from Adamska et al. [278]. 

 

1.2.2.2 H‐Cluster Maturation 

During a random mutagenesis trial to test which genes were necessary for H2 production in 

Chlamydomonas reinhardtii, Posewitz and colleagues identified a particular mutant (hydEF‐1) 

which could express the hydrogenase protein but did not show any hydrogenase specific activity 

[81]. The hydEF gene, which in prokaryotes is divided into two independent domains, hydE and 

hydF, was found adjacent to the hydG gene and all organisms that contain [FeFe]‐hydrogenases 

possess homologues of hydE, hydF and hydG [81]. 
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Heterologous expression of HydE, HydF and HydG triad together with HydA in E. coli showed a 

complete activation of the hydrogenase activity [118, 281]. Additionally, an inactive HydA, 

expressed in hydEFG was successfully activated in vitro if incubated with cell extracts that co‐

expressed HydE, HydF and HydG [282]. HydAEFG was shown to require the assembly of the [4Fe‐

4S] subcluster region of the H‐cluster assembled prior to the activation of the maturases [283], 

indicating the three hyd genes were responsible for the assembly of the 2Fe‐subcluster. 

 

1.2.2.2.1 Scaffold Protein HydF 

Initial observation of the sequence of HydF showed the presence of motifs characteristic of the 

nTPase family of enzymes in the N‐terminal region [81, 118], as well as a [4Fe‐4S] binding CXaCXbC 

sequence at the C‐terminal end [284, 285].The GTPase activity present in the enzyme [286] seems 

unrelated to the interactions with the hydrogenase [287], but rather with the interaction with the 

other maturases, as the rate of GTP hydrolysis increased around 50% in the presence of HydE and 

HydG [282, 287]. 

Spectroscopic data revealed the cluster assembly by HydF mimicked that of HydA with both [4Fe‐

4S] cluster and CO/CN bound [2Fe‐2S] cluster spectroscopic signals being observed [284, 286, 

287]. However, the mode of coordination of the clusters to the HydF protein is still poorly 

understood. An available apo‐structure of HydF [133] showed the spatial positioning of a 

previously identified iron‐sulfur cluster binding motif (CxHx45‐53HCGGC) [81, 118] Figure 12. 

Additionally, mutagenesis studies have demonstrated the importance of the residues of the motif 

in cluster binding [285, 288] and in hydrogenase activation [118]. As the six residues are 

insufficient to bind both a [4Fe‐4S] cluster as well as a [2Fe‐2S] cluster, either other necessary 

residues have yet to be identified, or the clusters are coordinated across subunit interfaces [285]. 
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Figure 12 Structure of HydF. 

A: Homotetrameric form of apo‐HydF (PDBID: 3QQ5). GTP‐binding domains (N‐terminal Domain I) 

are shown in pink, with residues of the disordered loop proposed to bind GTP shown in dark grey. 

The domains responsible for the tetramerization of HydF (Domain II) are shown in green. The 

iron‐sulfur cluster binding domains (Domain III) are shown in blue. B: Dimeric active site. 

Cysteines and histidines proposed to be responsible for cluster coordination are shown as stick 

models. Multimerization achieved using PDBe PISA interface [289], with a calculated interface 

area of 1479.4 Å and ΔG = ‐65.7 kJ mol‐1. 

 

Expression studies of all three maturases in the absence of HydA showed an accumulation of HydF 

containing a binuclear [FeFe]‐cluster with the inorganic ligands (CO and CN) bound to it [287, 

290]. When this “loaded” HydF form alone was incubated with an apo‐form of HydA (expressed in 

the absence of any of the maturases), an activation of HydA was observed, generating a 

functional hydrogenase [287, 290]. Additionally, completely synthetic H‐cluster mimics can be 
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loaded onto HydF and are successfully transferred to an apo‐hydrogenase [274, 275], providing 

mechanistic evidence of the stepwise nature of the maturation process. 

These results led to the current model of cofactor formation (Figure 13). In this model, HydF is 

functioning as a scaffold where HydE and HydG perform chemical modifications to the H‐cluster 

precursor [287, 291, 292]. The interaction with HydG provides the CO and CN ligands [47, 293], 

while the bridging dithiolate has been proposed to be formed in a reaction requiring HydE [294, 

295]. The final step in such a biosynthetic pathway would be the transfer of the complete 2Fe 

subcluster from HydF 22 into the hydrogenase, as HydA already carries a [4Fe‐4S] cluster that can 

be inserted by the housekeeping iron sulfur cluster biosynthesis machinery [283]. 

 

Figure 13 Proposed biosynthesis pathway for HydA H Cluster.  

HydE uses a yet unknown substrate to form the dithiolate bridge on the [2Fe‐2S] cluster 17 of 

HydF. HydG uses tyrosine 18 to produce p‐cresol 19, CO 20 and ‐CN 21, the last two of which are 

added to the [2Fe‐2S] cluster 19 as well. The matured [2Fe‐2S] cluster is then transferred from 

HydF to HydA, activating the hydrogenase 10. X ‐ Residues coordinating to protein (cysteines). R‐ 

NH Dithiolate bridge. Adapted from Shepard et al [287]. 
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Subsequent studies have, however, started calling this model into question. Recent studies of the 

mechanism of HydG show this enzyme may have as its product an organometallic cluster, the so 

called Fe(CN)(CO)2 ligand which may be transferred intact to the subsequent maturation steps 

[296]. If this is proven to be the case, an as yet uncharacterised form of the cofactor is likely 

initially pre‐synthetized by HydG, prior to the transfer into HydF. The formation of the 

azadithiolate bridge by HydE may occur using either HydG or HydF as substrates, prior to the 

activation of the hydrogenase. 

A recent in vitro study [184] has gone even further by proposing that HydG may supply the [2Fe‐

2S] cluster with the CO and CN bound onto the hydrogenase.  In this case, HydF would function 

solely as a transferase, stabilizing HydG in the activation of apo‐HydA. These results seem, 

however, to completely contradict the ability to pre‐load HydF with a synthetic mimic. As such, 

the hypothesis requires further studies to identify the actual biosynthetic pathway. 

 

1.2.2.2.2 Putative Small Ligand Dithiolate Synthase HydE 

HydE is the only member of the maturases whose precise role in the maturation process, except 

that it is necessary [276], is still unknown [208, 297, 298]. Nonetheless it has been postulated that 

this enzyme is involved in the formation of the dithiolate bridge. The substrate that HydE uses is 

also yet to be identified, however it is thought to be a common bacterial metabolite, as 

heterologous expression of the HydEFG maturases in E. coli together with HydA leads to an active 

hydrogenase [282, 299]. 

Sequence alignments [150] confirmed that HydE was a RSAM enzyme. A second CXaCXbC motif 

can be found in its sequence, which, in the light of spectroscopic studies, was proposed to bind to 

another [4Fe‐4S] cluster [80]. The presence of an auxiliary cluster was further confirmed when the 

structure was solved, though only a [2Fe‐2S]Aux cluster was observed, possibly due to some 

oxidative degradation of the cluster [297]. 

Due to the presence of an auxiliary cluster and a high degree of sequence similarity, one 

hypothesis could be that HydE and biotin synthase (BioB) [300] insert sulfur atoms by related 

mechanisms, sacrificing the auxiliary cluster as a sulfur donor, for the formation of the small 

dithiolate bridge in the case of HydE [287]. However, the presence of the auxiliary cluster is not 

completely conserved across all HydE’s, and mutagenesis studies showed that HydA was still 

active even after the removal of the auxiliary cluster, discrediting this sacrificial cluster hypothesis 

[297]. An alternative proposal suggests this auxiliary cluster function as a protective agent against 

external oxidants, being oxidized before the catalytic RSAM cluster suffers degradation [301]. 
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The relatively high sequence homology between HydG and HydE led to the suggestion that the 

dithiolate bridge could be derived from a free tyrosine molecule [302]. However a spectroscopic 

study of matured HydA studied in the presence of radiolabelled 15N‐L‐tyrosine, determined that 

the source of the azadithiolate is not likely to be L‐tyrosine [303]. 

A more recent study tried to identify potential substrates for HydE, showing that thiols promote 

SAM cleavage. The formation of the DOA• radical (see section 1.1.1) was confirmed by measuring 

deuterium incorporation into the resulting deutero‐DOA. In particular, compounds with a 

functional group that have a negative charge at a distance of approximately 5 Å from the thiol, 

could be likely candidates as the substrate for the enzyme [304]. These results are still preliminary 

as the expected by‐products of the cleavage of the tested compounds (D/L‐cysteine, L‐

homocysteine, mercaptopyruvate, DTT, 3‐mercaptopropionic acid and Coenzyme M) were not 

observed. 

While it is still broadly accepted that HydE is responsible for the formation of the azadithiolate 

bridge following the assembly of the Fe(CO)2CN‐[Fe3‐S4] complex [305], a recent in vitro study 

achieved HydA maturation in the absence of HydE [184]. The authors proposed a different role for 

this maturase in assisting with the translocation of the H‐cluster precursor from HydG and HydF 

into apo‐HydA. 

 

1.2.2.2.3 Tyrosine Lyase HydG 

The hydG gene’s sequence, was initially identified as part of the RSAM superfamily of enzymes 

[81], a result which was confirmed by the presence of a characteristic [4Fe‐4S] EPR spectra and 

reductive cleavage of SAM [80]. Analysis of HydG sequences from different organisms revealed 

the presence of N‐terminal and C‐terminal extensions, the latter three conserved cysteines which 

were postulated to bind to a second [4Fe‐4S] cluster [80, 302]. 

The high sequence similarity between HydG and the enzyme tyrosine lyase (ThiH) led to the 

identification of a common substrate, L‐tyrosine, for HydG [302] and to the newly classification of 

a RSAM subfamily of amino acid lyases [306], of which tryptophan lyase NosL [307] and CofH 

[308] are also members. 

The enzymatic mechanism for HydG has been widely studied over the past decade. From the 

initial observation that p‐cresol 19 was released after tyrosine cleavage [302], further studies 

identified the products of the overall reaction as cyanide 20 [47] and carbon monoxide 19 [293] 

(Figure 14). Kinetic analysis of HydG catalysed reactions revealed a cyanide kcat of 20 x 10
‐4 s‐1, 
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with close to a 1:1 formation of p‐cresol [47]. The formation of carbon monoxide arising from 

tyrosine cleavage was later shown to have a similar kcat of 11x10
‐4 s‐1 [293]. Using labelled 13C and 

15N L‐tyrosine samples it was also revealed that all five diatomic ligands in the H‐cluster (Figure 10 

C) derive from the carboxylate and amino substituents of tyrosine [309]. 

The proposed auxiliary cluster coordinating cysteines were initially shown necessary for the 

activation of HydA [118], indicating the auxiliary cluster had a role in the activity of HydG. When 

the entire C‐terminal stretch of HydG was removed by mutagenesis (CTD) only small amounts of 

p‐cresol were observed from the incubation with L‐tyrosine (less than 2% compared with the wild 

type activity [310]). An in depth kinetic analysis of the same mutant revealed no change on the 

rate of tyrosine cleavage (similar kcat observed for the WT and ΔCTD) but instead, a remarkable 

effect on tyrosine affinity, with a much higher KM observed for ΔCTD [311]. The lack of the C‐

terminal domain was also shown to lead to virtually no formation of the diatomic products [311, 

312]. Instead, a significant accumulation of glyoxylate was observed [311]. Glyoxylate was shown 

to form during turnover of ThiH [313], presumed to be the product of dehydroglycine hydrolysis, 

indicating a strong similarity between the truncated HydG and ThiH [311]. 

Intriguingly, the dependence of the overall reaction on the C‐terminus is not indicative of the 

necessity for the auxiliary cluster to be present. Mutations of two auxiliary cluster coordinating 

cysteines to serines (SxxS) show complete abolishment of carbon monoxide formation, but with 

some cyanide formation still being observed [311, 312]. However, it is yet unclear whether the 

two diatomic ligands are formed by different reaction pathways, like was initially proposed [312], 

as the timescale of cyanide formation by the cysteine mutant is a hundred‐fold slower than the 

wild type enzyme, which may be indicative of a secondary path for cyanide formation that is not 

enzymatically relevant [314]. 

These results seemed to suggest that the N‐terminal RSAM [4Fe‐4S] cluster in HydG was 

responsible for cleavage of SAM and L‐tyrosine, while the C‐terminus was necessary for the 

subsequent formation of the diatomic products [310‐312]. The mechanism of action of the 

enzyme could then be divided into two halves: the RSAM conserved reductive cleavage of the 

tyrosine Cα‐Cβ bond and the breakdown of a glycine‐related intermediate into the diatomic 

products. 

Following CO/CN formation, the diatomic ligands, and potentially iron, need to be moved through 

the maturation pathway of HydA. It was initially thought that the inorganic components were 

brought together on the HydF scaffold protein [35, 208, 291, 293]. More recent studies have 

proposed the formation of an Fe(CO)2CN‐[Fe3‐S4] complex, where the unique iron of the auxiliary 

cluster is loaded with the inorganic ligands (Figure 14). The iron‐ligand complex would then be 
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transferred onto HydF in what can be effectively considered an iron‐centred self‐sacrifice of the 

auxiliary cluster [296, 314]. These results were also confirmed by maturation of HydA with a 57Fe 

enriched HydG, which displayed the radioactively labelled irons in the [2Fe] H subcluster [296]. 

Together with the studies that propose a transfer of the loaded iron directly to the apo‐

hydrogenase [184], it appears that the model for hydrogenase maturation is far from being 

completely understood, although the role of HydG is undoubtedly a vital component of the 

pathway. 

 

Figure 14 Proposed HydG catalysed mechanism of L‐tyrosine cleavage and diatomic product 

formation. 

The abstraction of an hydrogen from the amino group of L‐tyrosine leads to its heterolytic 

cleavage into DHG 25 and an oxidobenzyl radical 24 that can be followed spectroscopically by the 

formation of p‐cresol. The second half of the reaction is less understood, but leads to the 

formation of iron‐bound CO and –CN molecules. Adapted from Kuchenreuther et al [314]. 
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1.2.2.3 Understanding the Mechanism of HydG 

1.2.2.3.1 Mechanistic Relationship Between ThiH and HydG 

As briefly mentioned previously, the discovery that HydG and ThiH share a high sequence 

homology (27%), being both members of the RSAM superfamily, led to the identification of a 

common substrate and mechanism of action [302]. 

 

Figure 15 General mechanism of biosynthesis of thiamine phosphate.  

ThiH catalyses the first step of the reaction, cleaving tyrosine 18 to yield DHG 25. The in vivo 

relevant reaction begins with a ThiG catalysed condensation of dehydroglycine 25 (from ThiH), 

thiocarboxylate (from ThiFS) and 1‐deoxy‐D‐xylulose 5‐phosphate 30, to yield thiazole‐phosphate 

carboxylate tautomer 31. ThiE then facilitates the aromatization of 31 with hydroxymethyl 

pyrimidine pyrophosphate 32, yielding thiamine 34. In the absence of its enzymatic partners, ThiH 

releases DHG 25, which is hydrolytically cleaved into glyoxylate 28 and ammonia 29. Adapted 

from Jurgenson et al. [315]. 
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ThiH was shown to be fully active in the presence of SAM and L‐tyrosine under reducing 

conditions, catalysing the C‐C bond cleavage of tyrosine as part of a complex that forms the 

thiamine thiazole moiety [313, 316].The resulting product of the reaction was proposed to be a C‐

centred glycine radical and quinone methide or dehydroglycine and a phenyl radical, depending 

on whether the cleavage of the substrate was homolytic or heterolytic, respectively. Density 

functional theory (DFT) calculations predicted the homolytic pathway of C‐C bond cleavage in 

tyrosine to be slightly thermodynamically more favourable, but not significantly so, allowing the 

prediction of different mechanisms of tyrosine hydrogen abstraction and cleavage (Figure 16) 

[316]. If the associated component ThiG is not present to uptake dehydroglycine or the glycyl 

radical for thiazole formation, ThiH cleaves tyrosine to release p‐cresol and glyoxylate, the latter 

being the product of dehydroglycine hydrolysis in vitro [313]. 

Due to the similarities in both sequence and substrate, it has been suggested that the mechanism 

of tyrosine fragmentation is conserved between HydG and ThiH [302]. However, unlike in the in 

vitro reaction catalysed by ThiH, little amounts of glyoxylate are observed in L‐tyrosine cleavage 

by HydG [47]. These results suggest DHG (or the related glycyl radical) functions as an 

intermediate on the pathway to the formation of CO and cyanide [47, 293, 302, 310, 311]. 

 

1.2.2.3.2 The Mechanism of Action of HydG 

There is a general acceptance that the reaction catalysed by HydG starts with the reductive 

cleavage of SAM    to create DOA• 3 (Figure 1) which will then abstract an H atom from L‐tyrosine, 

leading to C‐C bond cleavage (Figure 14). Different mechanisms for the hydrogen abstraction 

and C‐C bond cleavage have been put forward over the years (Figure 16). 
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Figure 16 Alternative pathways of tyrosine reductive cleavage. 

The position of hydrogen abstraction by the DOA• occurs either in the phenolic region of L‐

tyrosine 35 [312]; or in the amino group 23 [317]. The heterolytic cleavage of the O‐based tyrosyl 

radical or homolytic cleavage of the N‐based tyrosyl radical are predicted to yield a glycyl radical 

37 and p‐quinone methide 36. Conversely the homolytic cleavage of the O‐based tyrosyl radical or 

heterolytic cleavage of the N‐based tyrosyl radical are predicted to yield a oxidobenzyl radical 24 

and dehydroglycine 25. The currently most accepted pathway is presented in green. Adapted 

from Suess et al. [318]. 

 

The initial abstraction step was shown to occur in a reversible manner in a solvent‐exchangeable 

position [319], but there was no unambiguous determination of the abstraction location. Two 

possibilities arise from the results: an abstraction in the phenolic –OH 35 or in the amino –NH 23 

of tyrosine. Additionally, the characterization of the intermediates of the reaction by EPR did not 

help to distinguish between either abstraction locations as both were considered equally 

favourable and lead to a common intermediate (shown as the radical anion in Figure 16) [314]. 
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Initially most studies favoured the initial hydrogen abstraction step to occur in the hydroxyl group 

of the phenol of tyrosine [293, 302, 310, 311, 314, 320] (Figure 16, 35). More recently, structural 

information obtained from the highly related enzyme NosL seems to indicate hydrogen 

abstraction occurring from the amino group of tryptophan [317, 321] (Figure 17). As NosL also 

promotes C‐C bond cleavage in its substrate, the possibility of a conserved mechanism of 

substrate binding and abstraction could be predicted (Figure 16, green). 

 

Figure 17 Structure of NosL with its substrate, tryptophan, bound. 

The structure of NosL (PDBID: 4R33) shows SAH bound to the [4Fe‐4S] and with the SAH C5 

carbon at a 3.7 Å from the proposed abstraction group, the amino substituent of tryptophan. 

Adapted from Nicolet et al. [321]. 

 

Despite initial contention over whether tyrosine cleavage was homolytic and yielding a glycyl 

radical [312], or heterolytic and forming dehydroglycine [47, 293, 310, 311], a recent rapid freeze‐

quench EPR spectroscopy study has provided evidence for an intermediate p‐cresol radical 

(oxidobenzyl radical, Figure 16) [314], indicating dehydroglycine is an intermediate to cyanide and 

CO formation. 

The mechanism by which CO/‐CN are formed from DHG is much less well understood. There is 

precedence for cyanide formation from glycine, using a DHG intermediate, in cyanide synthase 

HCNAbc [322], but the reaction yields carbon dioxide. Alternatively, the decarbonylation of DHG 
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could yield both cyanide and CO in a single step, but decarbonylation only has precedence in α‐

tertiary amino acids heated in the presence of (activating) phosphorous oxychloride in inert 

solvents [323]. 

A different proposal, which attempts to justify the measurements of free cyanide in ΔCTD [311, 

312], predicts two deprotonation events occurring to DHG, resulting in the cleavage of the C‐C 

bond and release of –CN and a −CO2H species [317]. This latter product of DHG scission could then 

bind to an Fe d orbital in the auxiliary cluster using its lone pair, to generate the CO ligand in a 

similar reaction to anaerobic CO dehydrogenase (Figure 18) [317, 324]. 

 

Figure 18 Mechanism of CO/‐CN formation from DHG through cluster‐independent 

deprotonation. 

Two initial deprotonation events of DHG 25 lead to a cluster independent release of cyanide 21. 

The subsequent protonation of the carboxylate 38, in a reaction dependent on the [4Fe‐4S] as a 

cofactor, leads to the release of carbon monoxide 20 as the products of DHG degradation. 

 

Very recently, an EPR/FTIR study followed the reaction of HydG and revealed that shortly after the 

formation of oxidobenzyl radical (Figure 16), signal for a [Fe(CO)‐CN] species was observed (Figure 

19, Complex A). Over time, however, the signal suffered significant changes (Figure 19, Complex 

B) and density functional theory (DFT) models agreed with the proposal of a Fe(CO)2(CN) synthon 

being formed. These studies allowed the update of the mechanism of HydG, leading onto the 

current understanding of HydG’s reaction mechanism, shown in Figure 14. 
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Figure 19 SF‐FTIR and EPR spectroscopies following the formation of iron‐bound diatomic 

products of HydG. 

A: SF‐FTIR spectra showing the stretch vibrations of CO and ‐CN ligands, changing over time from a 

signal of one cyanide and one carbon monoxide (red), to a complex signal with two carbon 

monoxide and one cyanide (blue). B: Time dependency of formation and decay of mechanistic 

relevant species: 4OB•, determined by EPR spectroscopy, consistent with the C‐C cleavage of 

tyrosine [314]; and SF‐FTIR data of the peak heights for complex A (red), complex B (blue); free CO 

captured by myoglobin (green). C: Comparison of the SF‐FTIR peak heights for Complex A (red) 

and Complex B (blue), with ν(13CN) indicated by ° and ν(13CN) indicated by •. D: Table of 

frequencies for observed IR bands of complexes A and B prepared by using Tyr (middle column) or 

(13C)9‐Tyr (right‐most column). E: SF‐FTIR spectrum of complex B, at 900 s, using a 1:1 mixture of 

Tyr and 13COO‐Tyr (Top). Arrows indicate new bands not present in measurements with fully Tyr 

or fully 13COO‐Tyr measurements, as shown in the average of the 12CO and 13CO product B spectra 

(bottom). The appearance of new bands can be ascribed as the mixing of the two fundamental 

ν(CO) modes. F: SF‐FTIR spectrum of complex B, at 1200 s, using (13C)9
15N‐Tyr (top) and (13C)9Tyr 

(bottom). Predicted CN and CO bands for 13C15N‐containing complex B in the absence of 

ν(CN)/ν(CO) vibrational mixing is shown as a dotted line. The differences shown indicate that both 

the ν(CN) and the ν(CO) modes are also vibrationally mixed. Taken together, these coupling data 

suggest that all three ligands (two CO and one CN−) in complex B are bound to a single Fe‐centre. 

Figure from the studies by Kuchenreuther et al. [296], reprinted with permission. 
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1.3 Lipoic Acid and Lipoyl Synthase 

Over half a century ago, several research groups, working in parallel, made the key discovery that 

bacterial growth can be enhanced in the presence of the enzymatic cofactor 6,8‐dithiooctanoic 

acid, or ‐lipoic acid (LA) [325‐328]. The oxidation of lipoic acid leads to a disulfide linkage, with 

the formation of a five‐membered ring including three backbone carbons (Figure 20). 

 

Figure 20 ‐Lipoic acid, in its reduced (dihydro‐‐lipoic acid) and oxidized forms. 

 

Lipoic acid (LA) was identified as a good medical supplement, showing positive effects in the 

treatment of side effects of Alzheimer’s [329, 330] and diabetes [331‐333] among others [334‐

336]. It was initially proposed these results arose from the ability of lipoic acid for radical 

scavenging as well as metal coordination [337, 338], though later studies have shown that lipoic 

acid can also have some pro‐oxidant activity in vivo (see reviews [339, 340]), indicating there are 

multiple mechanisms by which the advantageous effects of lipoic acid should occur. 

Apart from the potential medical uses of LA, it is known that LA is a crucial cofactor of several α‐

ketoacid dehydrogenase and glycine cleavage system multienzyme complexes [341‐343]. In its 

bioactive form LA is bound covalently by an amide linkage to the Ɛ‐amino group of a target lysine 

residue on the lipoyl bearing protein domain [344]. The lipoyl‐lysine functions like a flexible arm 

enabling the delivery of intermediates between different subunits of the complex [345]. 

When attached to its appropriate acceptor protein, the lipoyl cofactor plays two important roles, 

functioning as both an electron acceptor [346, 347] and a shuttle for the reaction intermediates 

[348] amongst the active sites of the subunits that form the complex. The most widely known 

multienzyme complexes [171, 349] that use lipoic acid as a cofactor are the pyruvate 

dehydrogenase complex (PDH) [350], 2‐oxoglutarate dehydrogenase complex (ODH) [351], 

branched chain oxoacid dehydrogenase complex (BCDH) [352] and acetoin dehydrogenase 

complex (ADH) [353], collectively known as the 2‐oxoacid dehydrogenase complexes. Additionally, 

the glycine cleavage system (GCV) also uses lipoic acid as a cofactor [354] and possesses many 
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similarities with the 2‐oxoacid dehydrogenase multienzyme complexes, despite all enzymes being 

independent in this case. 

 

1.3.1 2—Oxoacid Dehydrogenases 

The 2‐oxoacid dehydrogenases are multimeric enzyme systems that carry out the oxidative 

decarboxylation of different substrates, following the same general mechanism (Figure 21). 

Both pyruvate dehydrogenase (PDH) complex and 2‐oxoglutarate dehydrogenase complex (ODH) 

(also known as ‐ketoglutarate dehydrogenase complex), catalyse critical steps within the citric 

acid cycle (TCA), making LA an important cofactor in aerobic respiration [341, 355, 356]. Lipoic 

acid is also required for catabolism of acetoin by the acetoin dehydrogenase (ADH) complex. ADH 

is mostly homologous to PDH, producing acetyl CoA and acetaldehyde in organisms that produce 

acetoin as a fermentation product [357]. The final member of this group of enzymes, branched‐

chain amino acid dehydrogenase (BCDH), is involved in the degradation of all branched‐chain 

amino acids (valine, leucine and isoleucine) [358, 359] to their respective branched‐chain acyl‐

CoAs which are used to make branched‐chain fatty acids [358, 359]. 

Each complex consists of three enzyme components, two of them (E1 and E2) unique to each 

enzyme, though functionally similar, and a third (E3), which is encoded by the same gene across 

the family [360, 361]. The central core of the complexes are made up of multimers of the lipoic 

acid‐containing subunits (E2 subunits) arranged in octahedral or dodecahedral formation 

depending on the complex and the organism [341]. 

The E1 component is a specific diphosphate‐dependent decarboxylase using thiamine 

pyrophosphate (TPP) 41 as a cofactor, producing an acyl‐TPP conjugate 43 [362]. The thiazole ring 

of TPP initiates the reaction by the formation of a carbanion which attacks the carbonyl carbon of 

the substrate oxoacid (42). The carbonyl‐carboxyl bond in the substrate is cleaved, with the 

release of CO2 (or acetaldehyde in the case of α‐ketoacid dehydrogenase), and reductive 

acetylation of the lipoyl group attaches the product to the E2 subunit [363, 364]. 

Lipoic acid is covalently attached to the ε‐amino group of a conserved lysine of the lipoyl domain 

(LD), which protrude from the E2 subunits on flexible proline‐rich linkers and carries reaction 

intermediates between the various subunits [345].The disulfide bond is reduced by attacking the 

TPP‐carbonyl double bond, resulting in a thioester 45 which is moved from the E1 subunit, to 

interact with the thiol of CoA 47 in the E2 subunit, while lipoic acid is reoxidized by E3 [341]. 
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The E2 component is a dihydrolipoyl acyl‐transferase, and is the key to the structure and function 

of the multienzyme complex. It is composed is composed of a catalytic C‐terminus core domain, 

which contains the acyl‐transferase site, a peripheral small subunit binding domain, where the E1 

and E3 components bind, and one to three lipoyl domain region at the N‐terminus, where the 

lipoic acid is attached to the specific lysine residue [365‐368].  

The E3 component is a dihydrolipoyl dehydrogenase that serves to regenerate the disulfide bond 

of the lipoic acid cofactor, readying it for a new cycle of catalysis [171, 345] and transfers the 

electrons to NAD+ 51 via a flavin cofactor 49. The energy from decarboxylation is conserved by 

thioester formation and through formation of NADH 52 [345, 347, 352]. 

 

Figure 21 E1 subunit catalyses the decarboxylation of a ‐ketoacid. 

An acyl group is transferred to the lipoyl E2‐subunit, with reduction of the lipoyl cofactor 40. The 

acyl group is transferred to Co‐Enzyme A 48, releasing a reduced dihidrolipoyl cofactor which can 

be oxidized by the FAD dependent E3 subunit.E1 (2‐Oxoacid dehydrogenase) and E2 

(Dihydrolipoyl acyltransferase) are unique subunits for each system. The E3 subunit (Dihydrolipoyl 

dehydrogenase) is analogous across these complexes. Adapted from Mooney [369]. 
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1.3.2 Glycine Cleavage System 

The glycine cleavage system (GCV), also known as glycine decarboxylase system and glycine 

dehydrogenase system, is ubiquitous in all domains of life and was first identified in 1961 by 

Sagers and Gunsalus [370, 371]. Despite having similarities in the mechanism with 2‐oxoacid 

dehydrogenases, GCV is technically not a complex, as all the component proteins dissociate easily 

and behave as independent proteins. 

The GCV enzymatic system catalyses the oxidative decarboxylation and deamination of glycine 53, 

with formation of carbon dioxide 59, ammonia 29 and the concomitant reduction of NAD+ 51 to 

NADH 52 [370]. The remaining carbon, the methylene carbon of glycine, is then transferred to 

5,6,7,8‐tetrahydropteroylpolyglutamate (tetrahydrofolate, THF) 57 to form N5,N10‐methylene‐

5,6,7,8‐tetrahydropteroylpolyglutamate (CH2–THF) 58 [370‐372] (Figure 22). 

The system is composed of four enzymes, three analogous to the components of the 2‐oxoacid 

dehydrogenase complexes and a transferase protein. With a similar role to that of E2, the H‐

protein is a small heat‐stable protein of about 14 kDa [343], containing a lipoyl‐lysine arm that 

shuttles the reaction intermediates between the active sites of the components of the glycine 

cleavage system [345, 373, 374]. The P‐protein (glycine dehydrogenase) is similar to the E1 unit 

but uses pyridoxal phosphate 54 instead of TPP 41 as the cofactor for the decarboxylation of 

glycine 53 (Figure 22) [375]. 

The enzyme which does not have an homologue in 2‐ODH multienzyme complexes is T‐protein, an 

aminomethyltransferase that that transfers methylamine from lipoate complex 56 to 

tetrahydrofolate (THF) 57, yielding methylene‐THF 58 and ammonia 29 [376, 377]. Lastly the L‐

protein (dihydrolipoamide dehydrogenase) re‐oxidizes the lipoate 40 from the H‐protein with 

reduction of its FAD 49 cofactor [171, 378]. The L‐protein is in all regards similar to E3, and can be 

effectively replaced by the lipoamide dehydrogenase in some organisms [379, 380]. 
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Figure 22 Reaction mechanism of the glycine cleavage system. 

The P‐protein initially catalyses the formation of a Schiff base between glycine 53 and PLP 54, as 

well as its decarboxylation, transferring methylamine into the lipoyl cofactor of the H‐protein. 

Protein T methylates THF 57 with production of ammonia and reduction of the lipoic acid. L‐

protein oxidizes the dihydrolipoyl group for a new cycle of the reaction. Adapted from Perham et 

al. [345]. 
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1.3.3 Pathways of Synthesis/Incorporation of Lipoic Acid 

1.3.3.1 Exogenous Uptake of ‐Lipoic Acid 

Due to its importance in central metabolism most organisms possess more than one pathway to 

incorporate lipoic acid [381, 382]. A mechanism of exogenous uptake of the cofactor shows 

remarkable variation in different organisms. In Escherichia coli, the most well researched 

pathway, free lipoic acid that is obtained from the environment is attached into a lipoyl‐carrier 

protein (LCP) 60 by the enzyme LplA, in a reaction which requires ATP and magnesium for lipoic 

acid activation [383, 384]. LplA has also been shown to transfer octanoic acid into the LCP 61 

albeit at a lower efficiency when compared to the attachment of lipoic acid [385] (Figure 24). 

The Gram‐positive Bacillus subtilis encodes three LplA homologues [386] where one acts in a 

manner similar to LplA, another functions as an octanoyltransferase [386, 387] and the third is an 

amidotransferase, which catalyses the last transfer onto the lipoyl domains of the multienzyme 

complexes [386, 388]. The archaea Thermoplasma acidophilum contains LplA ligase that has two 

separately encoded subunits, LplA and LplB, which are required for the formation of the acyl‐AMP 

intermediate [389, 390]. Additionally, the eukaryotic pathway for the uptake of lipoic acid is not 

well understood and may increase the diversity of mechanisms present in nature. 

 

1.3.3.2 Endogenous Production of ‐Lipoic Acid 

Neither mutations in the lplA gene nor growth of cells in the absence of external lipoic acid 

abolish the presence of lipoylated E2 domains (21). These results, together with the identification 

of the role of the lipB gene in the formation of octanoyl‐ and lipoyl‐ E2 domains, led to the 

suggestion of an endogenous pathway, where the product of lipB would be involved [381]. LipB 

was shown to be a lipoyl (octanoyl)‐acyl carrier protein:protein transferase, catalyses the transfer 

of both octanoyl‐ and lipoyl‐ groups from the acyl‐acyl carrier protein to the LD [385], with high 

affinity for octanoyl‐ACP [391]. 

Octanoate 62 was shown to serve as a precursor to lipoic acid 40 in E. coli. The sulfur atoms were 

exchanged for hydrogen atoms at carbons 6 and 8 without loss of protons at carbons 5 and 7, 

suggesting a direct replacement without an unsaturated intermediate [392]. Introduction of the 

sulfur at carbon 6 proceeded with inversion of configuration [393, 394]. 

In 1993, another enzyme relevant to the endogenous synthesis of the lipoyl group was purified 

[395] as the product of the lipA gene. It was shown to have iron‐sulfur clusters present [396, 397] 

and reported lipoyl synthase activity [395, 397, 398]. Later studies showed the preferred 
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substrate for LipA was an octanoyl‐lipoyl domain over octanoyl‐ACP 64 [349], strongly indicating 

LipA catalysis occurs after octanoyl transfer from LipB to an E2 domain. 

The LipB/LipA mechanism of lipoyl synthesis can thus be divided into two steps. First, an 

octanoyltransferase (LipB) transfers an octanoyl moiety from the acyl carrier protein (ACP) 64 of 

fatty acid synthesis to a lipoyl carrier protein (LCP) 61 [385, 399]. A thioester‐bound acyl‐enzyme 

intermediate is formed in the process [399]. LipA is then responsible for the last step of the 

production of the lipoyl cofactor in all of the lipoyl‐accepting domains, inserting two sulfur atoms 

at carbons 6 and 8 of an n‐octanoyl chain appended to a specific lysine residue of a LCP 60 [58, 

382]. The insertion of sulfur into these non‐activated carbons is done in a stepwise manner, with 

stereo selectivity towards C6 and regio selectivity towards C8 [400]. The observation of a second 

cysteine‐containing motif (CX4CX5C) led to the discovery of another [4Fe‐4S] cluster, which is 

proposed to function as a self‐sacrificing sulfur donor [39, 401]. 

 

Figure 23 Pathways of lipoic acid synthesis and uptake. 

The organism may synthesise the lipoyl cofactor by sulfur insertion into octanoyl groups, 

originating from fatty acid biosynthesis or uptake of exogenous octanoate (octanoyl shown in 

red). Alternatively, exogenous lipoate can be activated and attached to the LCP (lipoyl shown in 

blue). The key sulfur insertion step requires lipoyl synthase (LipA). Adapted from Spalding et al. 

[402]. 
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1.3.4 Sulfur Insertion Enzymes 

1.3.4.1 Biotin Synthase (BioB) 

The final step of biotin 67 biosynthesis is the insertion of a sulfur atom between C6 and C9 of 

dethiobiotin 65 [403]. The enzyme BioB itself was later identified as the responsible for the sulfur 

insertion [404], but initially the source of the sulfur was unknown [403]. The activity of BioB was 

shown to be dependent on SAM, even though it was shown not to be the sulfur donor [405]. 

Results with radiolabelled 35S‐SAM [77, 405] as well as 35S‐cysteine [77] showed none of these 

compounds were likely to be the source of the sulfur atom. 

The necessity of SAM, as well as a reducing agent together with the substrate led to the 

identification of BioB as part of the RSAM enzymes [406], which was confirmed by identification 

of a [4Fe‐4S] cluster present [59, 407]. Further spectroscopy and electrochemistry studies showed 

that reconstituted BioB contained both a [4Fe‐4S] cluster as well as a distinct [2Fe‐2S] cluster, 

with both cluster being relevant for the activity of the enzyme [128, 408]. Mutagenesis of 

conserved cysteines that did not coordinate the RSAM [4Fe‐4S] cluster showed less iron content 

and a change in the spectroscopic characteristics of the enzyme [104, 105]. Following the [2Fe‐2S] 

cluster Mössbauer signal showed the signal was stable in the absence of substrate, but decreased 

during enzymatic turnover, indicating the reaction played a role in cluster degradation [409].  

A particularly ambitious study obtained almost one full turnover in the absence of exogenous 

iron, sulfide and dithiothreitol (DTT), and UV‐spectroscopic data observed was consistent with a 

[2Fe‐2S] cluster degradation [410]. Further evidence for the mechanism that involves a self‐

sacrificial role of the [2Fe‐2S] auxiliary cluster was reported in a BioB sample reconstituted with 

selenide. By reconstituting BioB with selenide, a [2Fe‐2Se] cluster was observed in Raman 

spectroscopy and, under turnover conditions, selenobiotin was generated. If exogenous sulfur 

was added to the reaction a mixture of biotin and selenobiotin was obtained, again supporting 

the role of the auxiliary cluster as the source of sulfur (and selenide) [411]. 
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Figure 24 Proposed mechanism of formation of the thiophene ring in biotin by BioB.  

Two SAM cleavage events abstract protons from C9 and C6 of dethiobiotin, respectively. After the 

first abstraction, the C9‐based radical reduces the [2Fe‐2S]2+ cluster, leading to a C9‐S bond 66. 

The second SAM mediated hydrogen abstraction, in position C6 of the intermediate leads to the 

formation of a second C‐S bond, with sulfur abstraction from the cluster and release of biotin. 

 

1.3.4.2 Lipoyl Synthase (LipA) and its Mechanism of Action 

Lipoyl synthase (LipA) and biotin synthase (BioB) share a high degree of sequence similarity [396], 

as well as mechanistic parity, as both catalyse sulfur insertion reactions [39, 412] and require two 

molecules of SAM per molecule of product produced [413, 414]. 
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Unlike BioB, which possesses a [2Fe‐2S] auxiliary cluster [409, 410], consistent with its role as a 

single sulfur donor, studies on LipA showed higher Fe content which, together with EPR and 

Mössbauer spectroscopic data, indicated the presence of an additional [4Fe‐4S] cluster instead 

[415]. This difference in the auxiliary cluster was proposed to reflect the necessity of LipA to 

donate two sulfur atoms for the conversion of the octanoyl group 62 to the lipoyl group 39 [58].  

Analysis of a LipA reaction that included a mixture of LipA enzymes reconstituted either with 

natural 32S or isotope labelled 34S showed that the product predominantly possessed either fully 

natural 32S or fully isotope labelled 34S. This seemed to indicate that both sulfur atoms in the 

synthesized lipoyl groups are derived from the same enzyme molecule [401]. A later study led to 

the proposal that the sulfur insertions occurred in a sequential manner, as the monothiolated 

intermediate 70 was successfully isolated, and by use of a tri‐deuterated substrate, the difference 

in mass led to the observation that selectivity for initial C6 abstraction is significant [400]. 

 

Figure 25 Formation of a deuterium‐labelled monothiolated intermediate by LipA.  

If the radical abstraction on the octanoyl substrate in LipA first occurred in C6 (Pathway A), the 

thiolation would give rise to a molecular weight that would account for three deuterium present 

at C8 70. Conversely, If the initial abstraction were to occur in C8 (Pathway B), one deuterium 

would be abstracted by DOA•, leading to a molecular weight one unit lower 71 than the product in 

pathway A. Adapted from Douglas et al. [400]. 
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LipA and H‐protein have been co‐purified as a complex by anion exchange chromatography, due 

to the presence of a covalent cross‐link between a monothiolated H‐protein 68 and the auxiliary 

cluster of LipA [416]. Mössbauer characterization of the cross‐linked species did not show the 

presence two [4Fe‐4S]2+ cluster signals, as had been observed in free monomeric LipA. Instead, a 

presence of one paramagnetic [3Fe‐3S]+ cluster was observed, and further showed the formation 

of this signal was kinetically consistent with the formation of the 6‐thiooctanoyl‐peptide [416]. 

Moreover, as the 6‐thiooctanoyl‐peptide turned over to a lipoyl peptide (i.e. after the second 

sulfur insertion), there was concomitant loss of the paramagnetic [3Fe‐3S]+ signal, with the 

release of free Fe2+ [416]. Additionally, a more recent study directly probed the interactions of a 

substrate analogue radical (2,4‐hexadienoyl‐H protein) and a 57Fe labelled [4Fe‐4S]Aux cluster, 

revealing the substrate analogue is located within bonding distance of the auxiliary cluster [417]. 

These results allowed for the proposal of the mechanism for LipA shown in Figure 26. This enzyme 

uses two SAM molecules to sequentially abstract a hydrogen atom from two different non‐

activated carbons, C6 and C8, from its substrate [414]. Initially the first 5'‐dA• abstracts a 

hydrogen atom from C6 of the octanoyl group. The resulting C6 secondary radical is then 

quenched by reacting with one of the sulfide ions of the second [4Fe‐4S] cluster. 

During this step, the auxiliary cluster becomes unstable and one Fe2+ ion is released, forming the 

[3Fe‐3S]+ cluster observed by Mössbauer characterisation. A second SAM molecule is able to bind 

to the RSAM cluster, and another 5’‐dA• is formed, which abstracts a hydrogen atom from C8 of 

the octanoyl group. The resulting C8 primary radical is quenched by reacting with an adjacent 

sulfide of the auxiliary cluster. The addition of two protons facilitates dissociation of the product, 

a reduced form of the lipoyl cofactor. This is presumed to coincide with the release of some 

components of the sulfur donor cluster, which, as a result, requires rebuilding for a subsequent 

reaction cycle [39, 58, 416]. 
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Figure 26 Proposed mechanism of action by lipoyl synthase (LipA) for lipoic acid synthesis. 

SAM cleavage yields the highly reactive DOA•, which abstracts an hydrogen from C6 of the 

octanoyl substrate. An electron transfer from the cluster yields the formation of a covalent bound 

monothiolated intermediate. A second DOA• catalysed H abstraction, in C8, followed by an 

additional electron provided by the auxiliary cluster, yields the two sulfur insertions. Adapted 

from Booker et al. [39]. 

 

 



Chapter 1 

52 

1.4 Antibiotic Resistance Conferring Methyltransferase Cfr 

The Gram‐positive bacteria Staphylococcus aureus (S. aureus) was first discovered in the 1880s 

and is considered to be a major pathogen [418, 419]. The appearance of a methicillin‐resistant S. 

aureus (MRSA) [420] as well as a vancomycin‐resistant S. aureus (VRSA) strains, has led to a 

widespread concern over drug‐resistant pathogens [421‐423]. 

At the turn of the 21st century, the pharmaceutical company Pharmacia released a new antibiotic, 

linezolid, in an effort to combat drug resistance. Linezolid is part of the oxazolidinone family of 

antibiotics, the only class of antimicrobial agent with a novel structure to be made available in 

over two decades [424, 425]. Linezolid (Figure 27 75) includes three rings, with an 

acetamidomethyl tail attached to the oxazolidinone ring. 

The ribosome is an important target for antimicrobial therapies due to the complexity of its 

structure and function [426‐428]. Linezolid is one such antimicrobial that targets the ribosome to 

disrupt protein synthesis leading to bacterial cell death (see Figure 27A for some common 

ribosome interacting antibiotics) [429‐431]. 

In bacteria the ribosome is divided into the large 50S subunit and the small 30S subunit [432, 

433]. The large subunit is composed of 23S rRNA, 5S rRNA and approximately 30 proteins, while 

the 30S is further divided into 16S ribosomal RNA (rRNA) and approximately 20 proteins [426, 

433, 434]. 

The small subunit is responsible for decoding the messenger RNA (mRNA) and ensuring the 

correct binding of the transfer RNA (tRNA), which carries the amino acids necessary for protein 

assembly. The covalent linking of amino acids via peptide bonds occurs in the peptidyl transferase 

centre (PTC) [435, 436], located in the central loop of domain V of 23S RNA [437] in the 50S 

subunit. The PTC facilitates the nucleophilic attack [436, 438] of an aminoacyl‐tRNA tRNA on the 

carbonyl carbon of the nascent peptide, binding to it and effectively extending the peptide by one 

amino acid [437, 439].The newly synthesized polypeptide is then able to leave the large subunit 

through a channel called the exit tunnel [434, 440]. 

Several crystal structures show that the binding of different classes of antibiotics, such as linezolid 

75, chloramphenicol 76, lincosamides and macrolides, occurs in the 50S subunit [431, 441‐443]. 

The structure with linezolid bound, for example, shows the antibiotic binding to the 23S rRNA, 

with the distal ring pointing towards the PTC and the oxazolidinone ring and acetamidomethyl tail 

pointing towards the nascent peptide exit tunnel. The drug overlaps with the position of the 

aminoacyl moiety of a A‐site bound tRNA, leading to a prevention of the translation [431]. 
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Figure 27 Antibiotics and their interaction with the 50S bacterial ribosomal subunit. 

A: Common antibiotic structures: Linezolid 75; Chloramphenicol 76; Clindamycin 77, of the 

lincosamide class of antibiotics; Erythromycin 78, of the macrolide class of antibiotics. B: Overall 

view of the D. sulfuricans 50S ribosomal unit. The nucleotide structures are shown in white, amino 

acids in grey. Linezolid is shown in red, chloramphenicol in green, clindamycin in blue and 

erythromycin in orange. C: View of linezolid (lilac) within the binding pocket formed by eight 

universally conserved nucleotides (white, E.coli numbering) of the 23S rRNA, including A2503. 

Adapted from Wilson et al. and Brown et al. [431, 441]. 

 

There have been reports of mutations to the nucleotides of the 50S ribosomal unit that lead to 

increased antibiotic resistance, presumably by interfering with the drug’s binding site [430, 444‐

447]. However, as bacteria possess multiple copies of the ribosomal RNA (rrn) alleles, a fortuitous 

mutation of one copy alone has a modest effect in antibiotic resistance [446, 448]. The 

accumulation of an antibiotic resistant mutation in additional alleles can lead to an increased 

resistance which is known as the gene dosage effect [448‐450]. These same mutations could 

however negatively affect ribosome function and, in the absence of antibiotic selection present in 
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the environment, the mutants could suffer selective pressure to reverse the mutation [451, 452]. 

Therefore, a more common resistance mechanism is based on the chemical modification of rRNA 

by enzymes. 

 

1.4.1 Cfr and Antibiotic Multiresistance 

In 2000, Schwartz and colleagues discovered a multi‐resistance plasmid in Staphylococcus sciuri 

isolates of animal origin [453], identifying the cfr gene as responsible for the antibiotic resistance. 

This gene was initially shown to give resistance to chloramphenicol and florfenicol, and was thus 

named cfr for chloramphenicol florfenicol resistance. Furthermore, the gene has been identified 

in different organisms [454], including Gram‐negative bacteria [455, 456], making the 

understanding of the mechanism behind cfr‐mediated antibiotic resistance crucial in developing 

effective treatments for multi‐resistant bacterial infections. 

It was shown the cfr gene encodes a methyltransferase (Cfr) that methylates adenosine 2503 

(A2503) in 23S rRNA [457, 458]. A2503 is located at the entrance of the nascent peptide exit 

tunnel of the PTC [459, 460] and, due to the functional importance of the site, several classes of 

antibiotics have been developed to bind to that area (see Figure 27). It was unsurprising then that 

the modification catalysed by Cfr was shown to prevent several classes of antibiotics from binding 

to the PTC [457, 460‐462] including linezolid [463]. The presence of the methyl group is proposed 

to either cause a shift in the position of A2503 decreasing drug binding [462], or directly obstruct 

the binding of the drugs [458]. 

The antibiotic resistance gene cfr shows a significant degree of similarity (32% sequence identity) 

to the endogenous bacterial gene rlmN [83, 458, 464]. RlmN is a methyltransferase that catalyses 

methylation of A2503 at position C2 of the adenine base [465, 466], as well as the methylation of 

A37 in tRNAs [467]. Unlike Cfr, however, RlmN’s modification seems to be an endogenous post‐

translational modification to increase translation fidelity and does not confer any relevant 

antibiotic resistance [83, 466, 468]. 

Amongst the naturally occurring RNA modifications, methylation of the nucleoside constitutes 

about 2/3 of all changes [469, 470]. These methylations are formed by RNA methyltransferases 

(MTases), belonging to four unrelated superfamilies [471, 472]. MTases from the Rossmann‐fold 

superfamily [473], the SPOUT superfamily [474] and the RSAM superfamily [307] use SAM as a 

methyl donor; whereas enzymes from the FAD/NAD(P)‐binding protein superfamily use 5,10‐

methylenetetrahydrofolate (5,10‐CH2‐THF) as the methyl donor [475]. 
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Both Cfr and RlmN belong to the RSAM family of enzymes [476] and are part of the methylase 

group of RSAMs, which are further divided into three classes [307]: Class A, to which RlmN and Cfr 

belong, contain only the canonical RSAM domain (see section 1.1.2), together with two additional 

conserved cysteines essential for catalysis [31, 477, 478] and methylate sp2‐hybridized carbon 

atoms [31, 478]. Class B enzymes are thought to possess both a RSAM domain as well as a 

cobalamin (B12) binding domain [479, 480], being able to methylate a highly diverse set of 

substrates, including inert sp3 carbons [481‐483], aromatic heterocycles [114] and phosphinates 

[484]. Lastly, class C contains enzymes with a separate C‐terminal domain, similar to the HemN 

domain, which are thought to assist in substrate binding [75]. Similar to class A MTases, the 

enzymes in class C catalyse the methylation of sp2‐hybridized carbon centres [485, 486], but do 

not contain the two conserved cysteines required for methylation via a Class A mechanism [307]. 

Recently a new type of MTase has been discovered. It contains the RSAM cysteine motif, but uses 

5,10‐CH2‐THF as the methyl donor [487], bridging the RSAM and the FAD/NAD(P)‐binding MTases 

and potentially giving rise to a new class (D) of RSAM methyltransferases [488]. 

 

Figure 28 Classes of RSAM methyltransferases and methylation targets. 

Class A: 79, C2/C8 methylation of rRNA [476] or tRNA [467]. Class B: Methylation of sp3‐

hybridized carbon centres 80 [481, 483]; sp2‐hybrdized carbon methylation in aromatic 

heterocycles: indole rings 81 and pyrrole rings 82 [114, 489]; 83 Phosphinate methylation [484]. 

Class C: 84 3‐methyl‐2‐indolic acid (MIA) methylation [485, 490]; 85 Thiazole heterocycle 

methylation [486]; 86, Pyrimidine ring methylation [491, 492] ; Cyclopropane ring formation in 

yatakemycin 87 [493] and Jaw5 cyclopropane formation 89 [494]; Pterin 90 methylation [488]. 

Adapted from Zhang et al. [495]. 
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1.4.2 Mechanism of Action of the RSAM Methyltransferases RlmN and Cfr 

The stoichiometry of the reactions catalysed by Cfr/RlmN indicated the use of two molecules of 

SAM per methylation [83]. The first molecule of SAM is proposed to be the source of DOA• 3 while 

the second provides the methyl group , releasing S‐adenosyl‐L‐homocysteine (SAH) 91 as a by‐

product of the reaction [83]. As Cfr/RlmN appears to possess only one [4Fe‐4S] cluster [476, 496], 

this cluster was proposed to have dual functionality, acting as both the source of DOA• and as a 

methylating agent [476]. 

Until recently, methyl transfer reactions using SAM as a co‐substrate were reported to happen 

solely via SN2 displacement [497], where SAM acts as an electrophilic donor of methyl groups to 

more nucleophilic O or N atoms [498].The target carbons for Cfr/RlmN were, however, shown to 

be electrophilic [499]. Additionally, the direct abstraction from an sp2 hybridized carbon would 

require high activation energy [83], also indicative of an alternative mechanism of action. 

The first evidence for the unique mechanism of action of Class A MTases was obtained by 

deuterium labelling of a RNA fragment at A2503 C2 position. The results showed no formation of 

a DOA‐2H product, indicating that the direct abstraction of the product did not occur [500]. When 

the same authors used deuterium labelled SAM ([methyl‐2H3]SAM, they observed incorporation of 

two deuterium atoms into the RNA fragment and one final deuterium present in DOA‐2H [500]. 

These results seemed to suggest that one SAM molecule is reductively cleaved to form DOA•, as 

part of the regular RSAM mechanism (see section 1.1.1), which would abstract a hydrogen atom 

from a second molecule of SAM. 

The uniqueness of these steps led to the proposal of a mechanism of action in which the 

abstraction of an hydrogen from the second SAM, would create a methylene radical 92 which 

would attack a hydrogen in the target position of the nucleotide, followed by a hydride shift 

caused by the aromatization of the product 93 and concomitant expulsion of SAH [500]. 
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Figure 29 Proposed mechanism of Cfr methylation reaction, with aromatization and hydride 

shift.  

In this mechanism two molecules of SAM bind to the active site, with one yielding the 

mechanistically conserved DOA• which abstract a hydrogen from the methyl group of the second 

SAM molecule. The methyl based radical 92 formed can then attack the substrate 79, adding to 

the amidine carbon of the substrate. One electron reduction releases the product and SAH. 

Adapted from Yan and Fujimori [500]. 

 

This mechanism came into question, however, when new SAM‐labelling studies failed to replicate 

the direct transfer of a methyl group onto the substrate [477]. The same group was able to show, 

by careful purification of fully reconstituted RlmN and Cfr, that the first turnover reaction did not 

require exogenous SAM as a source of the methyl group [477]. Instead the DOA• was shown to 

abstract a hydrogen atom from a methylated cysteine of the protein. 

The importance of the residue for activity was confirmed by enzyme mutagenesis studies in RlmN 

[31], which managed to trap a covalent intermediate of the reaction by mutating one of the 

conserved cysteines. Additionally the structure of RlmN [496] was obtained, which strongly 

suggested that the active site could not bind two SAM molecules and the RNA substrate 

simultaneously, together with structural evidence of a methyl group attached to one of the 

conserved cysteines (Cys355) [496]. 

In both Cfr and RlmN, it was shown that SAM can bind with high affinity to the enzyme in the 

absence of the RNA substrate or the methylated cysteine [501]. However, only in the presence of 
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a methylated cysteine is the [4Fe‐4S] cluster re‐oxidised with formation of DOA• radical [501]. A 

new mechanism of action was proposed (Figure 30), in accordance with the mounting evidence 

for a methylcysteine radical‐based mechanism [31, 477]. 

It was proposed the methyl group of one molecule of SAM is transferred to one of the conserved 

cysteines via a polar SN2 mechanism, resulting in formation of an S‐methylcysteine 89 (mCys338 in 

Cfr) residue and SAH 91 [31]. This reaction is followed by the homolytical cleavage of the second 

SAM 2 molecule, with DOA• 3 radical generation, which will abstract a hydrogen atom from the 

methylated cysteine [477]. The newly formed thiomethylene radical 96 attacks the C2 or C8 

amidine carbons, and after one‐electron oxidation and loss of a proton a transient rRNA–protein 

adduct is formed 97, which was observed by EPR studies [502]. The covalent adduct is resolved by 

attack of the second cysteine (Cys105 in Cfr) to form a disulfide bridge and release the methylated 

rRNA 94 [31, 477, 503] (Figure 30). 

While the steps described above have become widely accepted, the precise mechanism of 

product dissociation is not well understood as of yet, and the second cysteine could have a more 

significant role than to simply create the persulfide bridge (Figure 30, black), by stabilizing a thiyl 

radical (Figure 30; green), abstract the target proton (Figure 30, yellow) or both (Figure 30, purple) 

[478]. 
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Figure 30 Proposed cysteinyl radical based methylation of RNA by Cfr, with different potential mechanisms for adduct resolution. 

In black, reduction of the adduct, with Cys105 forming a disulfide bond. In green, Cys105 stabilizes the thiyl radical formed 99. In yellow Cys105 is responsible for the 

deprotonation of the product. In purple Cys105 both abstracts the proton and forms the disulphide radical species 99. BH and B‐ are general acid and base residues in the 

active site. X is a general electron acceptor in the active site. Adapted from McCusker et al. and Silakov et al. [31, 478].
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1.4.3 Structure of RlmN and Cfr 

As discussed previously, a crystal structure of RlmN was recently obtained [496], showing the 

common structural elements of the RSAM superfamily (see section 1.1.2): its overall fold forms a 

partial TIM barrel, and the cysteine motif containing loop, which coordinates the [4Fe‐4S] cluster, 

can be observed at the carboxyl edge of the barrel. 

Apart from these elements, RlmN possesses in the three additional β‐strands of the N‐terminus 

that extend the barrel laterally (Figure 31). The final 60 residues in the N‐terminal form four short 

α‐helices, and are a variant of the HhH2 fold, a sub‐structure that mediates substrate recognition 

in proteins that target nucleic acids [504]. The C‐terminus possesses an extension, comprising 

residues 351 to 360, where the mechanistically relevant Cys355 [31, 477] is located. This 

extension is disordered in the absence of SAM, however when SAM is bound, a small loop is 

formed that places the cysteine in the active site, at 3.5 Å from the methionine moiety of SAM 

and in a favourable position for SN2 displacement [496]. 

Due to their sequence and mechanistic similarities, it was proposed that Cfr has evolved from 

RlmN [464]. In fact, Cfr appears to have retained the ability to methylate C2 [83], although at 

lower efficiency levels, suggesting a flexible binding pocket capable of fitting two different 

conformations of A2503 [477]. 

Modelling of Cfr, using RlmN as a template showed conservation of the catalytic residues and 

most surrounding residues of the core fold. Several key differences could be observed, with a lack 

of an extended loop between α1 and β2 and the lack of the c‐terminal helix, connected to the 

critical 351‐360 linker [496]. 
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Figure 31 Structure of RlmN and modelled structure of Cfr. 

A: Structure of RlmN(PDB ID: 3RFA) in the presence of SAM. Pink – N terminal domain; Orange – 

’ 1‐3 extension; Green– Partial TIM barrel 6/6 core fold; Blue – C terminal domain. The iron 

sulfur cluster, in yellow and orange, and the activity relevant cysteines are shown as stick models. 

B: Comparison of the RlmN structure in the presence (green) and absence (red) of SAM. When 

SAM is bound to the [4Fe‐4S] cluster a loop can be seen on top of the active site, where the 

mCys355 can be observed, which is disordered in the absence of the co‐substrate. Both RlmN 

structures have, as expected, a high degree of structural similarity, with an average distance 

between the main carbon atoms (RMSD) of only 1.08 Å. Adapted from Boal et al. [496]. 
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Chapter 2:  Structural Characterization of HydG by X‐Ray 

Crystallography 

2.1 Introduction 

Mechanistic studies into the role of the maturase HydG, discussed at length in section 1.2.2.3, led 

to the identification of the substrate L‐tyrosine [302] as well as the diatomic products carbon 

monoxide [293] and cyanide[47]. These results cemented the role of HydG as a provider of 

diatomic ligands [309, 310, 505, 506] during the maturation of [FeFe]‐hydrogenase HydA [184, 

507, 508]. 

In the absence of structural data for HydG, the currently accepted mechanism of hydrogen 

abstraction derives from the data obtained in the structure of the related enzyme NosL, an amino 

acid lyase that also catalyses Cα‐Cβ bond cleavage from tryptophan. The structure showed 

tryptophan in the active site, in a position where the hydrogen abstraction is likely to occur in the 

α‐amino hydrogen atom [321] (see section 1.2.2.3.2, Figure 17). 

A recent EPR study with HydG, despite not detecting a tyrosyl radical nor a glycyl radical, did 

observe the tyrosine derived 4‐oxidobenzyl radical (4OB• 24) (section 1.2.2.3.2, Figure 16), 

consistent with heterolytic cleavage of Cα‐Cβ bond of tyrosine following amino hydrogen 

abstraction, to form dehydroglycine (DHG). 

Meanwhile, spectroscopic evidence supported the hypothesis that HydG possessed not only the 

RSAM [4Fe‐4S] cluster but also an additional auxiliary [4Fe‐4S] cluster [80, 293, 310], which 

mutagenesis studies showed was required for enzymatic activity [118]. The auxiliary cluster is a 

site differentiated group that does not seem to bind SAM [312], nor be directly related with 

tyrosine cleavage [311]. Bearing those results in mind, the role of the secondary cluster is likely 

linked to the second part of the reaction, which yields CO/‐CN from the easily hydrolysed DHG or a 

close equivalent. This idea was strongly supported by an FTIR study which showed the formation 

of a Fe(CO)2CN synthon in the auxiliary cluster of HydG [296] (see section 1.2.2.3.2, Figure 19). 

A significant gap in the understanding of the enzyme HydG is the lack of an available structure 

that reveals the relationship between the two clusters and their active sites. A structural 

homology model was created for the related pair ThiH and HydG using HydE and BioB as model 

structures [295]. 
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HydG and ThiH possess a high degree of sequence similarity, apart from the 80 amino acid C‐

terminus extension that contains the [4Fe‐4S]Aux cluster binding CX2CX22 motif, which is absent in 

ThiH [118]. The comparison between the hypothetical models for ThiH and a mutant HydG lacking 

the C‐terminal end showed both enzyme sequences could be divided into three equivalent 

regions. A common N‐terminal region, responsible for SAM and [4Fe‐4S] binding and the site of 

DOA• radical formation; a central region required for tyrosine binding and cleavage; and C‐

terminal region that is highly divergent in sequence between the enzymes, and that ultimately 

determines the fate of the amino acid derived fragment(s) [295]. This outcome presumably 

includes the transfer of the products into different downstream proteins, presumed to be HydF in 

the hydrogenase maturation pathway and ThiG in the thiamine biosynthesis pathway, 

respectively. 

The division of HydG into separate regions resonates well with the possible division of the activity 

of HydG into two halves (see section 1.2.2.2.3, Figure 14). As shown by the mutagenesis activity 

assays removal of the auxiliary cluster coordination does not interfere significantly with the 

ThiH/HydG shared tyrosine C‐C cleavage [311], but it has a direct effect on the outcome of 

dehydroglycine or related glycyl intermediate 

 

Figure 32 Two step mechanism of tyrosine cleavage by HydG/ThiH. 

The first half of the reaction, concerning the cleavage of L‐tyrosine with the observed release of p‐

cresol and formation of dehydroglycine, is conserved in both ThiH [313] and HydG [302]. The 

second half of the reaction, however, is specific to each metabolic pathway. 
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The general information obtained in the homology model, allows the prediction of a structural 

framework for the different stages of the mechanism of HydG, but does not provide any 

indication on how each step of the mechanism can occur. In an effort to increase the 

understanding of this complex enzyme, HydG crystallization studies were carried out. 

The main results of this chapter, which include the structural data of TiHydG (PDBID: 4WCX), 

together with EPR spectroscopic analysis of its clusters was recently published in Dinis et al. [509]. 

 

2.2 Thermophilic HydGs as a Source of Optimised Homogeneous 

Protein 

Expression and purification of sufficient quantities of homogenous protein solution is one of the 

bottlenecks of protein crystallography, as a reasonable amount of protein is necessary for each 

crystallization experiment, and many cycles of screening for the appropriate crystallization 

conditions may be required [510]. In addition, and as a general rule, most natural sequence 

variation (neutral mutations that do not greatly affect activity) mostly occur in residues unrelated 

to the active site [511]. These sequence differences can accumulate in surface residues on an 

evolutionary timescale [512‐514]. 

Furthermore, protein crystallization heavily depends on protein‐protein contacts between the 

surfaces of the different molecules for the formation of the crystal lattice [515]. As such, the 

expression of proteins with the same catalytic activities but divergent sequences arising in 

different organisms (and therefore having potential for differences in the surface residues) can be 

used to increase the possibilities of a successful crystallization experiment [516]. 

Another key point to bear in mind is that proteins of extremophiles, in particular thermophiles 

and halophiles, tend to be more stable as they contain more stabilizing salt bridges together with 

more hydrogen bonds [517]. As a broad generalization, this stability often facilitates purification, 

leading to higher yields and a more homogeneous protein sample that improves the possibility of 

a successful crystallization [518]. 

Early research in the Roach group had made use of HydG from Clostridium acetobutylicum [47], an 

expression system originally developed and kindly donated by Broderick and Peters’ group [282]. 

In an effort to identify a subset of HydGs suitable for crystallization screening, a phylogenetic 

study was carried out by R. Driesener [519] on hydG genes from thermophilic organisms. From the 

thirteen sequences analysed (Figure 33), three genes were selected from different clades to 
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maximize the degree of sequence diversity within the HydG family. The selected organisms and 

their respective sequence identification numbers were: Thermotoga lettingae TMO (GENID: 

Tlet_1748), Thermoanerobacter italicus Ab 9 (GENID: Thit_0582) and Thermotoga maritima MSB8 

(GENID: TM_1267). 

 

Figure 33 Phylogenetic tree of different thermophilic organisms, based on HydG primary protein 

sequences present. 

The software CLC Sequence Viewer 6.9.1 was used to create the tree using the Neighbor Joining 

algorithm. The confidence values for each node are shown by the bootstrap numerical value of 

100 replicates. Adapted from [519]. 

 

2.3 HydG Protein Expression 

2.3.1 Plasmid Design and Expression System 

Synthetic codon optimised hydG genes were acquired commercially (Geneart Inc.) and subcloned 

by R. Driesener into a pFM024 vector [520] together with an N‐terminal hexahistidine‐tag to allow 

affinity purification [521] (Figure 34). The pFM024 vector (Appendix 10.1, Figure A1) is a pBADHis 

derived vector [522], which allows the co‐expression of a gene of choice, inserted between NcoI 

and XhoI sites, with the E.coli isc operon, derived from vector pMK400 [523]. The isc operon 

encodes the proteins responsible for the assembly of iron‐sulfur clusters in bacteria. The co‐

expression of the iron‐sulfur cluster assembly proteins together with the RSAM enzymes is 

thought to improve the [4Fe‐4S] content of the latter [523]. 
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Figure 34 Co‐expression vector (pRD003) for Thermoanaerobacter italicus HydG with the E.coli 

isc operon. 

 

The constructs for the three thermophilic hydGs (Appendix A1) had been successfully transformed 

(Method 9.4.3) into E. coli BL21 (DE3) cells by R. Driesener [519], a strain developed for 

expression of recombinant proteins [524].  

 

2.3.2 Recombinant Protein Expression and Purification 

The large scale expression of the HydG (typically a 5L culture) from each genetic background 

yielded similar amounts of a dark‐brown cell pellet, between 5 and 8 g/L of cell culture (Method 

9.5.1). The culture of HydG from Thermotoga lettingae (TlHydG) showed the highest cell density, 

40g of cell pellet for each 5L growth, while Thermotoga maritima (TmHydG) produced the lowest 

yield, never higher than 25g per 5L growth. HydG from Thermoanerobacter italicus (TiHydG) 

showed values closer to Thermotoga lettingae, with 35 g of cells per 5L growth on average. 

The purification method was slightly modified from a previously reported procedure [47] (Method 

9.5.3) and is summarized in the scheme below (Figure 35). 
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Figure 35 Schematic representation of the purification steps for RSAM enzymes. 

After growth of a large scale cell culture, the cells are collected by centrifugation and the cell 

pellet is sonicated to lyse the cells. The cell debris is removed by centrifugation and the cleared 

lysate is applied to a nickel‐sepharose column for purification of the his‐tagged proteins. The 

fractions collected from the nickel affinity purification are pooled and buffer exchanged to a 

buffer without imidazole and the iron sulfur clusters of the protein are reconstituted. The 

resultant protein solution is then concentrated and applied to a S‐75 sepharose gel filtration 

column and the purified golden‐brown fractions are collected, pooled, reconstituted again and 

concentrated to ~1 mM. All samples are then stored as aliquots (100 ߤL) at ‐80ºC. 

 

All purification stages were carried out in an anaerobic glove box (Belle Technology, Portesham, 

UK), kept at O2 < 2 ppm. Following cell lysis a centrifugation step removed the cell debris, leaving 

the proteins in a clear lysate which is then applied to a nickel charged column. The hexa‐histidine 

tag binds to the metal ions and is retained in the column, while the non‐tagged proteins from the 

bacterial host cell are mostly eluted directly from the column. 



Chapter 2 

69 

The tagged protein can then be released by applying a gradient of imidazole, a ligand that 

competes with the (His)6‐tag for the nickel. 

The metal‐chelating properties of imidazole [525] usually disrupt the [4Fe‐4S] cluster(s) of RSAM 

enzymes, resulting in at least partial loss of the cluster. Practical experience suggests that loss of 

the cluster(s) can have a direct impact on protein stability and may lead to its aggregation and 

precipitation. A chemical reconstitution (Method 9.6.1) is thereby introduced during the 

purification stages as an attempt to increase protein stability. 

Prior to the addition of exogenous iron and sulfur for chemical reconstitution of the samples the 

imidazole must be removed from the eluted fractions through the prompt use of a small gel 

filtration column for buffer exchange. The column separates molecules by size, with larger 

molecules (such as proteins) being excluded from the chromatographic matrix and being eluted 

first, while small molecules (such as salts and imidazole) taking longer to be eluted [526]. 

Very often the single purification step of nickel‐affinity is insufficient with several cell‐derived 

proteins co‐purifying with the target protein. As such, a secondary purification step, based on size 

exclusion chromatography with a larger column (300 mL, column XK‐16, 100 cm), was chosen to 

improve the purity of the samples [526]. Using this method, an initial dark peak is routinely 

observed prior to protein elution, corresponding to an aggregated mixture of target protein, 

bacterial proteins and iron‐sulfide [527] which chromatographs as a very large size molecular unit, 

potentially indicating the formation of colloidal iron sulfide and can be discarded. 
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Figure 36 HydG purification chromatography. 

A: Picture of a loaded Ni‐NTA column. B: Picture of a loaded, small scale, S‐75 gel filtration 

column, used for buffer exchange into a system without imidazole. C: Picture of a size exclusion 

chromatography S‐75 column where a reconstituted sample of HydG was applied into. The larger 

Fe‐S‐protein aggregate is shown eluting faster (dark brown band), while the pure HydG sample is 

seen at the top (golden brown band); D: Example of an elution chromatogram during each step of 

the purification of HydG. 
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Figure 37 15% SDS‐PAGE analysis of the purification stages of TlHydG. 

A: Ni‐NTA affinity purification: 1 – Protein molecular weight markers; 2‐8 – Samples collected at 

60% Buffer B, corresponding to the desired protein at 55 kDa. B: Buffer exchange 

chromatography: 1‐5 –  Fractions collected from the small S‐75 column used to buffer exchange 

into Buffer C; 6 –  Protein molecular weight markers; 7 – Sample of cell lysate; 8 – Insoluble 

fraction; 9 – Clear lysate loaded onto the Ni‐NTA column. C: Size exclusion chromatography: 1‐5 – 

Soluble TlHydG, with a golden‐brown colour; 6 – Protein molecular weight markers; 7‐10 – Dark 

brown/black [Fe‐S] excess and protein aggregate. 
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Figure 38 15% SDS‐PAGE analysis of the purification stages of TmHydG. 

A: Ni‐NTA affinity purification: 1‐5 – Samples collected at 60% Buffer B, corresponding to the 

desired protein at 55 kDa; 6 – Protein molecular weight markers. B: Buffer exchange 

chromatography: 1‐5 – Fractions collected from the small S‐75 column used to buffer exchange 

into Buffer C; 6 – Protein molecular weight markers; 7 – Sample of cell lysate; 8 – Insoluble 

fraction; 9 – Clear lysate loaded onto the Ni‐NTA column. C: Size exclusion chromatography: 1‐2 – 

Dark brown/black [Fe‐S] excess and protein aggregate; 3 – Protein molecular weight markers; 4‐5 

– Soluble TmHydG, with a golden‐brown colour. 
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Figure 39 15% SDS‐PAGE analysis of the purification of TiHydG. 

A: Ni‐NTA affinity purification: 1 – Protein molecular weight markers; 2‐8 – Samples collected at 

60% Buffer B, corresponding to the desired protein at 55 kDa. B: Buffer exchange 

chromatography: 1‐5 – Fractions collected from the small S‐75 column used to buffer exchange 

into Buffer C; 6 – Protein molecular weight markers; 7 – Sample of cell lysate; 8 – Insoluble 

fraction; 9 – Clear lysate loaded onto the Ni‐NTA column. C: Size exclusion chromatography: 1‐5 – 

Soluble TiHydG, with a golden‐brown colour; 6 – Protein molecular weight markers; 7‐10 – Dark 

brown/black [Fe‐S] excess and protein aggregate. 
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Analysis by denaturing SDS‐PAGE has shown that this expression method leads to the co‐elution 

of the protein with some unexpected bands: 66 kDa; 43 kDa; 27 kDa; 25 kDa and 17 kDa, which 

are present in the samples even following the secondary size exclusion purification step. Their 

levels of co‐purification seem to remain mostly stable across the purification of the different HydG 

enzymes (Figure 37; Figure 38; Figure 39). The chosen expression method co‐expresses several 

proteins of the ISC machinery which correlate with most of the low molecular bands observed 

(Table 1). The highest molecular bands observed (78 kDa and 100 kDa) may arise from complexes 

formed between these enzymes [164]. 

 

Table 1 Molecular weights of ISC proteins  

Adapted from Kriek et al. [523]. 

Protein name  Protein molecular weight (kDa) 

HscA  65 

IscS  46 

HscB  20 

IscU  14 

IscA  12 

Fdx  12 

 

The levels of expression of the ISC‐related proteins are quite low when compared with the yields 

of HydG, in particular TlHydG and TiHydG, whose purity can still be estimated at approximately 

80% using the imaging software ImageJ [528]. Consistent with the observation of a lower amount 

of cell pellet, the overall yield of TmHydG was significantly lower than the other two recombinant 

enzymes, leading to a much lower purity (50% purity estimated with ImageJ). Total protein 

concentration after purification was estimated using the Bradford method (Method 9.5.5) [529]. 
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Table 2 Protein yield estimation from different HydG purifications.  

The table summarizes the amount of cell paste that was obtained from a 5L cell culture and the 

total amount of protein after the main purification steps. 

Protein 
Initial Pellet

(g) 

Total Protein  

Buffer exchange

(mg) 

Total Protein  

Size Exclusion 

(mg) 

TlHydG  55  165  113 

TmHydG  38  50  29 

TiHydG  45  158  160 

 

The protein yield estimates for each of the three HydG enzymes purified shows a clear distinction 

between TmHydG, which does not express as successfully, and TlHydG and TiHydG. While several 

approaches could be followed to improve the yield of TmHydG [530], all subsequent studies 

focused on the two proteins that showed a immediate higher level of protein expression (TlHydG 

and TiHydG). 

 

2.3.3 Chemical Reconstitution of [4Fe‐4S] Clusters in HydG 

The [4Fe‐4S] clusters in RSAM proteins are very labile and reversibly decompose under oxidizing 

conditions [531]. Additionally, the elution from the nickel affinity column by use of imidazole, 

which can not only chelate nickel but other transition metals like iron [532], may lead to 

degradation of the composition of the cluster. To restore the [4Fe‐4S] cluster contents of a 

protein, a chemical reconstitution can be carried out (Method 9.6.1), by the slow addition of FeCl3 

and Na2S under agitation [533‐535]. Employing the Fish method [536], the levels of iron were 

quantified in the enzymes before and after a chemical reconstitution, to estimate the degree of 

cluster assembly in the protein (Method 9.6.3). 
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Table 3 Iron quantification of HydG samples before and after each reconstitution step. 

Protein 

Before 1st 

reconstitution 

(Meq) 

After 1st 

reconstitution 

(Meq) 

Before 2nd 

reconstitution 

(Meq) 

After 2nd 

reconstitution 

(Meq) 

TlHydG  1.82 ± 0.6  12.84 ± 3.6  4.31 ± 0.9  10.87 ± 2.2 

TiHydG  3.98 ± 0.2  13.45 ± 4.0  6.03 ± 0.4  10.46 ± 3.5 

 

The chemical reconstitution of the proteins can also be followed by UV‐visible measurement, as 

the [4Fe‐4S] clusters have a characteristic 410nm peak, with an extinction coefficient of about 

4000 cm‐1 M‐1 per iron atom, though these values are highly dependent on the oxidation state of 

the cluster [534]. Furthermore, the ratio of the cluster characteristic peak (410 nm) to that of the 

protein characteristic peak (280 nm) is a good indicator of the relative proportion of cluster 

chromophore to peptide, and values of 0.3‐0.4 range are indicatives of an intact [4Fe‐4S] cluster 

[537] per equivalent of protein.  

The protein peaks at 280 nm consistently shows values above the theoretical extinction 

coefficient (TiHydG 280 =41,720 M‐1 cm‐1 and TlHydG 280 =41,260 M‐1 cm‐1) and two reasons may 

help explaining these results. First, it is well documented that Bradford estimations of protein 

concentration in RSAM enzymes are often imprecise [79, 128]. It does, however provide a quick 

estimation within an acceptable range, making it ideal for repeated testing across all purification 

and crystallization stages. Furthermore, the addition of an excess of FeCl3 and Na2S often leads to 

some colloidal aggregation of iron‐sulfide, which may increase the background signal of the 

samples, as was previously shown for CaHydG [519]. This increase can artificially increase the 

characteristic [4Fe‐4S]2+ absorption peak at 410 nm, limiting the estimation of [4Fe‐4S]2+ present 

in the samples. 
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Figure 40 UV‐vis spectra of HydG proteins, before and after reconstitution steps. 

Red trace indicates samples prior to any reconstitution. Blue trace is the UV spectra of samples 

following a 10 Meq FeCl3/Na2S reconstitution. Green trace is the spectra after the final 

reconstitution step with 5 Meq. FeCl3/Na2S. The increase in the signal intensity at 410 nm is 

indicative of the presence of [4Fe‐4S] clusters. A: TlHydG reconstitution. Protein quantification by 

Bradford method estimated 2.5 M before reconstitution (red trace), 2.4 M after the first 

reconstitution (blue trace) and 2.8 M after the second reconstitution (green trace).B: TiHydG 

reconstitution. Protein quantification by Bradford method estimated 17.4 M (red trace), 15.4 

M (blue trace) and 11.8 M (green trace). 

 

Following the initial chemical reconstitution with 10 molar equivalents (Meq) of FeCl3 and Na2S, 

the background signal of both samples increases significantly (Figure 40, 1st reconstitution), due to 

the excess iron‐sulfide aggregates in the sample. These results explain why the calculated iron 

values (Table 3) are significantly higher than the predicted eight irons arising from two fully 

reconstituted [4Fe‐4S] clusters. The presence of these colloidal Fe‐S aggregates makes the size 

exclusion chromatography step in the purification critical in obtaining pure protein fractions 

(section 2.3.2). 

The second reconstitution, carried out after gel filtration, increases the 410 nm signal, with lower 

background interference (Figure 40, 1st reconstitution). The calculated extinction coefficients are 

similar for both proteins ([TiHydG]= 11.8 M, 410= 32,900 M‐1 cm‐1; [TlHydG]= 6.0 M; 410= 

28,900 M‐1 cm‐1) and are indicative with two [4Fe‐4S]2+ clusters present in the protein [534]. In 

agreement with the UV results, the iron content was estimated at around 10 iron atoms irons per 

protein (Table 3), with very small differences between the Ti and Tl HydG enzymes. The excess 

iron calculated may be related to a small fraction of the iron‐sulfur aggregate that is mostly, but 
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perhaps not completely, removed in the size exclusion chromatography step. However, the 

presence of this small amount of protein aggregates did not disturb the downstream applications 

of the protein. 

 

2.4 Preliminary Activity Characterization of Thermophilic HydGs 

Following a successful purification, where a homogeneous, soluble and stable enzyme is purified, 

assaying the enzyme’s activity enables the assessment of whether the enzyme has maintained its 

correct folding and native activity or not. In the case of RSAM enzymes, it is a particularly 

important step as [4Fe‐4S] cluster mediated SAM cleavage provides a good measure of the 

success of the chemical reconstitution. 

Experiments by R. Driesener have laid the foundation for the kinetic analysis of the enzymatic 

activity of HydG [519]. An end‐point HydG reaction was carried out with an incubation of 60 

minutes (Method 9.7), which, following the first order reaction profile described previously 

(Figure 41), would guarantee a near‐maximum amount of product [47, 311]. 

 

Figure 41 Time dependent SAM and tyrosine cleavage by CaHydG wild type enzyme. 

Formation of DOA (‐●‐), p‐cresol (‐●‐) and cyanide (‐●‐). Reprinted with permission, from R. 

Driesener [519]. 
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Formation of the p‐cresol, DOA and cyanide products (Figure 42) was followed by RP‐HPLC. The 

RSAM conserved reaction, where SAM is reductively cleaved after hydrogen abstraction, was 

followed by the formation of DOA, measurable by its absorbance at 254 nm and a retention time 

(RT) of 18.8 min by comparison with standards. The HydG specific cleavage of L‐tyrosine 18 was 

followed by p‐cresol 19 formation, which was measured by both its absorbance at 280 nm as well 

as its native fluorescence with λex= 274 nm, λem= 312 nm, and a RT 25.7 min. 

The instability of dehydroglycine 25 does not allow for its direct measurement [47, 311], but the 

product of its cleavage, cyanide 21, was observed after conversion to a fluorescent derivative 

following a modified method of Tracqui [538]. The derivatisation reaction allows the observation 

of the fluorescent 1‐cyanobenz[f]isoindole (CBI) 104, with λex= 418 nm, λem= 454 nm, and an RT of 

12.8 min. 

 

Figure 42 Identification of reaction products of HydG catalysed tyrosine cleavage by RP‐HPLC. 

SAM 2 turnover is followed by the formation of DOA 5; C‐C cleavage of tyrosine 18 is measured 

with the formation of p‐cresol 19 and formation of the diatomic products is followed by the 

derivatisation of cyanide 21. 
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Figure 43 RT‐HPLC chromatogram of the activity assays for TlHydG and TiHydG. 

A: Analysis of SAM and L‐tyrosine cleavage, together with SAM (RT=4.1 min), DOA (RT=18.8 min), 

L‐tyrosine (RT= 7.8 min) and p‐cresol standards (RT=25.7 min). A peak can be observed at RT=13.9 

min for both protein samples, but absent in all standards, which is currently unidentified. B: 

Analysis of cyanide formation, together with potassium cyanide standards (RT=12.8 min). The 

protein samples show a strong, broad peak around RT=19.7 min which is unidentified. 
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Table 4 Quantification of product formation by TlHydG and TiHydG. 

The apparent rate does not account for variation of rate with time, but was calculated as a final 

end point assuming a linear process as follows: Rate ൌ
∆େ

୲୧୫ୣ
. Apparent turnover number was 

determined from the apparent linear rates. 

Enzyme  Product 

ΔC 

(M) 

Apparent 

linear rate 

(nM s‐1) 

Apparent 

turnover 

number 

(x10‐4 s‐1) 

TlHydG 

DOA  172.3  47.8  9.6 

p‐cresol  47.6  13.2  2.6 

Cyanide  34.0  9.5  1.9 

TiHydG 

DOA  128.7  35.8  7.1 

p‐cresol  116.2  32.3  6.5 

Cyanide  68.1  18.9  3.8 

 

A single activity measurement was carried out for each enzyme, as the goal was simply to observe 

full activity following reconstitution. Subsequent activity studies in chapters 4 and 5 were carried 

out in triplicate. The quantification of product formation was calculated using standard 

concentrations of DOA, p‐cresol and cyanide (Appendix A2). 

Both enzymes show both L‐tyrosine cleavage as well as cyanide formation, indicating, that the 

RSAM cluster and the auxiliary cluster, respectively, are intact [296]. An unidentified peak can be 

observed in both activity assays of DOA/p‐cresol at 13.9 minutes, which does not represent any of 

the controls. Further activity studies, in chapters 4 and 5, do not show this peak present in the 

assay chromatograms, thus it is assumed the nature of the peak is an impurity present in the 

column. Additionally, the analysis of the cyanide derivatisation assay also shows a large peak at 

19.7 minutes, which could not be identified. 
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Some differences can be observed in the turnover of TlHydG and TiHydG, with the first showing a 

large gap between the apparent turnover of DOA and p‐cresol. The increased cleavage of SAM is 

well known in RSAM enzymes in the presence of strong reducing agents, such as dithionite, which 

allows the uncoupled turnover of SAM even in the absence of substrate [406, 539]. 

Despite only single point estimations, the calculation of an apparent turnover number does allow 

the comparison of values with those presented in a full kinetic analysis of the activity of CaHydG 

[311]. The results show a three‐fold decrease in the kcat
app in the activity of TiHydG (DOA kcat

app = 

7.1 x10‐4 s‐1; p‐cresol kcat
app = 6.5 x10‐4 s‐1 and ‐CN kcat

app = 3.8 x10‐4 s‐1) when compared with 

CaHydG (DOA kcat
app = 23.0 ± 3.0 x10‐4 s‐1; p‐cresol kcat

app = 18.0 ± 2.0 x10‐4 s‐1 and ‐CN kcat
app = 6.0 ± 

0.0 x10‐4 s‐1), and close to 7‐fold decrease in kcat
app for p‐cresol when CaHydG activity is compared 

with TlHydG (p‐cresol kcat
app = 1.9 x10‐4 s‐1). 

The lower activity at 37ºC for both thermophilic enzymes in comparison with the mesophilic 

CaHydG was expected, as there is a well‐documented difference when comparing mesophilic and 

thermophilic isoforms of enzymes [540‐542]. 

 

2.5 Initial Crystallization Studies 

All crystallization studies were carried out within an anaerobic chamber (O2 < 2 ppm) and at a 

constant temperature of 18 ᵒC, where the crystallization screens as well as all crystallization trays 

were kept. 

Initial screening for crystallization conditions for TmHydG had been attempted by Dr. Jenny E. 

Harmer, using a commercial Hampton PEGRx HT 96‐well screen, yielding strong phase separation, 

but no formation of crystals. These initial results, together with the work also carried out  in the 

crystallization of LipA [543], established a framework for potential RSAM crystallization: high 

protein concentration (approximately 1 mM), together with several equivalents of SAM (5‐10 

mM) being mixed with high concentrations of PEG precipitant in the crystallization conditions 

(Method 9.8). 

Using the Hampton Research PEGRx HT broad screen did not yield any successful crystallization of 

TlHydG. Most conditions led to heavy and almost immediate (within 8 h) precipitation of the 

protein. This could be interpreted as indicating an excessive amount of protein in the drop which 

may have led to a quick change into the precipitate phase without reaching a mesostable 

nucleation (see section 8.2). 
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Figure 44 Examples of the crystallization wells from the screening of HydG from Thermotoga 

lettingae 

The crystallization was carried out using Hampton PEGRx HT commercial broad screen. Extensive 

aggregation and precipitation can be seen, but no clear crystal formation was observed in any of 

the 96‐conditions screened. 

 

Using the same approach for TiHydG, this time by means of two different broad PEG screens, 

Hampton Research PEGRx HT and Molecular Dimensions PACT Premier, led to an unambiguous 

identification of four different conditions where the enzyme (0.8 mM) crystallizes, in the presence 

of 10 mM SAM and either no tyrosine (conditions A8 from PACT Premier and F1 from PEGRx HT) 

or 3 mM L‐tyrosine (conditions E12 from PACT Premier and C11 from PEGRx HT). Crystallization 

was observed after three weeks of incubation and the four crystals were collected from the 

respective drops, using a crystal loop, directly frozen in liquid N2 and stored until they could be 

tested at the Diamond synchrotron facilities (section 2.6). 
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Figure 45 Crystallization wells of TiHydG 

Successful crystallization conditions for HydG from Thermoanaerobacter italicus. A: Condition A8 

from PACT Premier; and B: condition F1 from Hampton PEGRx, both grown in the presence of 

SAM (10 mM). C: Condition E12 from PACT Premier and D: condition C11 from Hampton PEGRx, 

both grown in the presence of SAM (10 mM) and tyrosine (3 mM). 

 

Table 5 Conditions corresponding to the wells shown in Figure 45 

Figure  Screen  Condition  Formulation 

A 
Hampton 

PEGRx 
A8  0.1 M MES, pH 6.0 

22% v/v polyethylene 

glycol 400 
 

B 
PACT 

Premier  
F1 

0.1 M Bis‐Tris 

Propane, pH 6.5 

20% w/v polyethylene 

glycol 3,350 

0.2M sodium 

fluoride 

C 
PACT 

Premier 
E12   

20% w/v polyethylene 

glycol 3,350 

0.2M sodium 

malonate 

D 
Hampton 

PEGRx 
C11 

0.1 M Bis‐Tris, pH 

6.5 

20% w/v polyethylene 

glycol monomethyl 

ether 5,000 
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2.5.1 Reproducibility of TiHydG Crystal Formation in 24‐Well Format 

The success of a crystallization study lies in the ability to replicate the conditions identified in the 

commercial crystallization broad screens discussed in section 2.5. Further manipulations to either 

the protein mixture or the formulation identified, can lead to an improvement in crystal size and 

diffraction, crystallization in the presence of substrates, products and inhibitors and crystallization 

of mutants [544]. Furthermore, solving the structures from isomorphous crystals is often 

straightforward, even if identifying the crystallization condition is not. 

From an experimental perspective, it is often more desirable to have crystal growth occurring by 

the hanging drop method, using a 24‐well format, rather than the sitting drop method in a 96‐well 

format. The main advantage lies in the ability to increase the volume of the crystallization drop, 

which is no longer constrained by the size of the small well, allowing a higher variability in the 

composition of protein:precipitant and potentially leading to larger crystals. A crystal grown in the 

hanging drop method is also easier to remove into the crystal loop to be tested. 

Unfortunately changing from 24‐well to 96‐well does not necessarily guarantee crystal formation. 

The volume of precipitant in the reservoir and the volume of air between the reservoir and the 

drop lead to different equilibrium constants that may disturb the crystallization events. These 

small variations are the most likely explanation into why any attempt to change into 24‐well 

format was unsuccessful (Method 9.8.1) (Figure 46). 

 

Figure 46 24‐Well replication of previous crystal forming conditions. 

Images of 24‐well hanging drops for TiHydG crystallization under the conditions where crystals 

were obtained in sitting drop 96‐well plates. A – Condition A8 from PACT Premier screen; B – 

Condition F1 from PEGRx Hampton screen; C – Condition E12 from PACT Premier screen; D – 

Condition C11 from PEGRx Hampton screen. 
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2.5.2 Reproducibility of TiHydG Crystal Formation in 96‐Well Format 

With the limitation of growing the crystals under 96‐well format, all initial formulations were 

replicated in house (see Method, Table M18) and crystal growth was attempted. Of the four 

conditions described in Table 5 (section 2.5), only two of them showed formation of crystals: 

condition C11 from, Hampton PEGRx HT screen and condition F1 from PACT Premier screen. 

 

Figure 47 Screening wells that showed crystal formation of TiHydG with crystallization solutions 

mixed in house. 

A: Crystals grown in condition C11 of PEGRx HT (0.1 M Bis‐Tris pH 6.5, 20% PEGME 5,000). B: 

Crystals grown in condition F1 of PACT Premier (0.1 M Bis‐Tris pH 6.5, 20% w/v PEGME 5,000). 

 

The reproducibility of crystal formation was, however, far from consistent. Replicating the same 

condition 288 times (3 sitting wells in a 96‐well plate), led to only 48 drops showing crystals for 

both conditions, translating into a 16.7% chance of obtaining crystal growth. Several reasons can 

be presumed to be the cause of such a low level frequency of crystal formation. The replication 

was made with stock solutions prepared in house, which may not accurately mimic the stocks 

commercially available. Additionally, small unavoidable experimental variations during the set‐up 

of the crystallization conditions may lead to differences in the amount of precipitant/protein 

added into the drop. Going further, there are unavoidable timing differences when pipetting the 

samples which can allow some evaporation to occur. Evaporation variation, however, seems 

unlikely as an explanation for the results observed, bearing in mind there was no clear pattern of 

crystal formation in the plate crystal. 
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2.5.3 Microseeding to Increase the Reproducibility of TiHydG Crystal Formation in 96‐Well 

Format 

In a crystallization experiment, the initial solution conditions may be unsaturated. If that is the 

case, nucleation cannot occur [545]. Seeding (section 8.2.4) is a technique where the optimization 

of growth conditions is independent from those required for nucleation, improving the probability 

of ordered crystal growth. In the case of microseeding, a crystal is placed in a stabilizing solution 

and broken into microscopic particles which can then serve as tiny nucleation points. This seed 

stock usually needs to be diluted, as a high number of nucleation points in the crystallization 

solution leads to the formation of a shower of microcrystals. On the other hand, if the seed stock 

is too dilute, there is the possibility of not transferring any nuclei, and no crystal is formed. 

A previously grown crystal in condition C11 from Hampton PEGRx screen was transferred into an 

Eppendorf tube with 100 L of condition C11. Using a Hampton Research seed bead, the crystal 

was crushed and serial dilutions were made from 1x10‐1 to 1x10‐9 (Method 9.10). 

The timing regarding the addition of seeds is of critical importance, as the formation of crystals 

from seeds only occurs if seeds are added when the drop is in the metastable zone of crystal 

formation (see section 8.2.4, Figure 162). Though it is possible to create a crystallographic profile 

of a protein, obtaining a phase diagram for the protein studied, this is usually labour intensive and 

not widely attempted [546]. Seeds were added to the drops after 8h incubation, as visually the 

drops showed little formation of precipitate by that stage. 

The crystal growth obtained was far from regular. A typical result in a seeding experiment reveals 

a shower of small crystals that would grow larger in size and smaller in number as the degree of 

dilution increased (see section 8.2.4, Figure 161). The results obtained in this experiment (Figure 

48), however, show two crystalline formations at 1x10‐2 (Figure 48 B) and one crystal at 1x10‐9 

(Figure 48 I), with no crystals being observed at the other dilutions. These results seem to only 

reproduce the low consistency of these crystals’ replication in the absence of seeding. 
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Figure 48 Microseeding results. 

Microseeding experiment with crystals from TiHydG, using the F1 condition from Hampton PEGRx 

screen. Serial dilutions on a 1/10 basis, from A – 1x10‐1 to I – 1x10‐9. 

 

With the failure of microseeding to improve crystallization reproducibility, macroseeding 

techniques could prove invaluable. In macroseeding a single crystal is moved to fresh drops, in an 

attempt to enlarge the crystal. It is a time consuming process, and a lot of care must be taken, as 

moving the single crystal from drop to drop may lead to fractures in the crystal, or, in extreme 

cases, loss of the crystal [547]. 

Microseeding of HydG was, however, proven more successful when the protein concentration 

was decreased (see section 2.9.2), allowing for the expected control in crystal formation. 
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2.6 Data Collection and Structural Model Building 

 

2.6.1 X‐Ray Data Collection 

The four initial crystals obtained for TiHydG (see section 2.5, Figure 45) were flash frozen in liquid 

N2 in the absence of external cryoprotectants. The addition of a cryoprotectant to the drop 

solution is usually an important parameter in obtaining high quality diffraction data from a frozen 

crystal. Rapid freezing can lead to ice crystal formation which causes damage to the protein 

crystal, leading to a decrease the overall quality of the data. However, adding a crystal to a 

cryoprotectant is also not without risks, as further crystal manipulations may also cause damage 

[548, 549]. Fortunately, in the case of TiHydG, the high levels of polyethyelene glycols (PEGs) 

present in the crystallization condition can function as suitable cryoprotectants, as their ability to 

displace water molecules and formation of an amorphous glass when frozen prevents the 

formation of ice crystals[548, 549]. 

The four crystals, named A8, F1, E12 and C11 due to the different screen conditions where each 

developed (Figure 45 and Table 5) were exposed to X‐ray radiation at Diamond Light Source, at a 

constant temperature of 100K, on beamline I04. This beamline possesses the capability of a 

tuneable wavelength, which is advantageous to obtain anomalous data near the ‐iron edge, at 

1.75 Å [550]. A series of diffraction images (dataset) was obtained by rotation of the crystal in the 

X‐ray beam, sweeping the incident beam through the reciprocal space of the crystal. The 

collection of two initial images, 90 ᵒ apart, allows the automatic pipeline EDNA [551] to predict 

the probable space group of the crystal and put forward a collection strategy that would allow a 

complete dataset to be collected. An important aspect of EDNA is the prediction of radiation 

damage, which would negatively affect the quality of the data, in the calculations for the 

collection strategy. 

EDNA strategies are usually divided in: normal collection; a soft collection, for crystals which are 

particularly sensitive to radiation damage; and high multiplicity, where significantly more images 

are collected. The latter strategy is particularly important for anomalous data because both 

Friedel’s pairs need to be collected for each reflection (effectively doubling the amount of data 

needed to be collected), to observe where the equality (Friedel’s law) breaks down. High 

multiplicity ensures reliable data, but requires the crystal to be presented to the beamline for 

longer, and may lead to crystal damage before a full dataset is collected [552]. The initial 

information obtained from EDNA for the four crystals is shown in Table 6. 
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Table 6 EDNA strategies for the collection of complete datasets of the TiHydG crystals tested. 

Crystal 

Approximate 

Resolution 

(Å) 

Space 

group 

Oscillation 

(ᵒ) 

No. 

images 

for full 

dataset 

Standard 

Exposure 

time (s) 

Standard 

No. images 

for full 

dataset 

Anomalous 

Exposure 

time (s) 

Anomalous 

A8  3.0  P1  0.2  1780  0.067  2400  0.067 

C11  2.5  P1  0.2  1330  0.204  1800  0.314 

E12  2.4  P1  0.2  1345  0.067  1800  0.067 

F1  2.0  P1  0.2  1834  0.067  2400  0.067 

 

The initial estimations by EDNA showed a lot of similarities between the four crystals tested. 

Crystal C11 seems to have a worse crystal quality, as a much higher exposure time was predicted 

in order to collect the information. All crystals were predicted to diffract to similar resolution 

ranges, and all samples shared the same space group, P1.  

A space group identifies which symmetry elements are present in the crystal lattice. Its 

determination is an essential step in structural analysis as understanding the symmetry behind 

the crystal lattice ensures minimum information is needed for the complete description of the 

contents of the unit cell. HydG’s space group, P1, is characterized by an absence of any symmetry 

operators (rotation, rotation‐inversion, screw axes,), other than lattice translations along the: a, b 

and c unit cell directions. A consequence of this space group is that a 180º crystal rotation was 

necessary to permit the collection of a full data set. 360º of data would be considered a full data 

set, but it is possible to collect only half of the data (180º) due to the diffraction intensities 

showing centrosymmetric symmetry even if the crystal does not, a phenomenon known as the 

Friedel’s Law [553]. The speed of state‐of‐the‐art synchrotron facilities, such as the ones used 

from this project, greatly minimizes the problem of lack of symmetry, as the highly sensitive 

detector allows for a very fast collection of several sets worth of data. 
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With the appropriate strategy calculated, a fluorescence scan was also carried out to confirm the 

presence of iron in the samples. The presence of iron in RSAM can be exploited to collect 

anomalous data in the Fe ‐edge, opening the possibility of solving the structure by SAD (see 

section8.3.2.3). As expected, all crystals showed a strong signal near the fluorescent edge of iron, 

at approximately 7,120 eV (Figure 49 C and Appendix A3). 

Two sets of data for all four crystals were collected from the exact same position in the crystals, 

both standard data and high multiplicity (anomalous) data. The diffraction images for the crystals 

tested were processed automatically by X‐ray Detector Software (XDS) [554], with data 

reduction/scaling completed automatically using Pointless and SCALA [555]. Results for each data 

collected are summarized below. For a deeper discussion regarding each of the processing stages 

(see section 8.3.2.4). 

An example of a diffraction image for the crystal which diffracted to highest resolution (crystal F1) 

is seen in Figure 49 A. The automatic data processing presents a set of data, shown in Table 5, 

which assesses the quality of data. Data relating to the three other data sets collected (crystals 

A8, C11 and E12) is presented in Appendix section A3. 
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Figure 49 X‐ray diffraction of TiHydG crystal F1. 

A: Diffraction pattern from 12 keV synchrotron radiation to 1.6 Å resolution, from the crystal of 

TiHydG grown in the presence of SAM (0.8 mM HydG, 10 mM SAM), directly frozen after 

formation in condition F1 of PACT Premier screen (0.1M Bis‐Tris propane, pH 6.5;0.2M sodium 

fluoride; 20% PEG 3350). B: Crystal placed in the loop during testing. Loop size – 0.3–0.4 mm, 

Beam size – 80 x 20 μm. C: Fluorescence scan near the iron ‐edge. The red line shows the 

fluorescence count related to the presence of iron atoms in the structure. f’ and f’’ correspond to, 

respectively, the real and imaginary correction components of the atomic structure factor. 
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Table 7 Data collection statistics. Highest resolution shell shown in parenthesis 

  HydG  HydG Fe (SAD) 

Crystallization condition  F1 Hampton PEGRx 

Data collection 

Space group  P1 

Cell dimensions 

a, b, c (Å)  54.13; 56.19; 84.92 

α, β, γ ()  89.59; 83.62; 66.84 

    Peak 

Wavelength (Å)  0.97625  1.73891 

No. of reflections  181098 (9804‐2389)  173565 (3610‐2406) 

No. of unique reflections 74941 (4283‐876)  53419 (1242‐704) 

Resolution (Å)  84.33‐1.59 (7.11‐1.59) 84.41‐1.84 (8.23‐1.84) 

Rsym or Rmerge  0.039 (0.033‐0.349)  0.049 (0.043‐0.484) 

I / σI  12.3 (30.6‐2.2)  14.6 (26.9‐2.1) 

Completeness (%)  96.2 (96.4‐94.5)  63.3 (77.6‐4.8) 

Redundancy  2.7 (2.7‐2.7)  1.6 (1.5‐1.1) 

Twinning score  2.37, no twinning  2.25, no twinning 
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In Table 7, a collection of values are shown that evaluate the quality of the data collected. The 

most common measurement of crystal data quality relates to the resolution of the data collected, 

which indicates the distance corresponding to the smallest observable feature. If two objects are 

closer than the given resolution value, it will not be possible to distinguish between the electron 

densities of the two [553]. Resolution values below 2.5 Å are considered good resolution, as the 

backbone of the protein, together with many side chains, can be clearly observed [556]. It is 

interesting to note the significant discrepancy between the prediction by the EDNA pipeline and 

the final quality of the data collected. Crystal F1 diffracted to 1.59 Å, a significant improvement 

over the 2.5 Å predicted. As previously discussed, EDNA attempts to predict loss of data quality 

due to radiation damage which, in some cases, leads to a very conservative estimation of the final 

resolution. 

The number of reflections (spots) depends on the size of the unit cell (the bigger the cell, the 

higher the number of reflections) and on the resolution (the higher the resolution, the more 

reflections observed in a diffraction experiment). When the redundant individual measurements 

of reflections are combined, it is possible to obtain the number of unique reflections. The division 

of the number of reflections by the number of unique reflections is called redundancy. The higher 

the symmetry of a crystal, the higher the number of repeated reflections and the lower the 

redundancy. Values of redundancy above 3.0 are generally considered acceptable, although the 

TiHydG data does not achieve this as a consequence of the low symmetry P1 space group [553]. 

Rmerge is a measurement of the agreement between multiple redundant measurements of the 

same reflections with lower values usually meaning better data quality. Since Rmerge measures the 

difference between the same reflections collected at different time points, the redundancy value 

is related to the Rmerge, with redundancy showing the number of times the reflection has been 

collected. A higher redundancy can sometimes denote a higher Rmerge, though it will usually be 

accompanied by a more precise averaged intensity of the spots/reflections [553]. Crystal damage 

during data collection will lead to a higher Rmerge.  

I/σI is the measurement of the signal‐to‐noise ratio, calculated by average intensity of the 

reflections divided by the average standard deviation of the intensities of the same reflections. 

The higher this value, the more precise is the measurement of the intensity of the data [553]. 

The completeness of the data set relates to how many unique reflections have been collected. 

Since most data are ultimately used in the calculation of electron density or Patterson maps via 

Fourier transforms, the completeness of data is of vital importance. The intensity of a single 

reflection is a factor to a single term in the Fourier summation. If the data is not collected, the 

missing data cannot contribute to the summation (i.e. the term is implicitly zero) [553]. The 
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completeness of the anomalous data sets was particularly low in all datasets collected, a 

consequence of compounding the difficulties in collecting data on a tricyclic (P1) system with the 

loss of symmetry arising from the breakdown of Friedel’s law. Diamond light source I04 beamline 

now possesses a Mini Kappa goniometer head, which allows the crystal position to be rotated, 

aligning a symmetry axis of the crystal with the spindle axis, resulting in more a more accurate 

estimation of anomalous differences, but it was not used to test the crystals discussed in this 

project. 

Twinning is a phenomenon whereby two parts of the crystal have distinct orientations and their 

reciprocal lattices overlap significantly. The most common form of twinning is twinning by 

merohedry, where the two diffraction patterns from different crystal orientations overlap 

extensively in diffraction space. In this case, the recorded intensities are a mixture (sum) of 

intensities from all the contributing lattices, and the overlapping reflections do not have the same 

Miller index (see section 8.3). The data obtained is effectively a mixture of intensities that are 

formally unrelated to each other, and, consequently, crystals with a high lattice overlap cannot be 

used for structure resolution [553]. 

 

2.6.2 Model Building and Structural Refinement 

As no structure of a HydG was available to solve the phase problem with molecular replacement 

[557], SAD was used near the absorption edge of iron [550], to obtain the information relative to 

the iron present in the [4Fe‐4S] clusters. AutoSol from Phenix program suite [558, 559] was used 

to automatically solve the phase problem and determine the initial positions of iron atoms in the 

structure. The program is also able to predict the position of several residues of the protein 

(Figure 50), but the model building ability is quite limited. It does however seem to show a TIM 

barrel‐like formation, with two clusters positioned close to the modelled residues (shown in 

green, Figure 50). The iron anomalous signal repeats itself beyond the defined protein structure, 

(Figure 50, [5Fe‐XS]sym) and are likely to arise due to symmetry elements of the crystal. 
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Figure 50 Partial structure solution obtained by AutoSol. 

The anomalous data set of TiHydG F1 crystals was used to identify the position of the iron atoms 

(red spheres, and anomalous density in blue, cutoff = 3.0), as well as create an initial partial 

model of the protein in green. In pink some ‐helices elements, built entirely on alanine and 

glycine are shown, as part of the structure building process. The iron signals are observed 

clustered together in a cubane‐like structure, likely to be indicative of the [4Fe‐4S] clusters of the 

protein. Several of these cubane elements show an additional iron signal. 

 

The program AutoBuild from Phenix program suite [560] uses the phase information obtained in 

AutoSol, together with high resolution reflection information collected at higher energy (standard 

data) to improve the initial 118 residue model of the protein. The model calculated by AutoBuild 

is, as can be seen in Figure 51, a significantly more complete structure, with two monomers built 

(477 residues built out of 865 residues present in two monomers), attesting to the ease of the 

solution of structures with the available program suites. Interestingly, the iron placement in 

AutoSol showed several clusters containing an additional iron near the cubane structure (Figure 

50), while the number of irons in AutoBuild seems much more conservative, with one of the 

models presenting two potential [5Fe] cubane clusters, while the second monomer showing just 

two independent iron atoms. The iron content and overall structure of the clusters will be 

discussed at length in section 2.7.3. 
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Figure 51 Structural model of TiHydG as the result of automated model building and refinement 

with Autobuild. 

Two monomers are present, with a significant asymmetry in the building process in each, with 310 

residues in monomer A and 167 in monomer B. N‐terminus is shown in pink, RSAM fold in green 

and C‐terminus in blue. 

 

Manual manipulation of the models was carried out in WinCoot [561], allowing the addition of 

ligands and residues for a better fit of the structure into the density. The successive manual 

modifications were followed by an automatic refinement cycle in Phenix Refine [559], which 

optimises rotamers, bond lengths and angles, torsion angles, as well as automatically adding 

water molecules and potentially ligands. 

Several cycles of manual and automatic refinement were completed until all electron density was 

populated with structural information, and no more improvements could be achieved. The 

progress of the refinement cycles was followed by calculation of the R‐work and R‐free values, as 

a means of validation of the process ( see section 8.3.2.5). For high resolution structures a R‐work 

value below 0.2, and an R‐free value not too distant from the R‐work (a difference of 0.05 units or 

less) are usually indicative of a successful structure assignment [562, 563]. 
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Table 8 Refinement statistics for the crystallographic dataset of TiHydG, following refinement. 

  F1 Hampton PEG Rx 

Rwork / Rfree  0.18/0.22 

No. atoms:   

Chain A / Chain B 7331/7247 

Ligand/ion  48/63 

Water  815 

B‐factors:   

Chain A / Chain B 32.0/28.4 

Ligand/ion  28.5/22.2 

Water  37.8 

R.m.s deviations:   

Bond lengths (Å)  0.027 

Bond angles ()  2.083 

 

Within the Phenix software, there is a simple but powerful validation tool, Polygon [564], that 

directly compares the quality of the structural data, with all the structures in the Protein 

DataBank (PDB) of similar resolution. It reveals, rather intuitively, in an one‐dimensional 

histogram, much of the same data as Table 8, making it easy to identify any weaknesses the 

model may have from overfitting (worse than average Rfree/Rwork values) to unusual conformations 

in the residues (RMSD of bonds and angles).  

Following refinement of the TiHydG structure, POLYGON analysis shows the B‐factor in the 

structure is much higher than average. A high B‐factor is usually indicative of disorder in the 

structure translating into an increased coordinate error. However, a protein with many flexible 
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regions may have higher than average B‐factor and still have an accurate model of its structure. A 

discussion of flexible and disordered regions that may be influencing this value is presented in 

section 2.7.2. 

 

Figure 52 Polygon analysis of TiHydG F1 crystal structure. 

All values apart from B‐factor fall within the average for structures close to 1.6 Å resolution. Each 

histogram represents a weighted average of structures with similar resolution range. 

 

2.7 HydG Structural Analysis 

2.7.1 Overall Fold 

The models obtained from the four crystals grown (section 2.5) reveal the same slightly atypical 

TIM Barrel formation, as the C‐terminus provides two extra / secondary structures, to form a 

full TIM Barrel. In all structures the same homodimerization of the protein is observed, with a 

123ᵒ rotation between monomers (Figure 53). Several interactions (Glu12‐Arg453; Gln16‐Phe466; 

Asn10‐Tyr465; Glu225‐Lys183; Glu258‐Arg392) bind both monomers together, with the 

dimerization occurring in such a way that the C‐terminus of one of the monomers is very close to 

the second monomer. This would make the binding of an acceptor protein such as HydF and 

transfer of CO and ‐CN [291, 296] very difficult within that monomer, strongly supporting the idea 

that the dimerization is most likely related to the crystallization process and not the active form of 

the enzyme. Analysis using the web service PISA confirmed that no specific interactions exist 
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between both monomers and the structures probably should not form a complex in solution 

[289], similar to the previous reports that analytical gel filtration chromatography eluted HydG 

with a calculated molecular weight of 53 kDa [80, 519], the monomeric form of the protein. 

 

Figure 53 Dimeric structure of HydG from Thermoanerobacter italicus. 

The partial TIM barrel, common to the RSAM superfamily is shown in green. The N‐terminus is 

shown in magenta, and the C‐terminus in blue. Each monomer possesses both clusters present, 

shown in yellow and orange. The TIM barrel forms a tunnel on the bottom of which the auxiliary 

[4Fe‐4S] cluster is found, bound to the C‐terminus. A: The rotation axis between the two 

monomers is shown, with the angle of rotation in yellow. Rotation axis calculated using 

draw_rotation_axis.py script, designed by Dr. Pablo Calvo [565]. B: Inter‐monomer interactions. 
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Figure 54 2‐dimensional topology of HydG, revealing the secondary structure. 

The N‐terminus is composed of 5 ‐helices (purple); the RSAM domain (green) shows the 

cysteine‐containing loop following the first ‐strand, together with three extra alpha helices, a 

pair following 4 and additional ‐helix after 6. The C‐terminus is composed of two ‐helix/‐

strand pairs to form the full TIM barrel. Before the last ‐helix of the TIM barrel, a disordered loop 

can be observed, with a small ‐helix being formed prior to the mobile residues. The C‐terminus 

still possesses an additional ‐strand, and 5 ‐helices, three of them responsible for binding the 

auxiliary cluster. 
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The SAM binding cluster is, as previously discussed, highly conserved in RSAM enzymes (section 

1.1.2, Figure 5), being bound by a loop that stems from the first ‐strand. The characteristic 

CxxxCxC is found in residues 90‐97 and Tyr96 is the conserved aromatic residue which interacts 

with SAM (Figure 55, magenta). The structural motifs that have previously been identified in 

RSAM and reviewed in detail [22, 149] are also observed in this structure (and highlighted in 

Figure 55). 

The main chain of the first residue in the GGE motif (actually an AGE sequence, residues 134‐136 

in TiHydG) interacts with the amino group of SAM, in a manner not dissimilar to that proposed for 

the more common glycine [22, 150] (Figure 55, salmon). The sequentially variable GxIxGxxE motif 

(in TiHydG, GVLYGLYD, residues 234‐241) shows a significant amount of sequence similarity to 

BioB where the motif was firstly identified [22, 150, 180]. In TiHydG’s structure the hydrophobic 

interactions of the motif’s conserved isoleucine have been replaced by those of leucine 236, while 

the motif’s glutamic acid is replaced by Asp241 (Figure 55, tan). Glutamic acid 194, present in the 

loop following 4 strand in the structure of TiHydG, is the residue which interacts with the 

hydroxyl groups of SAM’s ribose, in a motif which has a reportedly high degree of variability [22, 

150] (Figure 55, light pink). Lastly, the 6 motif (PRLR, residues 270‐273 in TiHydG) provides 

interactions to the adenine base of SAM (Figure 55, teal). 

 

Figure 55 Conserved SAM binding motifs of the RAM superfamily, as present in TiHydG. 

Magenta: CX3CXC‐containing loop; Salmon: “GGE” motif; Light pink: ribose motif; Tan: 

“GxIxGxxE” motif; Teal: β6 structural motif; Green: SAM. Adapted from [149]. 
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2.7.2 Substrate and Co‐Substrate Access Sites 

Comparison of the two monomers A and B shows  the presence of a cluster‐bound SAM in 

monomer B, while the co‐substrate seems absent in monomer A. Near the [4Fe‐4S]RSAM cluster of 

monomer A, only density corresponding to methionine can be seen coordinating the cluster, with 

no electron density available for the adenosyl moiety  (Figure 56). This may be explained if 

turnover of the enzyme has occurred, either in solution or in crystal, with the methionine binding 

to the active site and the 5’‐deoxyadenosine being either disordered or in the bulk medium. 

 

Figure 56 TiHydG conserved [4Fe‐4S] radical SAM cluster and ligands. 

Residues from the N‐terminal domain are shown in pink, from the radical SAM core are shown in 

green and residues from the C‐terminal domain are shown in blue. A: The [4Fe‐4S]RS cluster from 

monomer A, methionine, from Sam degradation, bound. B: The [4Fe‐4S]Aux cluster from monomer 

B, SAM bound. Structure obtained with Hampton PEGRx HT F1. This 2Fo‐Fc map is contoured at 

1.5 σ around the clusters and ligands. 

 

Additional differences can be seen close to the RSAM active site, in particular within a rather 

disordered loop, which forms part of the C‐terminal domain and is found on the top of the active 

site (in the orientation shown in Figure 57 A). In particular, Tyr 341 has a very different spatial 

location in both monomers. When SAM is present, it intrudes near the methionine of the co‐

substrate (Figure 57 A, orange) but, in the absence of SAM the residue moves 14 Å away from the 

co‐substrate, and the vacated space is occupied by Gln354 (Figure 57 A, blue). 

It seems likely the movements in the loop correspond to an entrance point of either the substrate 

or SAM, the two actors in the mechanism associated with the SAM cluster. The possibility of SAM‐
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entrance seems less likely than the alternative, as the loop belongs to the non‐RSAM conserved C‐

terminus of the enzyme. The conserved GGE motif, together with residues 169‐172 belonging to 

3 of the TIM barrel are mostly responsible for the co‐substrate tunnel leading into the active site 

(Figure 57 B) [149]. This leaves the role of the loop as the entrance location of L‐tyrosine, which 

may explain its disordered state, as the substrate is not present in either monomer. 

 

 

Figure 57 Potential substrates’ entrance sites. 

A: Disordered loop in TiHydG structure. Monomer A’s overall fold is shown in green, with the 

partial disordered loop in blue. Residues 344‐352 were not built in the structure due to a lack of 

appropriate density. The open conformation in the absence of SAM is most easily understood 

with the position of Tyr341, which in monomer A is part of a small ‐helical structure, while 

Gln354, is located near the SAM binding site.  
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Monomer B’s overall fold is shown in red, with the partial disordered loop in orange. Residues 

347‐361 are absent in the structure. Tyr341, when SAM is present, is located in the Gln354 site of 

monomer A, representing a 13.9 Å change in position of Tyr354 towards the active site when SAM 

is present. B: Surface view of proposed location for SAM access to the active site. Residues AGE 

(134‐136) in light blue, residues NIAAT (169‐173) in red; SAM in yellow. 

 

2.7.3 Auxiliary Cluster 

At the bottom of the tunnel running the length of the TIM barrel, an auxiliary [4Fe‐4S] cluster can 

be found, enclosed and isolated from the external environment by the C‐terminus of the enzyme. 

Much like the SAM binding cluster, it is bound by three cysteines (CX2CX22C, residues 380‐406). 

The distance between clusters is unprecedentedly larger than any other reported structure of an 

auxiliary cluster containing RSAM enzyme, with a 25 Å separation between the two cubane units, 

significantly higher than: RimO, 7.3 Å [37]; LipA, 12.3 Å [182]; BtrN, 15.8 Å [566]; anSME and 

MoaA, 16.4 Å [178, 179]. The C‐terminus of the enzyme creates a secondary pocket which can 

putatively function as an auxiliary active site and consideration of the activity shown by the ΔCTD 

mutant suggest this would be for the formation of the inorganic ligand(s) [296]. 

Of the four datasets collected, only the highest resolution F1 shows a divergence on the structural 

nature of the auxiliary cluster. In this structure the unique iron of the auxiliary cubane core shows 

coordination to a non‐protein ligand that was unanticipated and chemically unidentified. 

When the iron anomalous data was analysed for monomer A in this particular structure, a strong 

fifth iron signal was visible in the auxiliary cluster, as had been initially predicted in the AutoSol 

stage while using the iron ‐edge anomalous data to solve the phase problem (see section 2.6.2, 

Figure 50). Additional building and refinement of the structure confirmed the presence of a [5Fe‐

5S] auxiliary cluster (density map in Figure 59 C), composed of a typical [4Fe‐4S] cubane cluster, a 

bridging (2) sulfide and the additional iron (Figure 58). This iron was refined to occupancy lower 

than unity, at 0.73, so the additional iron is present in only 73 out of 100 unit cells within the 

crystal. Due to the apparent ease by which this iron appeared to be removed from its location led 

it to be termed the ‘labile iron’, a terminology that also reflects its proposed function in HydG 

turnover, as described more fully in section 2.11. 

The labile iron is hexacoordinate, showing an approximately octahedral geometry, binding the 

aforementioned 2 sulfide, a single protein residue (His265) positioned trans to the sulfide ion, 
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two water molecules and bidentate non‐protein amino acid residue. There is an asymmetry in the 

distances between the bridging 2 sulfide and both irons it binds. The bond length towards the 

unique iron of the cubane [4Fe‐4S] is 2.2(5) Å, a value well within other measured lengths of Fe‐S 

clusters [87, 301]. The bond length between the 2 sulfide and the labile iron is higher at 2.5 Å, a 

long, but not unprecedented interatomic distance [567]. 

 

 

Figure 58 Octahedral coordination of the labile iron as observed in the crystal structure of 

TiHydG. 

Octahedral coordination of the labile iron as observed in the crystal structure of TiHydG. Inter‐

atom distances measured in the structure are shown. A: Potential methionine binding model 105. 

B: Alanine binding model 106. 

 

The free amino acid shown to coordinate the labile iron is likely to be methionine, derived from 

SAM cleavage during crystallisation. An initial model was built, where the bridging sulfide would 

arise from the sulfur in the methyl tioether group of methionine (Figure 58 A). However, the side 

chain does not show enough well resolved density to permit accurate refinement, possibly 

derived from the flexibility of the side chain. An alanine residue was modelled at the site instead 

(Figure 58 B and Figure 59 A/C). The fortuitous presence of this bound amino acid has contributed 

to development of the proposed mechanism for CO/CN formation from DHG, which could 

potentially coordinate the labile iron in a similar bidentate manner (see section 2.11). 
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Figure 59 TiHydG auxiliary cluster and ligands. 

Residues from the radical SAM core are shown in green, and residues from the C‐terminal domain 

are shown in blue. The labile iron is shown in bright red. A: The [5Fe‐5S]Aux cluster from monomer 

A, structure obtained with PEG Rx F1, showing the coordinating water molecules, amino acid 

ligand, and His265. B: The [4Fe‐5S]Aux cluster. The 2Fo‐Fc map is contoured at 1.0 σ cutoff around 

the cluster and ligands. C: The [5Fe‐5S]Aux cluster anomalous data, with iron atoms located using 

the anomalous difference Fourier map shown in grey and contoured in A–D at 5.0σ cutoff. 

 

2.7.4 Putative Interaction Site With HydF 

When looking into the topology of HydG, it was tempting to see if the structure of the helix 391‐

398, which connects two auxiliary cluster helices (see Figure 54), could be interpreted as to give 

clues about protein:protein interactions with other maturases. This helix is located towards the 

external solvent surrounding the protein, making it well positioned to undergo a conformational 
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change which would easily reveal the auxiliary cluster of HydG, in order to transfer the potential 

HydG product, a Fe(CO)2CN synthon to the 2Fe‐subcluster template domain of HydF. 

When comparing the two monomers we observe a significant change in the Debeye‐Waller factor, 

or B‐factor, of this helix, calculated as: 

۰ ൌ ૡૈ૛ ൈ  ܑܝ

Equation 2 Calculation of the Debye‐Waller factor (B‐factor). 

ui
2 is the mean square displacement of atom i, and the B‐factor is measured in Å2. 

 

Atoms which show low B‐factors in the structure are usually well ordered and stationary, while 

higher B‐factors can be interpreted as more flexible positions in the protein [568]. 

When the labile iron is present, in monomer A, the helix seems to have much lower B factors 

(Figure 60 A), suggesting a better ordered and less flexible helix; in contrast, the higher B factors 

in monomer B (Figure 60 B) may indicate a higher degree of flexibility. Additionally, the position of 

the auxiliary clusters in each monomer do not perfectly overlap with each other, due to a small 

displacement of the auxillary cubanes (1.9 Å measured between bridging 2 sulfides of each 

monomer) (Figure 60 C). 

When analysing the network of interactions that provide structure to the C‐terminal domain in 

monomer A, three ionic interactions stand out: Arg399 of the solvent exposed helix interacting 

with Asp477, Arg402 with the C‐terminal carboxylate in Phe480 and Glu430 with Arg178 (Figure 

60 A). In monomer B this network is fully disrupted (Figure 60 B), contributing to an to an overall 

increased B‐factor in ‐helix 391‐398, which could move as a gateway permitting access for a 

downstream partner enzyme such as HydF. It is interesting to note that none of the amino acids 

which participate in binding the labile iron required interactions are actually present in this  ‐

helix, but instead in the preceding and subsequent  ‐helices. 
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Figure 60 B‐factor changes in ‐helix 391‐398 near TiHydG auxiliary cluster, caused by the 

change in interactions between three residue partners. 

B‐factor changes in ‐helix 405‐412 near TiHydG auxiliary cluster, caused by the change in 

interactions between three residue partners. A: Monomer A, with labile iron in position, where 

three interactions are present (Arg164‐Glu416; Arg385‐Asp463; Arg388‐Phe466), decreasing the 

overall B‐factor of Asp155‐Ile163 loop and Thr381‐Gln401 ‐helix, the latter of which may be 

responsible for allowing the labile iron to be transferred to the scaffold maturase HydF. B: 

Monomer B, with labile iron absent and consequently the three interactions are no longer 

occurring, increasing the B‐factor of Asp155‐Ile163 loop and Thr381‐Gln401 ‐helix. C: 

Superposition of monomers A and B, showing an overview of the protein. Monomer A, together 

with its [5Fe‐5S]Aux cluster are shown in green, while monomer B and the [4Fe‐5S]Aux are 

presented in red. Unlike the B‐factor values, the structural changes occurring in ‐helix 391‐398 

are quite small. However, a 1.9 Å difference in the position of the bridging 2 sulfide can be 

observed between monomer A and B. 

 

2.7.5 L‐Tyrosine Binding Site 

Despite having obtained two crystals in the presence of the natural substrate L‐tyrosine, no 

density could be attributed to this amino acid in any of the structures. Pocket analysis, using 

MetaPocket [569], indicated an extended active‐site cavity stretching between the iron‐sulfur 

clusters of HydG and running approximately down the axis of the TIM barrel, allowing the 

prediction of two potential binding locations, and connected by a funnel‐shaped passage within 

the TIM barrel. 
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Figure 61 Ligand binding sites for TiHydG structure, identified by Metapocket. 

The first site (red) covers the RSAM active site, where the [4Fe‐4S]RS cluster and SAM occupy a 

large portion of the available pocket, with an additional empty location directly below SAM near 

the TIM barrel formation. The second site (green) contains he [5Fe‐5S]AUX cluster with the 

available ligands also shown, occupying a significant area of the pocket. 

 

In principle, there are various putative sites into which tyrosine could be docked, but comparison 

of the two extreme possibilities (close to SAM or close to the auxillary cluster) are described 

below and allowed the development of a tentative tyrosine binding model. 

The first possible tyrosine binding site is located near the SAM cluster (Figure 62). There is a 

pocket right beneath SAM where tyrosine could bind, being stabilized by hydrophobic residues 

such as Phe81, Pro83, Phe192, Pro270 and Phe355. Several polar residues can interact with 

tyrosine in this pocket stabilizing it in the correct orientation for hydrogen abstraction in the 

amino group of tyrosine, for example: Tyr85, Asn169, Ser268, Thr312, Ser331 and Ser334, with 

further interactions also arising from Glu133 and Arg313. 
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Figure 62 Model of TiHydG first putative substrate binding site. 

Residues from the RSAM core fold are shown in green and from N‐terminus in blue. The [4Fe‐4S]RS 

cluster is shown in yellow and orange, SAM in lilac and a potential tyrosine bound is shown in 

yellow.  

 

Several structures of RSAM enzymes are available with substrate and SAM bound in the active site 

(79;88;92;321;322;323;324), which show a significant conservation of the substrate position [22, 

149]. This is consistent with the conserved mechanism of action of RSAM enzymes, with the 

hydrogen abstraction location being well positioned to be targeted by DOA• to initiate the 

reaction (see section 1.1.1). By overlaying known structures with the substrate present (Figure 

63), one can predict a similar binding location for tyrosine near the SAM binding site. 
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Figure 63 Overlay of the[4Fe‐4S]RS cluster with SAM and the substrate of different RSAM 

enzymes. 

The structure of BtrN is shown in red (PDBID: 4M7T); in yellow the structure of LAM (PDBID: 

25AH) and in green the structure of PFL‐AE (PDBID: 3CB8). The substrate atoms where the radical‐

driven abstraction is proposed to occur are shown as a sphere, and the location of the abstraction 

is tightly conserved across the three enzymes (less than 3 Å difference). [4Fe‐4S]RS (yellow and 

orange) and SAM (lilac) of TiHydG are shown in stick models, and in a conserved position with the 

three other structures. 

 

The second possibility for L‐tyrosine binding would involve directly‐binding to the auxiliary cluster 

(Figure 64), as proposed previously by Kuchenreuther et al. [314]. Tyrosine binding could be 

anticipated to bind to the labile iron in a bidentate manner analogous to the non‐protein amino 

acid observed in the TiHydG structure (see section 2.7.3). The site is formed by three arginines 

(Arg77, Arg129 and Arg165), the labile iron coordinating His265, Val79 and Thr266, all arising from 

the partial TIM barrel; Gly307, Ser328, Gln329 and Phe393 from the C‐terminus and interestingly 

one residue, Tyr74 from the N‐terminus. The coordination of the residue would be accomplished 

mostly by the labile iron, as well as a potential interaction of the carboxylic acid moiety with 

Ser328. Only one interaction to the phenolic OH, by Arg77, can be predicted in this model. 
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Figure 64 Model of TiHydG second putative substrate binding site. 

Residues from the RSAM core fold are shown in green and from N‐terminus in blue. The [5Fe‐

5S]Aux cluster is shown in yellow and orange and the potential tyrosine bound is shown in yellow, 

with the main chain modelled after the alanine residue coordinating the labile iron. 

 

The two [4Fe‐4S] and their respective active sites are separated in the structure by the TIM barrel 

(Figure 65), which forms an internal cavity with a small ‘free’ volume presumed to contain 

disordered waters (Figure 61). The top of the tunnel has three charged or polar amino acids, 

namely Glu133, Asn 169, Ser268 and Ser331. The middle of the barrel is predominantly 

hydrophobic, with the following residues: Phe81, Ala131, Val190 and Ile309. The bottom of the 

barrel, near the C‐terminal auxiliary cluster has the labile iron coordinating His265. Additionally, 

two arginines, Arg129 and Arg 165, are present, together with two other polar residues, Asp230 

and Gln329, which may have roles in the formation of CO and cyanide. 
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Figure 65 Model of TiHydG TIM barrel‐derived tunnel. 

Residues arising from the conserved. Acidic/polar residues near the RSAM active site are shown in 

red, hydrophobic residues that form the centre of the tunnel are shown in pale yellow and 

charged/polar residues near the auxiliary cluster are shown in mauve. RSAM partial TIM barrel is 

shown in green, and C‐terminus in blue. Several water molecules permeate the tunnel formation 

and are shown in purple. 

 

For the mechanism of HydG to involve binding of tyrosine to the auxiliary cluster while the 

initiation of catalysis by radical formation occurs at the RSAM cluster, the radical would need to 

be propagated from the RSAM active site, through the internal cavity formed by the TIM barrel 

until it could abstract the hydrogen from tyrosine to drive forward the reaction. Although the 

propagation of a radical through such large distances (over 12 Å in the case of HydG) is not 

unheard of [570], the necessary network of residues which would allow such a transfer does not 

seem to be in place within the TIM barrel, in particular since the central region of the cavity is 

lined with mostly hydrophobic residues. 

In contrast, if the breakdown of tyrosine occurs in the SAM cluster active site , the proposed 

cleavage product dehydroglycine [47, 293, 314], instead of the radical, would have to be moved 

through the tunnel to reach the second cluster, where it would then be presumably cleaved into ‐

CN and CO. 
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Due to the hydrophobic nature of the centre of the tunnel, it has been proposed that DHG, were 

it to travel through the channel, would be present in its neutral form [317]. However, the 

hydrophobic region is relatively small, and both the putative location of the formation of DHG as 

well as the end of the tunnel nearing the auxiliary cluster, possess charged residues, as described 

above. The presence of the acidic residue (Glu133) near the RSAM active site and basic residues 

(Arg129, Arg 165, His 265) near the auxiliary active site may form an electrostatic field responsible 

for directing the hydrolytically unstable DHG towards the labile iron of the auxiliary cluster. This 

field and the movement of DHG may explain why a DHG hydrogen abstraction from the 4‐

oxidobenzyl radical (4OB•), resulting in a tyrosine rearrangement similar to the mechanism of the 

highly related enzyme NosL [571], does not occur in HydG.  

However, preliminary modelling carried out by Dr. Stephen Fox (Prof. Jonathan Essex’s group), 

does not show a sufficiently strong electric field between each of the active sites of HydG to solely 

drive translation of dehydroglycine anion (NH2CHCOO
‐) through the tunnel, and further 

experimental evidence will be needed to fully understand how the movement of DHG occurs. 

 

2.7.5.1 Molecular Modelling of L‐Tyrosine in its Putative Active Site 

Structural information of the related enzyme NosL [321] (see section 1.2.2.3.2) confirmed the idea 

that the substrate in amino acid lyases is bound near the SAM binding site. To visualize a potential 

binding mode for tyrosine, a modelling study was carried out by Dr Stephen Fox, a member of 

Professor Jonathan Essex’s group in the Computational Chemistry section of the University of 

Southampton. 

The structure of NosL was used for superimposition, and L‐tyrosine manually docked into the 

pocket is a pose analogous to that of tryptophan that that had been experimentally observed in 

NosL (PDBID: 4R33). The HydG:Tyr model complex was then  energy minimized for both the ligand 

and neighbouring residues with Merck molecular force field MMFF94 [572] to a gradient of 0.1 

kcal/mol/Å. 

The resulting model places the amino group of tyrosine, the proposed target for abstraction 

[321],5.1 Å away from the 5’‐carbon of SAM, a value slightly longer than those observed for the 

SAM to substrate distance in substrate‐bound structures of other RSAM enzymes (3.7‐4.1 Å) [151, 

180, 573, 574]. 
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The tyrosine amino‐acid moiety is held in place by the side chain of Arg313, while the aromatic 

ring of Tyr is surrounded by the side chains of Phe81, Pro83 and Phe355.  The phenolic O‐H is 

positioned to make three hydrogen bonds to Ser331, Ser334 and Thr312 (Figure 66). 

 

Figure 66 Composite model of tyrosine and SAM binding to HydG. 

Residues from the radical SAM core are shown in green, and residues from the C‐terminal domain 

are shown in blue. The labile iron is shown in bright red, tyrosine is in purple, and SAM is in 

purple. 

 

2.8 Structural Comparison With Enzymes From the Amino Acid Lyase 

Family 

2.8.1 NosL 

Both HydG [302] and NosL [307, 321] are part of a sub‐group of the RSAM family of enzymes, 

termed the amino acid lyases, which also comprise ThiH [313] and CofH [308] (for which there are 

no structures yet available). The close relationship between HydG and NosL, with a 28% sequence 

identity calculated with ClustalOmega [575] (Figure 67), translates into remarkably similar 

structures, with an a root mean square deviation of 6.34 Å. The root‐mean‐square deviation 
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(RMSD) [576] was calculated by the align package in Pymol [577], and is a measurement of the 

difference of the distances between the atoms of both structures: 

ܦܵܯܴ ൌ
ඥܷܵܯሺ݀௜௜ሻଶ

ܰ
 

Equation 3 Calculation of the Root‐Mean Square Deviation. 

dii is the distance between the i
th atom of structure 1 and the ith atom of structure 2 and N is the 

number of atoms matched in each structure. 

 

 

Figure 67 Sequence alignment between TiHydG and SaNosL. 

Sequence is colour coded, with high conservation shown in darker blue and no conservation in 

white. The cysteine motif that binds the [4Fe‐4S]RS cluster are shown in yellow and cysteines that 

bind the auxiliary cluster in TiHydG in green. Secondary structures of both enzymes shown as 

cylinders (‐helix) or arrows (‐strand), and colour coded as follows: pink, N‐terminus; green, 

RSAM conserved fold; blue, C‐terminus. Alignment results obtained from ClustalOmega [575] and 

visualized using JalView. Gene UNIPROTID: D3T7F1 (TiHydG) and C6FX51 (SaNosL). 

 

The similarities between both HydG and NosL structures start in the N‐terminal region, which 

both consist of 4 alpha‐helices (Figure 68 B). The general orientation of the helices are similar, but 

some spatial differences in the positioning of the secondary structure can be observed (RMSD Cα 

for N‐terminal residues= 4.72 Å) The core 6  partial TIM barrel fold, conserved across the 

RSAM family of enzymes, is less well conserved between HydG and NosL than the N‐terminus 
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(RMSD for Ca residues between the RSAM conserved fold= 6.90 Å). The differences observed 

between the two RSAM conserved secondary structures are predominant in several loops that 

surround the active site, together with two atypical additional alpha helices present in HydG’s 

structure, NosL shares the one present after 4, but not the small alpha helix after 6 (Figure 68 

A, green and red arrows, respectively). The initial secondary structures present in the C‐terminus, 

which provide the two β strands and two α‐helices necessary to close the TIM barrel, are well 

conserved between both enzymes. In the case of NosL, however, shortly following the closure of 

the barrel the C‐terminal end of the protein is reached, and the large C‐terminal extension of five 

alpha helices, which contains the auxiliary cluster in HydG, is absent (Figure 68 C). However the 

present structure in NosL is still remarkably well conserved in HydG, with the RMSD difference 

between the two C‐terminal residues being calculated at 4.0 Å. 
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Figure 68 Structural comparison between TiHydG and SaNosL 

A: TIM barrel of HydG is shown in green and NosL (PDBID: 4RR3) in red. B: HydG’s  N‐terminus 

shown in magenta and NosL in brown. C: C‐terminus from HydG shown in blue and NosL in 

orange. The auxiliary [5Fe‐5S] cluster present in HydG I s absent NosL. The structures show a high 

degree of similarity both in the overall fold, as well as in the N‐terminal extension, but vary 

significant in the C‐terminal end, where TiHydG contains a 5‐fold helical extension that 

coordinates the auxiliary cluster, absent in SaNosL. TiHydG PDBID: 4WCX and SaNosL PDBID: 

4RR3. 

 

Aspects of the mechanism of reaction of NosL are shared with ThiH and HydG, in particular the 

cleavage of the C‐C bond of an amino acid (tryptophan in the case of NosL, tyrosine for ThiH 

and HydG), leading to the formation of either dehydroglycine or a glycyl radical, which is used in 

the subsequent reactions [307] (Figure 69). 
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Figure 69 Proposed mechanism for NosL. 

Following hydrogen abstraction from the amino group of tryptophan 107, catalysed by DOA•, the 

scission of C‐C bond generates a 3‐methyl‐indole radical 109 and DHG 25. The addition of 25 to 

109 leads to the formation of the intermediary radical 111, that leads to a second scission, with 

the release of a cyano radical 114, and formation of 112 which isomerises into the final product 3‐

methyl‐2‐indolic acid 113. Adapted from Bhandari et al. [578].  

 

Unlike HydG, however, after cleavage of the amino acid substrate, neither of the fragments leaves 

the active site in NosL. The indole radical is thus formed by tryptophan cleavage and 

recombination of the methyl indole radical with dehydroglycine, leading to the formation of the 

product 3‐methyl‐2‐indolic acid [307, 321]. A closer comparison of the TIM barrel tunnel reveals 

the structural basis behind the differentiation of the two mechanisms. 

Four residues: Phe86, Tyr173, Asn246 and Val319 (SaNosL numbering) in NosL show an 

interesting structural contrast to their HydG equivalents: Phe81, Asn167, Gly232 and Ile309 in 

HydG (TiHydG numbering) (Figure 70). In HydG, as previously discussed, the tunnel permits access 

between the RSAM and the auxiliary active sites(Figure 70 B); in contrast the NosL ‘tunnel’ is 

completely sealed by bulkier residues (Figure 70 C), preventing the escape of intermediates 

formed in the RSAM active site towards the C‐terminus. The closure of the tunnel guarantees DHG 

is in position for the subsequent rearrangement steps. 
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Figure 70 Structural comparison between the internal TIM barrel of TiHydG and SaNosL along 

the TIM barrel axis. 

A: Visualization axis. B: Open tunnel conformation of HydG, showing enough space between the 

residues for DHG to pass, moving towards the auxiliary cluster. C: Closed tunnel conformation of 

NosL, where the side chains of Phe86 and Tyr173 interact closing any passage toward the C‐

terminus. TiHydG PDBID: (4WCX and SaNosL PDBID: 4RR3. 

 

With both structure and initial mechanism being potentially conserved across the amino acid 

lyase sub‐group of RSAM enzymes, the crystal structure of NosL provides invaluable information 

regarding the positioning of the amino acid substrate [321]. 

The active site (Figure 71) clearly defines the interactions present in NosL, and many of the same 

residues can be seen conserved in HydG, strongly supporting an analogous placement of the 

substrate and the same radical abstraction mechanism through the amino group [321, 578]. 



Chapter 2 

123 

 

Figure 71 TmNosL active site. 

Substrate tryptophan is shown in green, SAM in blue, [4Fe‐4S]RSAM in orange and yellow and 

interacting residues are shown as sticks coloured by their origin in the structure (red: partial TIM 

barrel fold; orange: C‐terminus). Respective residues in HydG are shown as lines (green: partial 

TIM barrel fold; blue: C‐terminus). Phe86, Pro88, Tyr90, Phe202, Arg323 and Phe364 all have 

exact correspondents in HydG (Phe81, Pro83, Tyr85, Phe192, Arg313 and Phe355). Three residues 

are not conserved across both structures, Leu 140 (Glu133 in TiHydG), Thr321 (Ser311 in TiHydG) 

Pro344 (Thr336 in TiHydG), owing perhaps to the different nature of the substrate. TiHydG PDBID: 

4WCX and SaNosL structure PDBID:4R33. 

 

2.8.2 HydE 

The maturases HydG and HydE are both members of the RSAM superfamily of enzymes, both 

contain an additional auxiliary cluster and are necessary for H‐cluster biosynthesis. They share 

approximately a 26% sequence homology (Figure 72) and various structural similarities seem to 

be present (Figure 72 and Figure 73), with the superposition of both enzymes giving and RMSD of 

5.10 Å.  
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Despite not being formally considered an amino acid lyase, HydE possesses a higher degree of 

similarity with HydG than NosL. The fact that two very similar enzymes are present within the 

same complex mechanism of co‐factor assembly is remarkable. These similarities have led 

McGlynn and colleagues [579] to propose that both HydG and HydE arise from a recent common 

ancestor. 

 

Figure 72 Sequence alignment between TiHydG and TmHydE. 

Sequence is colour coded, with high conservation shown in darker blue and no conservation in 

white. The cysteine motif that binds the [4Fe‐4S]RS cluster are shown in yellow and cysteines that 

bind the auxiliary cluster are shown in green (TiHydG) or red (TmHydE). Secondary structures of 

both enzymes shown as cylinders (‐helix) or arrows (‐strand), and colour coded as follows: pink, 

N‐terminus; green, RSAM conserved fold; blue, C‐terminus. Alignment results obtained from 

ClustalOmega [575] and visualized using JalView. Gene UNIPROTID: D3T7F1 (TiHydG) and Q9X0Z6 

(TmNosL). 

 

The N‐termini of these enzymes share high structural similarity (RMSD= 4.4 Å) being formed solely 

by α‐helices (Figure 73 B), with one additional ‐helix being present in HydG to extend the N‐

terminal region at the beginning of the peptide (Figure 73 A). The core partial TIM barrel fold, 

highly conserved across the RSAM family, shows,  as in the comparison with NosL, a modest 

degree of similarity between the two enzymes (RMSD= 5.3 Å), with cluster and SAM molecules 

being positioned in a highly conserved manner (Figure 73 A). As with NosL (section 3.4.2.7.1) only 

the additional α‐helix after 4 can be seen in HydE, an additional secondary feature that the 

amino acid lyase sub‐family of enzymes seem to share (Figure 73 A, red arrow). The small α‐helix 

following 6 is also absent in NosL and seems specific towards HydG (Figure 73 A, green arrow). 
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The TIM barrel, made complete by the C‐terminal extension in each enzyme, creates a tunnel 

starting from the RSAM active site through the entirety of the structure, approximately down the 

axis of the TIM barrel. Volume calculations for the available pockets in the protein, using a 1.0 Å 

probe with CastP [580], reveal a pocket of 822 Å3 for HydE (previously reported as 991 Å3  [297]) 

and a pocket of 1033 Å3 in the case of HydG (see section 2.7.5, Figure 61). The increased size of 

the pocket arises from the C‐terminus extension HydG possesses. 

It is in the C‐terminal region that the more significant differences can be observed between the 

structures of HydG and HydE (RMSD= 6.6 Å). There is an initial similarity between both structures 

arising from the two‐strands and ‐helices that complete the full TIM barrel present in both 

enzymes. For example, the disordered loop discussed in section 2.7.2 is also present in HydE, and 

has also been implicated in allowing the substrate enter the active site [297]. However, the 

auxiliary cluster of HydE, present in its [2Fe‐2S] state in the available structures [297] (despite 

spectroscopic its studies hinting at a [4Fe‐4S] cluster [80]), is coordinated by cysteines arising from 

8 of the TIM barrel and preceding loop (Figure 73 C, orange arrow). It should be noted that very 

little structural elements can be found following this cluster coordinating ‐helix in HydE. In sharp 

contrast with the structure of HydE, in HydG the position of the three auxiliary cluster‐

coordinating cysteines are found in ‐helices 9 and 10 (Figure 73 C, blue arrow), part of a larger 5 

‐helices extension absent in HydE.  

These changes lead to an incredible spatial variation in the auxiliary cluster positioning, with the 

[5Fe‐5S] cluster of HydG being positioned directly below the TIM‐barrel tunnel, whilst both 

clusters in HydE are, despite their separation of 20 Å, still located within the same single active 

site. Additionally, the presence of the auxiliary cluster in TiHydG is highly conserved within all 

members of the HydG enzymes and its absence directly affects the enzyme’s native activity [311]. 

No direct correlation between the presence of HydE’s auxiliary cluster and activity could be found 

[297] with HydE from some organisms not even containing the three cysteines necessary for 

cluster coordination, indicating a strict requirement for the presence solely of the RSAM cluster 

[581]. 
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Figure 73 Structural comparison between TiHydG and TmHydE. 

A: Partial TIM barrel comparison. HydG is shown in green and HydE in red. The location of the 

[4Fe‐4S] cluster and SAM is well conserved, while the auxiliary [4Fe‐4S] are in very different 

spatial locations. B: N‐terminus comparison, with HydG’s being shown in pink and HydE in brown. 

C: C‐terminus comparison, with HydG’s being shown in blue and HydE in orange. In the C‐

terminus, where the auxiliary clusters are found, there are little similarities between the proteins. 

TiHydG PDBID: 4WCX and TmHydE PDBID: 3IIZ. 
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Neither of the available structures of HydE shows the presence of the substrate, despite an 

extensive co‐crystallization library experiment with various small molecules [581]. The structure 

does show, however, the presence of several chloride ions near highly conserved residues in two 

potential active sites. The first of these sites showed two disordered chloride ions near Arg159, 

Tyr306 and a PATTA HydE conserved motif; while the second active site, located at the opposite 

end of TIM barrel in relation to the RSAM site, showed another chloride ion unusually bound to 

Thr134, with Arg54 and Arg155 compensating for the negative charge of the ion. Interestingly, 

despite the residues not being conserved in relation to HydG, the position of the first putative 

active site in HydE is shared with NosL and potentially HydG as well (Figure 74). 

 

Figure 74 Putative active site for TmHydE. 

The structure of HydE is shown as a semi‐transparent cartoon. The highly conserved Arg159, 

Tyr306 and 266PATTA motif, together with chloride ions are shown in red. The SAM cluster, 

conserved in all RSAM enzymes is shown in orange and yellow, together with SAM in blue. 

Tryptophan from NosL is shown in green, located fairly near the active site formed by the 

conserved residues and where the chloride ions are located. TmHydE structure PDBID:3IIX [297]; 

SaNosL structure PDBID:4R33 [321]. 
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2.9 Co‐Crystallization Studies of TiHydG With L‐Tyrosine 

The initial commercial broad screens (Section 2.5) provided no crystals of the HydG:tyrosine 

complex, despite co‐crystallization attempts in the presence of L‐tyrosine. It has to be noted that 

L‐tyrosine shows very low solubility at the biological pH range (5.5‐9.0) [582] where the HydG 

protein is stable, severely limiting the final concentration of substrate possible for crystallography 

studies. The highest concentration stock solution possible was 20.0 mM, leading to only 3.0 mM 

being present in the crystallization mixture.  

As the value of KM for tyrosine, calculated in studies with CaHydG, was shown to be relatively high 

(KMTyr = 278.9 ± 3.4 mM) [311], the binding of the substrate to the protein is not very efficient. A 

substrate concentration of 10 x KM is often used in enzymatic studies as a saturating condition 

(90% of enzyme molecules are substrate bound) [583], and has similar applications in 

crystallography studies, as it increases the chances of the formation of an enzyme:substrate 

complex. The concentration of 3.0 mM of L‐tyrosine is slightly above the 10x KM value, but no 

crystals with the HydG:tyrosine complex were obtained, perhaps due to the thermophilic nature 

of TiHydG showing even less affinity for the substrate when compared with CaHydG (see section 

2.4). 

Different modifications to the crystallization method were attempted to increase the 

concentration of tyrosine. The addition of methanol or 2‐propanol to improve the solubility of the 

compound did not vary significantly the final concentration of the stock solution and completely 

inhibited crystal formation. Additionally, despite an increased solubility of tyrosine in the organic 

solvent DMSO, the addition of the DMSO:tyrosine mix into a buffered aqueous solution led to the 

immediate precipitation of L‐tyrosine, making this solution unsuitable for crystallization 

experiments. 

 

2.9.1 Attempts to Obtain TiHydG:Tyrosine Co‐Crystals by Increasing TiHydG Concentration 

As a means of overcoming the concentration restriction for the substrate, whilst keeping the 

crystallization conditions the same (Method 9.8), TiHydG stock solution was concentrated to 3 

mM, allowing for the tyrosine in the drop to be raised from 3 mM up to 9 mM, whilst maintaining 

the same final concentration of protein. Using the Hampton PEG RX commercial screen, a novel 

condition showed formation of crystals after 4‐week incubation, in the presence of 6 mM L‐

tyrosine. 
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Figure 75 Co‐crystallization of TiHydG with 6 mM tyrosine 

Crystals formed in the presence of 6 mM L‐tyrosine in condition C2 of Hampton PEGRx HT 

commercial screen (0.1 M Imidazole, pH 7.0; 20% Jeffamine® ED‐2001, pH 7.0). 

 

The crystals were flash frozen in liquid N2, in the absence of any external cryoprotectants and 

tested in Diamond Light Source facilities, beamline I03, at a constant temperature of 100 K and 

the high energy 0.975 Å wavelength. The complete dataset was processed automatically by X‐ray 

Detector Software (XDS) [554], with data reduction and scaling done automatically using Pointless 

and SCALA [555]. Data collection results are summarized in Appendix A.4. 

Being in possession of a complete structure of the enzyme, even in the absence of substrates, 

greatly simplifies obtaining the structural data, as molecular replacement can be used [557] (see 

section 8.3.2.1). Phaser uses rotation and translation functions to fit the search model in the 

correct orientation into the electron density data. After each rotation/translation functions, the 

log likelihood gain (LLG) is calculated, corresponding to the data which explains the observation 

values with the highest probability. The functions stop when the LLG score can be improved no 

longer. The higher the translation function Z‐score (TF Z‐score), the more likely the solution is to 

be correct, with values of above 5 standard deviations being considered a correct assignment 

[584]. As the crystals arise from the same enzyme (TiHydG), molecular replacement easily finds a 

solution with very high scores, creating a suitable initial model. 

 

 



Chapter 2 

130 

Table 9 Score values for molecular replacement using Phaser. 

 

0.8 mM TiHydG + 

10 mM SAM +  

6 mM L‐tyr 

Hampton PEGRx C2

LL G‐score (best)  4531.052 

TF Z‐score (best)  7.2 

 

The use of molecular replacement allows an initial look into the available structure. Despite this, 

the low resolution data for the sample (3.0 Å) limited the degree to which the structure could be 

refined [585]. Using Polygon from the Phenix software package [559], the data obtained was 

compared with all the structures within the Protein DataBank database with the same resolution, 

as a means to validate the results (Figure 76). All parameters fell well within the average values 

for the already accepted structures, allowing us to confidently use the resulting model and 

respective electron density map to observe whether density for the substrate is present. 

 

Table 10 Refinement statistics for the crystallographic datasets of TiHydG with6.0 mM L‐

tyrosine, following refinement. 

  C2 Hampton PEG Rx HT 

Rwork / Rfree  0.22/0.27 

No. atoms:   

Chain A / Chain B  6894/6600 

Ligand/ion  27/32 

Water  35 
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  C2 Hampton PEG Rx HT 

B‐factors:   

Chain A / Chain B 40.5/29.0 

Ligand/ion  16.8/28.2 

Water  30.2 

R.m.s deviations:   

Bond lengths (Å)  0.006 

Bond angles ()  0.86 

 

 

Figure 76 POLYGON analysis of TiHydG crystal formed in the presence of 6.0 mM L‐tyrosine. 

Comparison of several quality indicators to structures with similar resolution within the PDB 

database. Histograms are coloured based on weighted number of structures with similar 

resolution. 
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Figure 77 Structure of TiHydG grown in the presence of 6 mM L‐tyrosine. 

The mf0‐Dfc electron density difference map is shown ( cutoff=4.0), indicating non‐residue 

density. The map does not reveal any density for any ligand apart from both clusters and SAM in 

monomer B. A: Data from monomer A. B: Data from monomer B. 

 

The structure shows no well resolved density available for L‐tyrosine in either potential active site 

(see section 2.7.5), nor the presence of electron density for the labile iron in the auxiliary cluster. 
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2.9.2 Crystallization With Low Concentration of TiHydG 

Using the opposite principle that guided section 3.9.1, if crystal formation can be reliably obtained 

with lower concentrations of protein, the overall amount of L‐tyrosine introduced in the drops 

can be increased. A seeding experiment was prepared, using condition F1 of Hampton PEGRx HT, 

the only crystallization condition where crystals are obtained with the labile iron present. As 

previously discussed (section 2.5.3), formation of crystals previous micro‐seeding experiments 

were mostly unsuccessful. Lowering the protein and SAM concentration in the drops has led to 

more reliable seeding experiments, as shown in Figure 80. The results show a shower of small 

crystals when the dilution of the seed mother is low and many microscopic crystals are available 

to form nucleation points, and as the dilutions increase, the number of potential crystals decrease 

and can grow larger due to more protein being available for each crystal. 

 

Figure 78 Microseeding experiment with lower concentration of TiHydG 

The seeding stock was diluted by serial dilutions on a 1/10 basis, from A: 1x10‐1 to D: 1x10‐4. The 

number of crystals decreases with the dilution factor, but increase in size. Crystals grown in 

condition F1 from PACT Premier (0.1 M Bis‐Tris propane pH 6.5, 0.2M sodium fluoride, 20% PEG 

3,350). 

 



Chapter 2 

134 

Three different final concentrations of TiHydG were tested to verify what the lowest 

concentration of protein was where crystallization was still observed: 0.29 mM, 0.44 mM and 0.88 

mM TiHydG. Additionally, three concentrations of SAM were also tested, to provide a wide range 

scan of protein:SAM ratio: 0.5 mM; 1.0 mM and 3.0 mM (Method 9.11). As shown in Figure 79, 

lowering the protein concentration to 0.3 mM did not inhibit crystal formation and, when allied 

with a decrease in SAM to 3.0 mM, the crystal formation became significantly more reliable. 

 

Figure 79 Occurrence of crystal formation in lower TiHydG and SAM concentration.  

All crystallization attempts used F1 condition from Hampton PEGRx (0.1 M Bis‐Tris propane pH 

6.5; 0.2 M sodium fluoride; 20% w/v PEG 3350). Percentage of crystal formation calculated by the 

number of wells in a 96‐well plate that showed crystals. A: Changes in crystal formation with 

different HydG concentrations. B: Changes in crystal formation with different SAM concentrations 

and low [TiHydG]. 

 

Having identified the most likely condition for crystal formation with the least amount of protein, 

0.3 mM TiHydG and 3.0 mM SAM, a new set of seeding experiments were carried out, increasing 

L‐tyrosine concentration to 12 mM, forty times the concentration of protein (Method 9.12). The 

introduction of L‐tyrosine in the crystallization system decreased significantly the formation of 

crystals, and only 1/288 macrocrystals formed. Such a significant decrease in the number of 

crystallization events may indicate the formation of an heterogeneous mixture of free protein and 

protein complexed with L‐tyrosine, which may negatively affect the crystallization process [544]. 

Optimization of the conditions is required to improve reliability of the reproduction of these 

results. 
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Figure 80 TiHydG crystal formed in high L‐tyrosine content 

 Crystal formed in the presence of 12 mM L‐tyrosine, 0.3 mM TiHydG and 3.0 mM SAM. Condition 

F1 from the commercial screen Hampton PEGRx HT. 

 

The crystal was flash frozen in liquid N2, in the absence of any external cryoprotectants and tested 

in the European Synchrotron Radiation Facilities (ESRF), beamline BM14U, at a constant 

temperature of 100 K and 1.7396 Å wavelength, for collection of anomalous data. The complete 

dataset was processed by GrenADeS, the automatic pipeline available at ESRF [586].Data 

processing results and refinement are summarized in Appendix A.5. 

The high‐resolution structure of TiHydG  was once again used for molecular replacement and a 

high‐scoring solution was obtained (Table 11). Unfortunately, the electron density maps fail to 

show any density that could be attributed to the substrate (Figure 81), despite SAM being present 

in both monomers. The presence of SAM in monomer A may have arisen from a higher effective 

concentration of the co‐substrate comparing with the amount of protein used for crystallization. 

Interestingly, the density of the auxiliary cluster seems to have the labile iron absent, despite the 

crystal being formed in condition F1 (Table 5) which reliably crystallizes TiHydG showing the 

complete [5Fe5S]Aux cluster. The absence of the labile iron can possibly be attributed to either 

changes in protein concentration when setting up the crystallization condition (which are much 

less saturating and the labile iron may have been released onto solution), or to the excess of L‐

tyrosine causing a pH shift in the drop which reduces the instability of the labile iron in its native 

position. The latter could also explain why a single crystal was formed in this crystallization 

experiment. 
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Table 11 Score values for molecular replacement using Phaser. 

  Hampton PEGRx F1

LL G‐score (best) 9367.654 

TF Z‐score (best)  8.0 
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Figure 81 Structural information obtained for the low concentration crystal of TiHydG (0.3 mM), 

grown with 3.0 mM SAM and 12.0 mM L‐tyrosine. 

The mf0‐Dfc electron density difference map is shown (=2.0), indicating non‐residue density. The 

electron density corresponding to both clusters together with SAM in both monomer A (magenta) 

as well as in monomer B (lilac), with no additional density observable indicative of any other 

ligands apart from some water molecules. A: Monomer A. B: Monomer B. 

 

2.10 EPR Analysis 

Electron paramagnetic resonance (EPR) is a commonly used technique to probe the nature of Fe‐S 

clusters [73], as only paramagnetic species are EPR active and variations in g‐values can be 

indicative of different forms present. To provide further experimental evidence for the existence 

of the [5Fe‐5S] auxiliary cluster in HydG, collaborative work was initiated with Dr. Daniel Suess 

from Prof. David Britt’s group in UC Davis (CA, USA). The signal of the [5Fe‐5S] cluster was 

observed. This group prepared, characterized and analysed the EPR spectra of samples of HydG 

from Solfalobus solfataricus (So), validating the results obtained in the structure. 

In the presence of a reducing agent, SoHydG displayed two distinct signals, one corresponding to 

the SAM‐bound [4Fe‐4S] cluster S=1/2 system with g = [2.01; 1.88; 1.85], as had been previously 

reported [311, 314]; and a new signal with S=5/2 and g = [9.5; 4.7; 4.1; 3.7]. This spin system is the 



Chapter 2 

138 

proposed result of the ferromagnetic coupling between an S=1/2 [4Fe‐4S]+ cluster and an S=2 Fe2+ 

centre, which was confirmed by spectral simulation [587]. Additionally, as iron lability is proposed 

to be a key feature of the maturation process [296], loss of the iron should translate into a change 

from S= 5/2 [5Fe‐5S] cluster into S =1/2 [4Fe‐4S] cluster. The addition of K13CN into a reduced 

HydG sample with SAM results into two S= 1/2 EPR signals, g= [2.09; 1.94; 1.93] and [2.06; 1.95; 

1.93] and, as expected, a loss of the S= 5/2 signal.  

 

Figure 82 EPR spectroscopic studies of SoHydG. 

X‐band EPR spectra of So HydG recorded under the following conditions: 9.38 GHz, 10 K, and A: 

5.00 or B: 0.126 mW. In both A and B the top spectra represents dithionite‐reduced HydG in the 

presence of 3 mM SAM; middle spectra represents dithionite‐reduced HydG in the presence of 3 

mM SAM and 20 mM K13CN and. bottom spectra represents dithionite‐reduced HydG after 

desalting three times with buffer containing 3 mM SAM, 15 mM K13CN, and 10 mM dithionite. Red 

trace is the simulation of the S = 5/ 2 species 108 assigned to the [5Fe‐5S] cluster with D =+ 4.5 cm 

− 1 and E / D = 0.255, whose model is shown in C. Blue traces are the simulations of the species 

assigned to a 13CN‐bound [4Fe‐ 4S] cluster 109 with g = [2.09, 1.94, 1.93] and σ = (0.03, 0.02, 

0.04), whose model is shown in C. 
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2.11 Mechanistic Update 

From the structural information obtained, a significant leap in understanding the mechanism of 

action of HydG was achieved. Assuming the placement of L‐tyrosine near the SAM binding site 

occurs in vivo, SAM‐derived 5′‐deoxyadenosyl radical abstracts an α‐amino hydrogen atom [321], 

followed by the predicted homolysis of L‐tyrosine C‐C bond to yield 4‐oxidobenzyl radical anion 

and DHG [314]. The hydrophobic nature of the active site may help to exclude water, protecting 

DHG from hydrolysis and allowing the molecule to proceed unmodified to the second half of the 

reaction.  

The idea that the first half of the reaction (L‐tyrosine cleavage) is independent from the second 

half (CO/CN formation), had been previously hinted at by activity assays of a C‐terminal deleted 

HydG from Clostridium acetobutylicum which was shown to still cleave L‐tyrosine, to yield p‐cresol 

[311, 312]. The structural data shows the means of division of the half‐reactions into two active 

sites each with its cluster. Separating them is the tunnel formed by the full TIM Barrel, which 

shows only water molecules in the structures, but which the modelling studies show a DHG 

molecule could be allowed to pass unobstructed. The structure of the [5Fe‐5S] auxiliary cluster 

places the labile iron in a unique position to bind DHG that is able to pass through the tunnel 

Ligand coordination shows an octahedral geometry in the structure, which may well replicate the 

in vivo binding of two DHG. The labile iron also opens up possibilities regarding cleavage of DHG, 

explaining how two electron requirements for breaking the organic bond can be surpassed, with 

one electron arising from the labile iron and the second from the [4Fe‐4S]2+ cluster. 
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Figure 83 Proposed mechanism of action of HydG, divided onto two cycles. 

The RSAM cluster cycle is responsible for the radical hydrogen abstraction of the amino group of tyrosine 18, leading to its heterolytic cleavage. The subsequent product 

of this reaction, dehydroglycine (DHG), 25, becomes the substrate of the auxiliary cluster cycle, binding to the labile iron. The precise mechanism for DHG cleavage is yet 

unknown, but two DHG may be necessary to bind in order to obtain the Fe(CO)2(CN) 25 species reported by Kuchenreuther et al. [296]. 
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2.12 Conclusions 

From an initial set of three HydG enzymes from different thermophilic organisms, only two were 

expressed and purified in a suitable manner for crystallization trials. Enzymes from Thermotoga 

lettingae and Thermoanaerobacter italicus showed expression levels upwards of 100 mg per 5L 

culture. The UV‐vis spectroscopic data indicates two [4Fe‐4S] clusters present in the protein 

following chemical reconstitution, with additional iron being present, quantified at 10 molecules 

of iron per protein molecule. End‐point activity analysis confirmed the correct reconstitution and 

folding of the proteins, with values of tyrosine and SAM cleavage similar to the previously 

reported. 

Commercial crystallization broad screens identified several conditions for the crystallization of 

HydG from one of the organisms (Thermoanaerobacter italicus), with the light‐brown crystals 

being tested at the Diamond Light Source synchrotron facilities to obtain high resolution 

structural data. Replication of the crystals using both the commercial conditions as well as in 

house replicated conditions is possible, but highly unreliable. 

A structural model for the protein was created using the iron anomalous data to initiate a de novo 

assembly of the molecule. The radical SAM core fold is, as expected, present in HydG, together 

with 2 /secondary structures arising from C‐terminus which complete the enzyme core into a 

full TIM barrel. Together with the RSAM [4Fe‐4S] cluster, an auxiliary cubane cluster is also 

present in the structure, both being separated by a 25 Å tunnel formed from the TIM barrel 

interior. The auxiliary cluster, coordinated by three cysteines, shows a unique composition as the 

unique iron has a 2 sulfide bridging to an additional iron, termed labile iron due to its low 

occupancy in the structure, which is hexacoordinated in a octahedral‐like geometry to His265 and 

the aforementioned sulfide in the principal axis, and to two water molecules and one free amino 

acid residue in the plane. The nature of the free amino acid ligand could not be fully determined, 

but it’s likely to be methionine arising from SAM degradation, an event visible in one monomer of 

the structure. 

Despite extensive attempts to co‐crystallize the protein in the presence of the substrate L‐

tyrosine, the relatively low concentration of substrate achievable, even following optimization of 

the crystallization conditions, may be the main deterrent responsible for the lack of structural 

information obtained regarding its binding site location. The available structure does not fully 

disprove the proposed positioning of L‐tyrosine bound to the auxiliary cluster [296], however the 

conservation of the substrate near the RSAM cluster in all enzymes of the RSAM superfamily, and 



Chapter 2 

143 

in particular the structural information available for another amino acid lyase, NosL [321], strongly 

suggests L‐tyrosine binds to an available site beneath SAM. Further optimisation of crystallization 

conditions in the presence of L‐tyrosine may provide the definitive answer to its binding. 

The cleavage of L‐tyrosine in the RSAM active site would mean that the product DHG would have 

to transverse 13 Å towards the labile iron. A central hydrophobic region in the centre of the TIM 

barrel tunnel has led to the proposal of DHG traversing in its neutral state, although both edges of 

the tunnel seem to have charged residues, which could initiate an electromotive force if DHG was 

charged. Mutagenesis studies in Glu133, Arg129 and Arg165 could provide support for the latter 

proposal, bearing in mind the C‐terminus arginines are positioned near the auxiliary cluster and 

could be necessary for the formation of CO/‐CN from DHG. 

Another important consideration lies in the necessary dimerization with HydF for product 

transfer. It seems sensible to assume such dimerization occurs in the C‐terminus in regards to 

HydG, where the auxiliary cluster, with products bound, is located. An early estimate of the 

binding location for HydF was proposed based on the differences in the disorder levels in a 

uniquely positioned ‐helix when the labile iron is present or absent. Mutagenesis in the residues 

of that ‐helix could have profound consequences downstream in the activation of the 

hydrogenase, if the proposal is true, while co‐crystallization of the HydG:HydF complex could 

provide a broader picture of the different stages of the maturation process. 
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Chapter 3:  Site Directed Mutagenesis of TiHydG 

3.1 Introduction 

While knowledge of the three‐dimensional structure of the protein can provide clues regarding its 

mechanism, mutagenesis is a powerful tool that allows the mechanistic hypothesis to be tested, 

with many examples of such studies having been carried out in RSAM enzymes [22, 178, 179, 

588]. 

Using the polymerase chain reaction method to introduce specific mutations in the gene is a well‐

established technique first introduced in the 1980’s [589, 590]. It has been used efficiently in 

RSAM enzymes to investigate the presence of [4Fe‐4S] clusters by changing the coordinating 

cysteines to serines/alanines [83, 104‐118]. Creating these mutants, unable to coordinate the 

[4Fe‐4S]RS, is of particular relevance if the protein is thought to possess additional clusters, as it 

means the non‐RSAM clusters can be more readily identified by the remaining iron content of the 

protein and analysis of UV and/or EPR spectra [37, 38, 118, 171, 176, 177, 186, 591]. 

In HydG, the relevance of the auxiliary cluster for activity was probed by use of site directed 

mutagenesis, changing the coordinating cysteines to serines, as well as complete removal of the 

C‐terminus by the introduction of a stop codon prior to an 88 amino acid extension which was 

absent in ThiH [311, 312]. The observed changes in activity [311, 312], as well as EPR spectra[311], 

provided strong support of the conserved RSAM cluster being responsible for tyrosine cleavage by 

a radical abstraction mechanism [312]. 

The formation of the diatomic ligands from dehydroglycine seems to be, at least in part, related to 

the auxiliary cluster, with carbon monoxide formation being abolished in the mutants. However, 

the detection of cyanide in the absence of the auxiliary cluster through cysteine to serine 

mutations [311, 312], but not in the absence of the C‐terminus [311], led to two conflicting 

mechanisms being presented (section 1.2.2.3.2). 

The first, in agreement with the mutagenesis results, predicts an enzymatic elimination 

mechanism, where two hydrogen abstractions leads to formation of free cyanide and formic acid, 

the latter of which binds to the auxiliary cluster for the elimination of water to occur, and leading 

to an auxiliary cluster with CO bound and a free cyanide molecule [317] (section 1.2.2.3.2, Figure 

18). 
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New studies have however have come to question this proposal, in particular the formation of a 

free cyanide, with the spectroscopic characterisation of a Fe(CO)2CN synthon [296] (section 

1.2.2.3.2, Figure 19). An alternative pathway was put forward, where in which the auxiliary cluster 

is responsible for the formation of both diatomic products. 

This new ‘Fe(CO)2CN synthon’ hypothesis shows the distinct advantage of be easily extended to 

include transfer of both diatomic ligands into the scaffold enzyme HydF, in particular if one 

considers the unique position of the labile iron as an integral player in that transfer step. Testing 

the necessity of the labile iron in the activity of the enzyme may provide evidence for or against a 

mechanism involving synthon transfer. As such, the single residue coordination of the labile iron 

was targeted for mutagenesis studies. 

The unique coordination of the labile iron to a single residue of the protein makes His265 a 

remarkable target for mutagenesis. Sequence alignment studies reveal this residue is highly 

conserved in all HydG sequences, but absent in related amino acid lyase enzymes (ThiH and CofH, 

Figure 84 C), which may indicate a potential role of the residue in the HydG‐specific DHG cleavage 

reaction. 

Altering the labile iron coordination goes one step further in the modification of the auxiliary 

cluster coordination [312], as the three coordinating cysteines are still in place for the cubane 

[4Fe‐4S] cluster to be intact, minimizing the alterations to the C‐terminus of the enzyme. If the 

mechanism of diatomic product formation is truly independent of the auxiliary cluster, changes to 

His265 could result to near WT‐levels of cyanide formation. Alternatively, if the mechanism of 

diatomic formation is common for both CO/‐CN and dependent on the [5Fe‐5S]Aux cluster (section 

2.11), alteration of the labile iron coordination could lead to the abolishment of diatomic ligand 

formation. 
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Figure 84 Conservation of the labile iron coordinating histidine, and potential target for 

mutagenesis. 

A: TiHydG model of auxiliary cluster, with anomalous density map (cutoff 5.0 sigma). B: Structure 

of histidine122, alanine 123 and glutamic acid 124. Number of atoms from the alpha carbon to 

the atom that can coordinate the iron are shown in green. Average distances between C and the 

potential iron‐coordinating atom are shown in red. C: Sequence alignment of aromatic amino acid 

lyases encompassing His265 (TiHydG numbering), in purple. The amino acid is conserved in all 

HydG’s but absent in ThiH, NosL and CofH enzymes. Thermoanaerobacter italicus HydG, UniProt 

accession code D3T7F1; Shewanella oneidensis HydG, Q8EAH9; Clostridium acetobutylicum HydG, 

F7ZVC7 ; Escherichia coli ThiH, P30140; Salmonella typhimurium ThiH, Q9S498; Streptomyces 

actuosus NosL, C6FX5; Nocardia sp. ATCC 202099 NocL, E5DUI3 ; Methanocaldococcus jannaschii 

CofH, Q58826 and Candidatus Nitrosoarchaeum limnia BG20 CofH , S2E5F8. Sequences were 

aligned with Multalin [592] and the figure was prepared with Jalview [593]. 

 

To test this hypothesis, two mutants were designed, in which His265 was changed into either an 

alanine 123 or a glutamic acid 124. The alanine mutant should completely abolish the 

proteinacious coordination of the labile iron, potentially leading to an impaired activity due to 

either removal of the labile iron, or to a repositioning of the iron away from its substrate capture 

point. Glutamic acid was chosen as a second mutant as it can potentially place a coordinating 

oxygen atom at the same distance as a histidine nitrogen donor, possibly leading to an active 

enzyme. 
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3.2 TiHydG His265 Mutagenesis by PCR 

Primer extension PCR [594] (Method 9.14) was used to introduce the desired mutations in the 

sequence that encodes HydG. Two primers A and D are complementary to each of the ends of the 

protein gene, and can be used to insert any mutation. Two additional primers, B and C, are 

complementary to each other and partially complementary to the location where the mutation is 

to occur, losing that complementarity in the position where the mutation is to be inserted. 

 

Figure 85 Primer extension PCR. 

Insertion of target mutagenesis by using two pairs of primers. A and D are primers which are 

completely complementary to each end of the target gene, while B and C are the mutation 

specific pairs with complementary ends. 

 

Two sets of PCR occur, the first one creating fragments that go from each end of the gene to the 

mutagenesis site (AB and CD in Figure 85), while the second PCR is accomplished using the 

resulting fragments from the first PCR as the template and the conserved primers A and B as the 

extension primers to yield the final product. 

The initial amplification gave rise to two DNA fragments of 853 bp (AB) and 615 bp (CD). They 

were mixed in a 1:1 ratio as templates for the second PCR amplification, to unite each fragment 

and amplify the full sequence of TiHydG, now with the mutation inserted. The constructs were 

confirmed by sequencing, using the MRC PPU DNA sequencing services of the University of 

Dundee. 
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The mutated TiHydG genes were inserted into pRD003 vector (section 2.3.1, Figure 34), using the 

NcoI/XhoI site to remove the wild type TiHydG gene present there. The newly constructed 

plasmids pCD003 (alanine mutant) and pCD004 (glutamic acid mutant) were transformed into 

competent E.coli BL21 (DE3) cells (Method 9.4.3) for use in protein expression studies. 

 

Figure 86 PCR fragment amplification for the creation of TiHydG mutants. 

A: 1st PCR amplification with primer extension PCR: 1;7 –DNA molecular weight marker. 2 – AB 

amplification for TiHydG His265Glu, with expected 853 bp band present. 3 – CD amplification for 

TiHydG His265Glu, with expected 615 bp band present. 4 – AB amplification for TiHydG His265Ala, 

with expected 853 bp band present. 5 – CD amplification for TiHydG His265Ala, with expected 615 

bp band present. Reactions done in duplicate. 
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B: The products of the 1st PCR amplification were used for 2nd PCR amplification of the primer 

extension PCR: 1;4 ‐ DNA molecular weight marker. 2, 3 – TiHydG His265Glu. Several non‐specific 

amplification bands are observed, together with the correct band at 1445 bp. 5;6 – TiHydG 

His265Ala. A faint band of the correct size is observed in lane 5. Second amplification failed (6), 

and no bands observed. C: Sequencing analysis for both constructs. The use of a reverse primer 

leads to the sequence presented being the reverse complement of the 5’3’ sequence. For both 

alanine (green) and glutamic acid (blue) the reverse complement sequence is shown (5’R3’R). 

 

3.3 TiHydG His265 Mutant Expression and Purification 

The recombinant expression of each of the TiPurification of both TiHydG mutants routinely 

showed the presence of the same impurities present in the purification of the WT enzyme. The 

estimation of the impurity levels by ImageJ still reveals over 80% purity in TiHydG His265Glu 

purification. In contrast, the calculated purity levels in the case of TiHydG His265Ala are of only 

50%, a consequence of the lower yield of the protein of interest (Table 12). In that regard, TiHydG 

His265Ala more closely resembles TmHydG. 

Following the buffer exchange step, the iron sulfur clusters were chemically reconstituted by 

adding 10 molar equivalents of FeCl3 and Na2S. While the results observed for the His265Glu 

mutant were similar to those previously recorded for the WT enzyme (section 2.3.3), the addition 

of FeCl3/Na2S to TiHydG His265Ala led to the sample quickly becoming very dark, likely to be the 

result of the accumulation of precipitation and colloidal iron sulfide. This event suggested the 

alanine mutant was not able to coordinate such an extensive amount of iron and sulfide as the 

wild type protein. Any attempts to extend the period of incubation and/or to slow the addition of 

the reconstitution constituents, allowing a more extensive incorporation of iron and sulfide did 

nothing to prevent the formation of insoluble Fe‐S aggregates which, when pelleted by 

centrifugation, left close to no enzyme present in the supernatant. To prevent the extensive 

precipitation of TiHydG His265Ala, this mutant was reconstituted using half the molar equivalents 

(5 M eq.) of FeCl3 and Na2S, levels, which was observed to increase the stability of the protein 

(Method 9.6.2). 

After the gel filtration purification step, the overall purity of both mutant enzymes improved 

significantly, albeit the overall yield of TiHydG His265Ala suffered a significant decrease, with an 

increased amount of protein lost during the reconstitution step. 
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Figure 87 15% SDS‐PAGE gels of samples obtained in the purification steps of TiHydG mutant 

TiHydG His265Glu. 

A: Nickel affinity purification: 1 –Sample of cell lysate; 2 – Insoluble fraction; 3 – Clear lysate 

loaded onto the Ni‐NTA column; 4 – Sample from the wash peak. 5 ‐ Protein molecular weight 

markers; 6‐11 – Samples collected at 60% Buffer B, corresponding to the desired protein at 55 

kDa. B: Buffer exchange and size exclusion chromatographies: 1‐4 – Fractions buffer exchanged 

into Buffer C; 5 – Protein molecular weight markers; 6‐8 – [Fe‐S] excess and protein aggregate; 9‐

11 – Soluble TiHydG His265Glu, with the correct 55 kDa size.  



Chapter 3 

152 

 

Figure 88 15% SDS‐PAGE gels of samples obtained in the purification steps of TiHydG mutant 

TiHydG His265Ala. 

A: Nickel affinity purification:  1 –Sample of cell lysate; 2 – Insoluble fraction; 3 – Clear lysate 

loaded onto the Ni‐NTA column; 4 – Sample from the wash peak. 5 ‐ Protein molecular weight 

markers; 6‐12 – Samples collected at 60% Buffer B, corresponding to the desired protein at 55 

kDa. B: Buffer exchange and size exclusion chromatographies: 1‐3 – Fractions buffer exchanged 

into Buffer C; 4 – Protein molecular weight markers; 5‐7 – [Fe‐S] excess and protein aggregate; 8‐9 

– Soluble TiHydG His265Ala, with the correct 55 kDa size. 
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The Bradford estimation (Method 9.5.5) (Table 12) of the protein yield reflects how much more 

unstable TiHydG His265Ala is when compared with the other two enzymes, possibly owing to the 

fact that it cannot fully create the auxiliary [5Fe‐5S] auxiliary cluster. It is during the second 

reconstitution step that the yield of TiHydG His265Ala suffers a significant dip, even when milder 

conditions were used (3.5 molar equivalents of FeCl3 and Na2S instead of the usual 5 molar 

equivalents). 

 

3.3.1 UV‐Vis Characterization and Iron Content Analysis of TiHydG Mutants 

The UV‐vis analysis of the two mutants shows a clear distinction between TiHydG His265Glu 

([TiHydG His265Glu]= 23.8 M, 410= 34,000 cm‐1 M‐1), closely resembling the TiHydG WT enzyme 

(section 2.3.3), which contrasts with TiHydG His265Ala ([TiHydG His265Ala]= 15.7 M, 410= 

22,300 cm‐1 M‐1) (Figure 89). The spectra of TiHydG His265Ala shows a much less prominent peak 

at 410 nm and the dramatic changes in the [4Fe‐4S] characteristic spectra may indicate that the 

His to Ala mutation can affect the stability of the entire cubane auxiliary cluster and not solely the 

labile iron. Iron quantification provides additional support to the notion that the TiHydG 

His265Ala possesses a significantly impaired auxiliary cluster, with the iron content being 

calculated at approximately 3.3 ± 1.5 irons per protein. 

 

Table 12 Protein yields and iron quantification from TiHydG His265Glu and TiHydG His265Ala. 

Protein 

Total 

protein 

Ni‐NTA 

(mg) 

Iron content 

before 1st 

reconstitution 

(molar 

equivalents) 

Iron content 

after 1st 

reconstitution 

(molar 

equivalents) 

Total 

Protein 

gel 

filtration 

(mg) 

Iron content 

before 2nd 

reconstitution 

(molar 

equivalents) 

Iron content 

after 2nd 

reconstitution

(molar 

equivalents) 

TiHydG 

H265E 
210  6.44 ± 1.8  14.55 ± 5.8  182  5.60 ± 1.6  12.11 ± 2.4 

TiHydG 

H265A 
85  0.75 ± 3.0  3.19 ± 1.0  22  2.04 ± 0.2  3.33 ± 1.5 
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Figure 89 UV spectra of TiHydG mutants together with the calculated 410/280 values. 

A: UV‐Vis spectra obtained with samples of TiHydG His265Ala mutant, before chemical 

reconstitution (red, 12.0 M) and after the final chemical reconstitution (green, 15.7 M). B: UV‐

vis spectra of the TiHydG His265Glu mutant before any chemical reconstitution (25.3 M) and 

after the final chemical reconstitution (23.8 M). 

 

3.3.2 TiHydG His265 Mutant EPR Characterization 

Extending our collaborative effort with Prof. David Britt’s group at UCDavis (CA, USA) has revealed 

initial EPR data concerning both mutants. TiHydG His265Glu shows an EPR signal consistent with 

the presence of two [4Fe‐4S] clusters, both the radical SAM and complete auxiliary cluster, as 

seen by the change in the low‐power signal in the presence of DTH and SAM. The high powered 

S=5/2 signal, corresponding to the labile iron, can also be observed in the samples, showing an 

overall EPR spectra very similar to that of SoHydG (see section 2.10). 

The changes in EPR signal for TiHydG His265Ala are much more dramatic, with the sample being 

completely EPR silent (data not shown). It is currently uncertain whether the RSAM conserved 

[4Fe‐4S] cluster signal is absent due to the degradation of the protein during physical transport of 

the samples to the United States, or if it has some mechanistic significance. Some unknown 

structural changes could have occurred to prevent cluster reduction, but so far no proposed 

model for this event could be put forward. Such changes would definitely attribute a central role 

of His265 for the correct folding of the entirety of HydG’s structure. 

The UV spectra and iron quantification show results consistent with the presence of at least one 

[4Fe‐4S]2+ cluster (section 3.3.1), but the oxidative degradation of clusters can give rise to EPR 

silent [2Fe‐2S]2+ clusters in the protein [595]. However, the presence of dithionite in the system 
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would still reduce the two clusters to a paramagnetic [2Fe‐2S]+ observable by EPR [596]. Another 

degradation pathway could lead to the formation of an intermediate [3Fe‐4S]+ cluster, as 

observed in RSAM enzyme PFL‐AE [96], which under strong reducing conditions could give rise to 

the EPR silent [3Fe‐4S]0 state [596]. The loss of the bridging sulfide together with the unique iron 

of the cluster would be necessary to give rise to these results and further studies are needed to 

clarify the lack of EPR signal of TiHydG His265Ala. 

 

Figure 90 EPR spectra of TiHydG His265Glu. 

The low‐power spectra is indicative of the presence of [4Fe‐4S] clusters which, upon addition of 

SAM, increases complexity due to the interaction of SAM with the RSAM conserved cluster. At 

high power, the signal is similar to the S=5/2 proposed to arise from the [5Fe‐5S]Aux cluster (Figure 

82 C). 

 

3.4 TiHydG His265 Mutants’ Activity 

To compare the activity of TiHydG WT, TiHydG His265Glu and TiHydGHis265Ala, each enzyme (50 

M) was incubated with SAM (500 M) and L‐tyrosine (4000) in 50 mM Hepes buffer, pH 7.4 

with 500 mM KCl at 37 ᵒC for 60 minutes after initiating the reaction by addition of dithionite 

(1000 M) (Method 9.7) [311]. An additional set of reactions were prepared in the absence of L‐

tyrosine to account for the uncoupled turnover of SAM [47]. The formation of products was 

quantified by use of DOA, p‐cresol and cyanide standards (standard curves and HPLC traces are 

shown in Appendix A.6).  
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Figure 91 Product quantification of the enzymatic reaction of HydG WT and His mutants. 

Quantification of the formation of DOA, p‐cresol and cyanide by TiHydG WT, TiHydG His265Ala 

and TiHydG His265Glu in the presence of SAM (DOA Ctrl) and SAM + L‐tyrosine. A clear difference 

exists between TiHydG His265Ala and the other two enzymes, with the prior having virtually no 

activity. 

 

Table 13 Quantification of product formation by TiHydG WT and mutants. 

The apparent rate is not a kinetic measurement, but an estimation from the end‐point result after 

1h reaction. Kcat
app was estimated directly from the linear rate. 

Enzyme  Product 

ΔC 

(M) 

Apparent linear 

rate 

(nM s‐1) 

Apparent turnover 

number kcat
app 

(x10‐4 s‐1) 

TiHydG 

WT 

DOA  129.0 ± 1.7  35.8 ± 0.47  7.2 ± 0.1 

p‐cresol  121.2 ± 2.1  33.7 ± 0.58  6.8 ± 0.1 

cyanide  87.2 ± 5.9  24.2 ± 1.64  4.8 ± 0.3 

DOA (uncoupled 

turnover) 
14.3 ± 0.3  4.0 ± 0.1  0.8 ± 0.0(2) 
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Enzyme  Product 

ΔC 

(M) 

Apparent linear 

rate 

(nM s‐1) 

Apparent turnover 

number kcat
app 

(x10‐4 s‐1) 

TiHydG  

His265Ala 

DOA  0.5(3) ± 0.0(5)  0.1(5) ± 0.0(1)  0.0(3) ± 0.0(03) 

p‐cresol  0  0  0 

cyanide  0.3(4) ± 0.2(3)  0.0(9) ± 0.0(6)  0.0(2) ± 0.0(1) 

DOA (uncoupled 

turnover) 
0.35 ± 0.1  0.0(9) ± 0.0(3)  0.0(2) ± 0.0(06) 

TiHydG  

His265Glu 

DOA  173.0 ± 4.2  48.1 ± 1.2  9.6 ± 0.2 

p‐cresol  157.2 ± 4.1  43.7 ± 1.1  8.7 ± 0.2 

cyanide  127.4 ± 11.4  35.4 ± 3.2  7.1 ± 0.6 

DOA (uncoupled 

turnover) 
2.1 ± 0.2  0.6 ± 0.1  0.12 ± 0.0(2) 

 

The rates of reaction for TiHydG are, as expected, quite similar to the previously estimated 

(section 2.4). As had been reported for TmHydG [47], TiHydG WT showed the formation of DOA, 

p‐cresol and cyanide in an approximate 1:1:1 ratio. However, TiHydG seems to show higher 

uncoupled turnover even in the absence of the substrate tyrosine (11% of the catalytic reaction), 

values higher than reported in both CaHydG [47] and ThiH [46]. 

This high value for uncoupled SAM cleavage is unexpected in radical based enzymes under 

biological conditions, where multiple controls exist to reduce unwanted reactivity (see section 

1.1.1.3) [94]. However, the use of a strong reducing agent to initiate the reaction, such as sodium 

dithionite, may cause some uncoupled turnover due to its reducing power being greater than the 

common biological partners (E°Dithionite=‐696 mV measured with AvFlavodoxin) [139]. Some 

additional differences between the results of CaHydG and TiHydG can possibly be explained due 

to the latter being a thermophilic enzyme, which in general show lower activity than their 
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mesophilic counterparts, in particular as the reaction was incubated at relatively low 

temperatures [540‐542]. 

These differences between CaHydG and TiHydG enzymes could also explain why the kcat
app of DOA 

and p‐cresol are much closer to one another in TiHydG, with DOA kcat
app= 7.2 ± 0.1 x10‐4 s‐1 and p‐

cresol kcat
app= 6.8 ± 0.1 x10‐4 s‐1 (Table 13) than in the reactions with CaHydG DOA kcat

app= 23.0 ± 

0.3 x10‐4 s‐1 and p‐cresol kcat
app= 18.0 ± 0.2 x10‐4 s‐1 [47]. These results suggest that unlike the 

reductive uncoupled turnover of SAM, which is higher in TiHydG, the potential futile cycle with 

the formation of a tyrosyl radical (Figure 92) is seemingly less prevalent in HydG from 

Thermoanaerobacter italicus comparing with CaHydG. 

The rate difference between L‐tyrosine cleavage and DHG breakdown is quite significant (Table 

13),  and can arise both due to a small, but non‐zero, formation of glyoxylate, as previously 

reported [47, 311] as well as a non‐complete derivatisation of cyanide. 

 

Figure 92 HydG catalysed L‐tyrosine cleavage, with futile cycle. 

Mechanism of HydG catalysed L‐tyrosine cleavage, with the futile cycle by reduction and 

hydrogen re‐abstraction shown in red. This pathway may occur in the presence of strong reducing 

agents. 
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The alanine mutant, with a presumed impaired Fe coordination (see sections 3.3.1and 3.3.2), 

shows virtually no turnover of substrates, with turnover numbers for the three measured 

products of the reaction close to zero (Table 13). The non‐zero detection of cyanide is likely to 

have arisen from some background noise, as no p‐cresol was detected, and the levels of cyanide 

presumably formed are below the method’s quantification limit of 5 M [47]. 

Such dramatic changes in both steps of the activity, shows the impaired coordination of the 

auxiliary cluster has a profound impact in product formation. The loss of RSAM related activity is 

unexpected, as even mutants where the C‐terminus was removed by insertion of a stop codon 

before the 80 amino acid extension (ΔCTD) showed tyrosine cleavage at levels close to that of the 

WT enzyme in the presence of saturating substrates [311, 312]. Those results led Nicolet and 

colleagues [312] to propose the hypothesis that the auxiliary cluster was not required for the 

radical cleavage of L‐tyrosine (see introduction 1.2.2.3.2). In spite of the ΔCTD mutation not 

affecting His265, it is bewildering that the mutation of one residue which coordinates an iron of 

the auxiliary cluster, proposed to be labile, has a more severe consequence for activity than the 

removal of the entire cluster. A possible explanation for this discrepancy arises from the general 

instability of the TiHydG His265Ala enzyme (see section 3.3), which may have become partially 

unfolded and precipitated during the incubation period of the reaction. 

Surprisingly the glutamic acid mutant seems to show higher apparent turnover of substrates than 

the wild‐type enzyme (around 140% of native activity), as well as having a significantly smaller 

amount of uncoupled turnover in the absence of substrate (DOAU Kcat
app= 0.12x10‐4 s‐1 for TiHydG 

His265Glu  and 0.8 x10‐4 s‐1 for TiHydG WT.  

The low values of SAM cleavage without L‐tyrosine estimated for the mutant enzyme are similar 

to the previous reported results for TmHydG and ThiH [46, 47]. However, to the decreased 

uncoupled turnover in the absence of substrate, TiHydG His265Glu also possesses similarly low 

uncoupled turnover numbers in the presence of L‐tyrosine, with a SAM:tyrosine cleavage rate of 

1.00 : 0.91, closer to the values of TiHydG WT (1.0 : 0.94) than CaHydG (1.00 : 0.77) [311]. The 

lower uncoupled turnover activity in the glutamic acid mutant enzyme strongly suggests the 

structural modification which occurred in the auxiliary cluster active site, directly affects the 

RSAM conserved reaction. A deeper kinetic analysis of this mutant enzyme in the future, together 

with structural comparisons in the presence of the substrates, could help understand in what 

manner the tighter control on the reaction occurs. 

The increased cyanide formation when compared with the wild type enzyme (see Table 13) most 

likely hints at a direct DHG cleavage by the labile iron. It is, however, impossible to discard the 

possibility that the structural changes arising from the difference in labile iron coordination, which 
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lead to a higher L‐tyrosine cleavage in TiHydG His265Glu and complete loss of activity in 

TiHydGHis265Ala, may have had a positive effect in the elimination reaction of DHG to form 

cyanide (see section 1.2.2.3.2, Figure 18).  

Assuming DHG is cleaved by a mechanism dependent on the labile iron (as shown in section 2.11), 

two competing possibilities arise. The mutation can lead to a stronger coordination of the labile 

iron which allows it to withstand more turnovers before removing itself from the adequate 

position to capture DHG. Alternatively the labile iron can be bound more weakly, being more 

easily removed, allowing for a new cycle of the half reaction to occur more readily. In either case, 

it is possible that the maturation process will be impaired if attempted with HydG His265Glu. If 

the iron is too tightly bound, the rate of transfer of the labile iron to HydF will be decreased; 

whereas if the iron is bound too loosely, the correct coordination of the iron may not be achieved, 

and an incomplete subcluster may be formed in HydF.  

Bond energies between metal atoms and an imidazole group are reportedly weaker (283 kJ mol‐1) 

than those with the carboxylic group of a benzoate (709 kJ mol‐1) [597]. These results are 

consistent with a stronger ionic interaction of the COO‐ with Fe2 and correlate well with the iron 

quantification results (section 3.3.1) which showed a higher iron content for the TiHydG 

His265Glu mutant when compared with the WT enzyme. 

 

3.5 TiHydG His265Glu Mutant Crystallization and Data Analysis 

Crystallographic studies using TiHydG His265Ala were uniformly unsuccessful, as the yield of the 

protein is low, the ability to concentrate is very limited due to extensive protein aggregation and 

even when a crystallization tray was set up using 0.3 mM of enzyme (together with 3 mM SAM), 

almost immediate (2h) precipitation of the protein occurred in nearly all wells. From the 

observations during the purification of TiHydG His265Ala during purification and during the 

limited crystallisation trials, is seems most likely that this mutant is significantly destabilized and 

unlikely to yield useful crystals.  

The more stable TiHydG His265Glu proved easier to crystallize. Crystals grew following a three‐

day incubation (in 2 out of 288 tested wells) in condition F1 from Molecular Dimensions PACT 

premier (0.1M Bis‐Tris propane, pH 6.5, 0.2 M NaF, 20% w/v PEG 3,350) (Method 9.8.1), the same 

condition used for TiHydG WT that allowed for the observation of a complete [5Fe‐5S]Aux cluster. 

Growing the crystals of the mutant in a condition where the labile iron was identified was vital to 

probe the potential coordination of glutamate 265 to the iron. 
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Figure 93 Examples of crystallization wells showing the formation of TiHydG His265Glu crystals. 

TiHydG His265Glu crystals formed in the presence of 10 mM SAM, under condition F1 from the 

commercial screen PACT premier (0.1M Bis‐Tris propane, pH 65.; 0.2M sodium fluoride; 20% PEG 

3,350). 

 

The crystals were collected and frozen in a manner similar to the wild type crystals. They were 

tested in Diamond Light Source facilities, beamline I02 and. both a high energy dataset, at 0.979 

Å, as well as a dataset at energy values close to the measured ‐edge of iron were collected. The 

latter was used to observe the iron‐only anomalous signal to unambiguously confirm the presence 

of the labile iron in the structure. Both datasets were processed automatically by X‐ray Detector 

Software (XDS) [554], with data reduction/scaling done automatically using Pointless and SCALA 

[555]. All data quality and data refinement statistics are summarized in Annex 10.8, and show 

much of the same strengths of high resolution (1.75 Å), good I/sigma (8.5) and Rmerge (0.063) 

together with the same weaknesses of lower completeness (84%) and multiplicity (2.6). 

Despite collecting an anomalous dataset to confirm the presence of the labile iron molecular 

replacement was the method used to create the model of TiHydG His265Glu, with the mutation 

introduced in the search model prior to using the molecular replacement software Phaser [584]. 

The high solution scores (Appendix A.7) are indicative of highly isomorphous crystals of the 

mutant relative to the wild type (Figure 95), indicating that there was no extensive change in the 

structure caused by the mutation of His265. 

Refinement of the data was carried out as discussed previously and POLYGON analysis reveals a 

structure that falls within the average values of Protein DataBase accepted structures (Figure 94). 
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Figure 94 POLYGON analysis of the refinement data for TiHydG His265Glu crystal. 

Comparison of several quality indicators to structures with similar resolution within the PDB 

database. Histograms are coloured based on weighted number of structures with similar 

resolution. 

 

3.5.1 TiHydG His265Glu Structural Analysis 

There is an extraordinarily high degree of structural similarity between HydG WT and the 

His265Glu mutant (average RMSD= 0.61 Å), but small changes can still be observed within both 

structures, mostly restricted to the disordered loop in monomer A (see section 2.7.2). These 

differences are likely to exist due to SAM being present in the active site of both monomers in 

contrast to the degradation of SAM observed in the wild type crystal (see section 2.7.2). It is 

interesting to note that the presence of (unreacted) SAM in both monomers in the crystal 

structure of the mutant may reflect the lower rate of uncoupled turnover observed for TiHydG 

His265Glu (section 3.4). The structure does reveal the presence of the labile iron in the auxiliary 

cluster, being potentially coordinated by water molecules. WaterA in the structure of TiHydG 

His265Glu is positioned in a similar location to that of the coordinating waterA in the TiHydG WT 

structure (section 2.7.3), though in the His265Glu structure the waterB binding site is presumably 

vacant (Figure 95 C). In place of the amino acid binding in a bidentate manner shown in the 

structure of TiHydG WT, three waters were modelled, two in a position close to that of the amino 

and carboxylate groups. When observing the maximum likelihood map 2mFo‐dFC density at a 

lower  cutoff (Figure 95 C, red) it raises the possibility that another non‐protein residue could be 
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bound to the labile iron, but the electron density is far too poorly resolved for an unambiguous 

allocation of the ligand, and thus the water molecules were put in place. 

The anomalous data confirms (Figure 95 B) the position of the fifth iron of the auxiliary cluster, 

while the occupancy calculation reveals only 52% of the molecules within the crystal contain the 

elusive labile iron. The occupancy values correspond to a 30% loss of signal intensity when 

compared with the TiHydG WT structure (see section 2.7.3).This decrease in observed occupancy 

may indicate an increased lability of the glutamate mutant. Moreover, this may provide a possible 

reason for the increased activity, as described in section 3.4. The faster dissociation of the labile 

iron from the protein after DHG cleavage could explain the higher levels of cyanide formed by 

TiHydG His265Glu. Detailed kinetic analysis of turnover and transfer onwards to complete HydA 

cluster assembly will be required to determine if the His265Glu mutant is activated for just some, 

or all of the steps it needs to carry out in the maturation pathway. 

Assuming the evolutionary pathway would have selected the most efficient residue for 

hydrogenase maturation to be present in HydG (His265) which is reasonable given its 

conservation, and assuming also that two events of DHG cleavage are to occur to form the 

Fe(CO)2CN (or similar) synthon [296], the higher lability of the iron when Glu265 is present may 

lead to an incomplete loading of the iron with enough diatomic ligands and/or premature release 

of the partially assembled synthon. The maturation process might then stall, or might create an H‐

subcluster without the full complement of inorganic ligands required to activate HydA. 

It would be unwise, however, to presume that a single set of crystallographic data is solid enough 

evidence for an accurate estimation of the interaction between the labile iron and the protein. As 

an X‐ray structure is modelled from an average of the electron density of all the molecules that 

constitute the crystal, small changes in the crystallization method can have a strong effect in the 

iron content. Discrepancies in the quality of the crystal data can also be responsible for 

differences in the calculated occupancies. In fact, structures with worse than atomic resolution 

are often insufficient to obtain precise information on atom occupancy and location [598], 

compounding even more the issue. Additionally the more ordered hexa‐coordination of the labile 

iron in the wild type structure, with a clear amino acid together with two water molecules bound 

(see section 2.7.3) may introduce an increased stability on the position of the atom, which would 

also justify the differences in occupancy levels. 
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Figure 95 Structural elements of TiHydG His265Glu. 

A: Overall fold of TiHydG His265Glu, with TiHydG WT overlaid in grey. The structures show a near‐

identical level of similarity, apart from the partial disordered C‐terminus loop. B: Iron anomalous 

Fourier difference map, contoured at 5.0 σ, for the auxiliary cluster of TiHydG His265Glu. C: The 

2Fo‐Fc map, contoured at 1.0 σ, around the RSAM cluster and coordinating cysteines, SAM bound. 

D: In grey the 2Fo‐Fc map, contoured at 1.0 σ, around the [5Fe‐5S]Aux cluster, the three 

coordinating cysteines, Glu265 and four potential water molecules coordinating the labile iron. In 

red the 2Fo‐Fc map surrounding waters C, D, E, contoured at 0.5 σ. 
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3.6 TiHydG His265 Mutants Secondary Structure Estimation by Circular 

Dichroism 

3.6.1 Principles of Circular Dichroism for Proteins 

A chiral molecule absorbs left‐ and right‐circularly polarized light to different extents and have 

different indices of refraction for the two waves. Circular dichroism (CD) is a light absorption 

spectroscopy that measures the difference in absorbance of right‐ and left‐circularly polarized 

light by the asymmetric (chiral) molecule (for full reviews on the technique see [599‐602]). 

For proteins, the absorption occurs mostly in the ultraviolet region of the spectrum due to the 

nature of the chromophores present in any given protein: the peptide bond, the amino acid side 

chains and any prosthetic groups. Different secondary structures of peptide bonds have different 

spectra at far UV regions (190‐250 nm), while the spectra at near UV (250‐300 nm) is sensitive to 

disulfide bonds as well as several aromatic side chains, in particular phenylalanine (signals from 

250‐270 nm); tyrosine (270‐290 nm); and tryptophan (280‐300 nm). However, the contributions 

to the CD spectra by the aromatic side chains in the far UV regions (where secondary structural 

information is located) in proteins is usually negligible [603, 604]. 

If any number of chromophores from the same type, such as particular folds in the protein 

backbone, are located in close proximity to one another, they can behave as a single absorbing 

unit, leading to the formation of a characteristic CD signal [605]. For example, α‐helical proteins 

have negative bands at 222 nm and 208 nm and a positive band at 193 nm [606]; β‐strands have a 

negative band at 218 nm and a positive band at 195 nm [607]; while random coils have a low 

signal above 210 nm and a negative band near 195 nm [608]. The aim of a protein CD experiment 

is to be able to deconvolute the sum of these signals in order to obtain a percentage of the 

structural features. In the region of 230‐178 nm, one expects to observe effects of backbone 

conformational changes while CD effects at longer wavelengths (>230 nm) should isolate aromatic 

chromophore contributions and being environment dependent should reflect more global, three‐

dimensional properties of the protein [603‐605]. 

 

3.6.2 Circular Dichroism Analysis of TiHydG WT and Mutants 

The difficulties encountered during the purification of TiHydG His265Ala makes it challenging to 

explain its absolute lack of activity (section 3.4) and EPR signal (section 3.3.2). To observe whether 

there were significant changes to the enzyme’s secondary structure when a mutation is 
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introduced, circular dichroism was used in TiHydG WT, TiHydG His265Ala and TiHydG His265Glu 

samples. Samples were collected immediately following their purification with nickel affinity 

chromatography, which are termed herein ‘not reconstituted’ samples, as well as samples which 

were chemically reconstituted after size exclusion chromatography, termed ‘reconstituted’ 

samples. Analysis by CD of not reconstituted and reconstituted samples was anticipated to 

provide some insight on the structural changes caused by the formation (or lack thereof) of the 

clusters in these HydG proteins. 

Circular dichroism is a very sensitive technique, with most of the common biochemical buffers 

usually used for protein storage being incompatible due to interference of the buffer molecules, 

in particular NaCl in the far UV region where protein absorbance is also observed [604]. On the 

other hand, the instability of the TiHydG His265Ala mutant meant a buffer exchange to a system 

with phosphate buffer, in the absence of glycerol or high salts, would be unsuitable and likely lead 

to immediate protein precipitation. 

Taking advantage of the high sensitivity of the method and the relatively high concentration of 

the proteins under study (up to 1.0 mM in the case of TiHydG WT and His265Glu; and 0.3 mM for 

TiHydG His265Ala), the protein samples were diluted into 50 mM phosphate buffer, pH 7.4, to a 

final concentration of 1.5 M prior to measuring the CD spectra (see Method 9.15). The data was 

obtained in a Jasco J‐720 spectrophotometer, together with a standard without protein as a 

blank, which was subsequently subtracted from the samples’ chromatograms using JASCO 1.10 

software. Prior to data analysis, the results were standardized from degrees of ellipticity values 

into mean residue ellipticity [609], which allows the direct comparison between the different 

mutants. The conversion of the results followed equation 1: 

ሾߠሿ௠௥௪ ൌ
100 ൈ ߠ
ܿ ൈ ݈ ൈ ݊

 

Equation 4 Calculation of mean residue ellipticity. 

 is the ellipticity obtained from the spectrophotometer (degrees); c is the protein concentration 

(mM); l is the path length (1 cm) and n is the number of residues.  

Data analysis was carried out using the online deconvolution system Dichroweb [610], using the 

available algorithm K2D [611]. The choice of algorithm is an important step in CD data analysis, 

and K2D was chosen to analyse HydG’s data mainly due to experimental constraints. The 

spectrophotometer used did not allow for a scan into the far UV region of the spectra (175‐200 

nm) and the K2D algorithm is the most suitable for the smaller spectral window where the HydG 

data was collected. 
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The structural information collected in the crystal structures of TiHydG WT and TiHydG His265Glu, 

which show an equivalent fold and overall structure (see section 2.7.1, Figure 54) was used to 

calculate the percentage of secondary structures alpha‐helix, beta‐strand and random coil (Table 

14, crystallographic values). The values calculated in Dichroweb for the reconstituted samples of 

TiHydG WT and TiHydG His265Glu agree to a large extent with the X‐ray structure, and the 

spectroscopic profile between these two proteins is also similar (Figure 97 A2 and B2).  

The TiHydG His256Ala mutant is very unstable without a chemical reconstitution, and the data 

obtained possessed high background noise (Figure 97 C1), leading to a poor fit of the data with 

the calculated error above the values accepted by the K2d algorithm (Table 14). The high error 

associated with the non‐reconstituted sample of TiHydG His265Ala does not allow for any 

meaningful conclusions to be taken from the spectra. The chemical reconstitution improves the 

stability of this mutant, though the secondary structure predicted is different from that obtained 

for the wild type and glutamic acid mutant, as can be seen both by a large increase of the ‐strand 

present (Table 14), as well as the morphology of the spectra (Figure 97 C2). Residues in the C‐

terminal region account for 35% of the total structure of the protein, thus it is not unreasonable 

to suppose the increase in 10‐15% of ‐strand content may be limited to the cluster‐free C‐

terminus. 

Interactions between ‐strands are known to cause protein aggregation by the creation of a 

network of hydrogen bonds between different sheets [612], and can lead to the formation of  

amyloid plaques which have been implicated in neurodegenerative diseases [613‐615]. The sharp 

rise in ‐strand content in TiHydG His265Ala may be causing the formation of a similar stacking 

unit (Figure 96), leading to the extensive aggregation observed in the purification stages of the 

enzyme (section 3.3). 
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Figure 96 Potential model for TiHydG His265Ala aggregation, by stacking of C‐terminal ‐sheets. 

N‐terminus  and RSAM core fold were modelled from the structure of wild type TiHydG (PDBID: 

4WCX), with the C‐terminal end being represented as a drawing of ‐strands (arrows). Four anti‐

parallel beta strands were stacked on top of one another to mimic protein aggregation units. 

 

It is possible that without the anchoring of the labile iron to the end of the RSAM domain, the 

entire C‐terminus in TiHydG His265Ala changed into a different conformation, leading into a fold 

where L‐tyrosine cleavage cannot occur, which could explain the abolishment of activity (section 

3.4). In the future, a comparative analysis of TiHydG His265Ala CD spectra with the CD spectra of 

HydG unable to coordinate the auxiliary cluster (cysteine to serine mutations in the triad that 

coordinates the auxiliary cluster have been reported [312] could give credence to this significant 

change of secondary structure. 
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Figure 97 Circular dichroism spectroscopic data (green) and predicted modelling (blue) using the 

K2d algorithm [611].  

A: TiHydG WT samples. A1 – Sample which was not chemical reconstituted. A2 – Chemically 

reconstituted sample. B: TiHydG His265Glu samples. B1 – Sample which was not chemical 

reconstituted. B2 – Chemically reconstituted sample. C: TiHydG His265Ala samples. C1 – Sample 

which was not chemical reconstituted. C2 – Chemically reconstituted sample. 
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Table 14 Predicted secondary structure values obtained by the deconvolution of the circular 

dichroism data for TiHydG wild‐type and mutants.  

The predicted secondary structure contents were calculated following the structure available for 

TiHydG (section 2.7.1). The K2D algorithm fits predicted data with different content of alpha‐helix, 

beta‐strands and random coil, and the least square distance fitting is used. A calculated error is 

presented, with values above 0.22 being considered too high for a correct fitting. 

  

‐

helix 

(%) 

‐

strand 

Random 

coil 

Least Square 

Distance 

Maximum 

Error 

Crystallographic 

values 
  50  9  41     

TiHydG WT 

Not 

reconstituted 
32  14  53  75.3  0.18 

Reconstituted  40  10  50  7.61  0.08 

TiHydG His265Glu 

Not 

reconstituted 
40  4  56  31.00  0.08 

Reconstituted  37  9  55  65.6  0.122 

TiHydG His265Ala 

Not 

reconstituted 
9  43  47  110.4  >0.22 

Reconstituted  45  23  31  89.1  0.18 
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3.7 Conclusions 

To assess the importance of the coordination of the labile iron of the auxiliary cluster, two 

mutants were designed, expressed and purified. , Changes focused on the auxillary cluster ligand 

histidine 265, with site directed mutants to either alanine or glutamate being prepared. From the 

purification stage onwards, it was clear whether the mutation had high impact in the stability of 

the protein, with TiHydG His265Glu showing expression levels similar to the wild type and TiHydG 

His265Ala appeared unable to fold correctly, leading to a predisposition to precipitation as well as 

lower iron coordination. The precipitation of the alanine mutant rendered any crystallographic 

studies practically impossible, but the CD spectra of its samples confirmed a significant change in 

the secondary structure content when compared with the wild type and glutamic acid mutant, 

stressing the importance of the anchoring of the auxiliary cluster by the histidine residue. 

The activity results with TiHydG His265Glu did not provide a definitive answer regarding whether 

the auxiliary cluster is directly responsible for the breakdown of DHG into both cyanide and 

carbon monoxide. The change introduced is still able to coordinate the labile iron, as shown by 

the crystallographic results, and it does result in an increased ability to form cyanide. However, 

the levels of L‐tyrosine cleavage were also increased significantly by the mutation of His265Glu 

and it is possible that the overall influence of the glutamate leads to more DHG being degraded 

through the cluster independent elimination mechanism in section 1.2.2.3.2 Figure 18.  

The activity of TiHydG His265Ala would theoretically help in answering this problem, as the lack of 

cyanide formation would certainly imply the necessity of the labile iron. Regrettably the alanine 

mutant showed a complete lack of activity for SAM cleavage, tyrosine cleavage or cyanide 

formation. These results are slightly surprising, as UV‐Vis spectra still appears to detect the 

presence of [4Fe‐4S] clusters, and previous mutagenesis studies had shown L‐tyrosine cleavage is 

independent of the auxiliary cluster [311, 312]. 

Nonetheless, such an impact in the enzyme when the iron coordinating residue is changed gives 

at least direct evidence for the central role of the labile iron which seems to serve as an indirect 

support for the mechanism of loaded iron transfer (section 2.11). 
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Chapter 4:  TiHydG Activity With Substrate Analogues 

4.1 Introduction 

The solution of TiHydG’s structure with both clusters intact has updated HydG’s trifunctional 

enzymatic mechanism [317] (section 2.11), leading to a greater insight into the second half of the 

reaction, where DHG is cleaved onto the diatomic products. While the elimination mechanism, 

with formation of free cyanide independent from the auxiliary cluster (see section 1.2.2.3.2 Figure 

18) [317] is difficult to rigorously disprove, the proposed model of DHG coordination to the labile 

iron, mimicking the amino acid coordination in the structure, has some advantages. 

Firstly, and due to its octahedral coordination, the presence of the labile iron can justify the 

binding of up to two DHG molecules, which in turn, may help to explain the observation of a 

Fe(CO)2CN species [296]. Secondly, if the cleavage mechanism of DHG occurs in the [5Fe‐5S] 

auxiliary cluster, leaving the CO/‐CN diatomic products Fe‐bound, the completed synthon, 

currently proposed as ‘Fe(CO)2CN ‘ is ready for the subsequent steps of hydrogenase maturation. 

This may include transfer to HydF and HydG is known to be the source of the iron present in HydF 

during the maturation step [296]; whereas if free cyanide is formed, a mechanism of cyanide 

capture by Fe is still necessary, a step for which no proposal or evidence has arisen. 

Probing the reaction with substrate analogues could help further elucidate the understanding of 

the entire mechanistic model of reaction. Despite this, so far, modifications in both the phenolic –

OH (such as phenylalanine and derivatives) or in the amino/carboxylate functional groups have 

led to a complete loss of activity [319], indicating a high degree of substrate specificity on part of 

HydG. 

Additionally, the identification of substrate analogues is an often used methodology to 

circumvent difficulties in co‐crystallizing with the native substrate. Furthermore, understanding 

which modifications within the substrate change or maintain the native reaction can give 

important clues regarding the active site and the entire enzymatic mechanism of action. 

Studies in substrate analogue activity with the related tyrosine lyase ThiH tested several 

compounds (Figure 98), showing that both the carboxylic acid moiety as well as the phenolic 

hydroxyl groups are necessary for substrate binding. Both p‐hydroxyphenyl‐α‐hydroxypropionic 

acid (4‐HPHPA) 127 and p‐hydroxyphenylpropionic acid (4‐HPPA) 128 significantly increased SAM 

cleavage when compared with a control without substrate (from 6% to 50% increase) [46]. 

Interestingly, p‐hydroxyphenylcinnamic acid was not successful in promoting SAM cleavage 129, 
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possibly indicative of lack of significant binding by this analogue, and perhaps indicating the C‐C 

bond requires some flexibility to reach the active site [46]. Furthermore, 4‐substitutred 

phenylalanine analogues 132‐134 and phenylalanine itself 131 led to no activity reported by the 

enzyme, which was interpreted as the abstraction point occurring in the –OH of the phenol ring of 

tyrosine [46]. The authors noted a lack of activity even in the presence of 4‐fluorophenylalanine 

133, giving some support to their mechanism of action, as fluorine has 97% of the van der Wals 

radius of oxygen and is also electronegative enough to create hydrogen bonds [46]. These studies, 

however, did not fully disprove the possibility of an amino hydrogen abstraction, and the 

structure of the related tryptophan lyase NosL, with tryptophan bound, seems to indicate the 

latter to be the mechanism of substrate binding in amino acid lyases [321]. 

Following these studies in ThiH [46], the same tyrosine analogues were tested by Dr. R. Driesener 

in HydG [519], together with some ortho‐substituents on the tyrosine phenolic ring 135, 136. 

Unlike ThiH, no analogues tested revealed a significantly increased DOA formation [519], showing 

that HydG’s active site is even more selective than that of tyrosine lyase ThiH, including having a 

stronger stereoselectivity, as SAM cleavage in the presence of D‐tyrosine was the same as the 

negative control in HydG [519], while double in ThiH [46]. 

 

Figure 98 Tyrosine analogues previously used in ThiH and HydG activity assays. 
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4.2 TiHydG Activity With Substrate Analogues 

The subtle sequence variations naturally occurring in enzymes from organism to organism can 

sometimes give rise to differences in substrate specificity [542, 616]. While many of the most 

relevant residues for activity are conserved, there is enough variation within the active sites that 

justifies sometimes surprising changes between source organisms. The reactivity of TiHydG was 

investigated with the most promising analogues derived from the studies of both ThiH and 

TmHydG: tyramine 130, 4‐HPHPA 127 and 4‐HPPA 128, together with four new analogues: L‐

DOPA 137, L‐tyrosinamide 138, N‐methyl‐L‐tyrosine 139 and L‐7‐Hydroxy‐1,2,3,4‐

tetrahydroisoquinoline‐3‐carboxylic acid 140 (HTHIQCA) (Figure 99). 

 

Figure 99 New tyrosine analogues tested in HydG activity assays 

L‐DOPA  137,  L‐tyrosinamide  138,  N‐methyl‐L‐tyrosine  139  and  L‐7‐Hydroxy‐1,2,3,4‐

tetrahydroisoquinoline‐3‐carboxylic acid 140 (HTHIQCA). 

 

Regardless of the substrate analogue used, four general results can be predicted from probing 

HydG’s activity with L‐tyrosine analogues: no activity is observed, indicating that the modification 

interfered with the ability of the compound to reach the active site; only DOA formation is 

observed, showing the compound interacts with the enzyme in such a way that it increases SAM 

turnover, but no C‐C scission is observed, perhaps due to a futile cycle being in place (Figure 

100) or because the hydrogen atom abstraction step fails (and the substrate analogue can be 

considered a competitive inhibitor); DOA and p‐cresol (or related compound) are observed as 

products of the reaction, showing the hydrogen abstraction by the SAM derived radical leads to a 

C‐C bond cleavage of the substrate analogue in a manner similar to that of the native substrate; 

and finally, DOA, p‐cresol (or related compound) and cyanide are observed, indicating an effective 

substrate analogue that most likely mimics the main pathway of reaction. 
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Figure 100 Mechanism for product formation by HydG, together with potential by‐product pathways.  

Black arrows show the mechanism of product formation. In orange, the DOA radical damage pathway.  The newly formed, amino acid radical is either reduced and 

protonated, to quench the radical or the radical is propagated, potentially inactivating the enzyme. The DOA radical quenching pathway is shown with green arrows. 

Finally the substrate‐based radical can be reduced and protonated (tyrosine futile cycle) shown in blue. 
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Figure 101 Quantification of products in TiHydG activity assay in the presence of L‐tyrosine 

analogues. 
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Table 15 Quantification of product formation by TiHydG with different substrate analogues. 

The apparent rate is not a kinetic measurement, but an estimation from the end‐point result after 

1h reaction, assuming linearity of the reaction. 

Substrate  Product 

ΔC 

(M) 

Apparent 

linear rate 

(nM s‐1) 

Apparent 

turnover 

number kcat
app 

(x10‐4 s‐1) 

Reaction Ratio 

(SAM : Substrate : 

Intermediate) 

L‐tyrosine 18 

DOA 
222.5 

± 4.8 
61.8 ± 1.3  12.4 ± 0.3 

1.00 : 0.83 : 0.50 

(: 0.03) 

p‐cresol 
184.2 

± 3.4 
51.2 ± 0.9  10.2 ± 0.2 

Cyanide 
110.8 

± 3.0 
30.8 ± 0.8  6.2 ±0.2 

DOA (Uncoupled 

turnover) 

26.1 ± 

4.0 
7.3 ± 1.1  1.5 ± 0.2 

Tyramine 

130 

DOA 
76.8 ± 

4.8 
21.3 ± 1.3  4.3 ± 0.3 

1.00 : 0.13 : 0.01 p‐cresol 
9.9 ± 

2.6 
2.8 ± 0.7  0.6 ± 0.1 

Cyanide 
0.6 ± 

0.1 
0.2 ± 0.0(3)  0.03 ± 0.0(1) 

4‐HPPA 128 

DOA 
39.3 ± 

0.9 
10.9 ± 0.3  2.2 ± 0.1 

1.00 : 0.00 : 0.00 
p‐cresol  0.0  0.0  0.0 

Cyanide  0.0  0.0  0.0 
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Substrate  Product 

ΔC 

(M) 

Apparent 

linear rate 

(nM s‐1) 

Apparent 

turnover 

number kcat
app 

(x10‐4 s‐1) 

Reaction Ratio 

(SAM : Substrate : 

Intermediate) 

4‐HPHPA 127 

DOA 
90.0 ± 

3.3 
25.0 ± 0.9  5 ± 0.2 

1.00 : 0.00 : 0.00 
p‐cresol  0.0  0.0  0.0 

Cyanide  0.0  0.0  0.0 

L‐DOPA 137 

DOA 
273.1 ± 

12.7 
75.9 ± 3.5  15.2 ± 0.7 

1.00 : 0.41 : 0.35 Methylcatechol 
110.9 ± 

4.6 
30.8 ± 1.3  6.2 ± 0.3 

Cyanide 
96.4 ± 

0.1 
26.8 ± 0.0(3)  5.4 ± 0.0(1) 

L‐

Tyrosinamide 

138 

DOA 
168.2 ± 

10.0 
46.7 ± 2.8  9.3 ± 0.6 

1.00 : 0.75 : 0.01 p‐cresol 
126.1 ± 

4.2 
35.0 ± 1.2  7 ± 0.2 

Cyanide 
2.2 ± 

0.1 
0.61 ± 0.0(3)  0.12 ± 0.0(1) 

N‐methyl‐L‐

tyrosine 139 

DOA 
46.0 ± 

3.2 
12.8 ± 0.9  2.6 ± 0.2 

1.00 : 0.23 : 0.03 p‐cresol 
10.5 ± 

9.5 
2.9 ± 2.6  0.6 ± 0.5 

Cyanide 
1.5 ± 

0.8 
0.4 ± 0.2  0.1 ± 0.0(4) 
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Substrate  Product 

ΔC 

(M) 

Apparent 

linear rate 

(nM s‐1) 

Apparent 

turnover 

number kcat
app 

(x10‐4 s‐1) 

Reaction Ratio 

(SAM : Substrate : 

Intermediate) 

HTHIQCA 

140 

DOA 
5.2 ± 

2.8 
1.4 ± 0.8  0.3 ± 0.2 

1.00 : 0.00 : 0.00 
p‐cresol  0.0  0.0   

Cyanide  0.0  0.0   

 

As expected, by using the native substrate L‐tyrosine 18, the formation of both DOA and p‐cresol 

is observed at the highest rate and in an approximate 1:1 ratio, serving as a positive control for 

the assay. The reaction of reduced TiHydG with SAM, in the absence of substrate, shows the 

uncoupled turnover of the enzyme (Figure 100, green arrows) to produce DOA. 

Showing results similar to the ones reported for ThiH [46] and largely dissimilar to the results 

reported for CaHydG [519], both 4‐HPPA 118 and 4‐HPHPA 119 show a rate of SAM cleavage 

significantly higher than the negative control (5‐fold higher in the case of 4‐HPPA and 12 fold 

higher in the reaction with 4‐HPHPA). However, SAM turnover was not accompanied by C‐C 

cleavage of the products, with no p‐cresol being observed after 1h incubation. The simplest 

explanation for these observations is the creation of a futile cycle (see Figure 100, blue) due to 

substrate binding to the enzyme and the abstraction occurring in another position, either directly 

in an enzyme amino acid, or in the hydroxyl group of HPHPA, perhaps explaining the increase of 

uncoupled turnover when compared with HPPA. The HPHPA radical may then be quenched back 

to starting material or create a radical damage pathway that can inhibit enzymatic activity. 

Compounds which show an increase in the turnover of SAM but that are not cleaved might be a 

valuable co‐crystallization partner for TiHydG to obtain a structure with a substrate present, as 

they could potentially enter the active site and remain in position due to a lack of effective 

turnover. 

Another result that appears to contradict previous reports arises from the reaction with tyramine 

120. Neither tyrosine lyase [46] nor CaHydG [519] showed any significant increase of SAM 

cleavage when incubated with this compound. However, when the reaction is carried out with 

TiHydG some DOA formation was observed (a 3‐fold increase in turnover over the negative 
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control). The results also show a non‐zero formation of p‐cresol 18, potentially indicating some 

C‐C cleavage, though the results are within the detection limit for p‐cresol [519] and may 

constitute a false positive. If cleavage does occur, it is possible the lack of cyanide measurement 

arises from the hydrolysis of hydrogen cyanide into formaldehyde and ammonia (Figure 102). In 

future assays, the formation of formaldehyde could be tested using, for example, 3‐methyl‐2‐ 

benzothiazolone hydrazone [617], which would confirm the pathway of tyramine degradation by 

HydG. 

 

Figure 102 Proposed mechanism for tyramine radical mediated cleavage. 

The scission of the C‐C bond of tyramine could yield an oxidobenzyl radical 24, similar to the 

reaction with tyrosine, together with hydrogen cyanide 142. Hydrolysis of the latter could 

potentially yield formaldehyde 116 and ammonia 29. 

 

L‐DOPA 127 (Figure 103) can be considered a full agonist for the enzyme TiHydG, as its HydG‐

catalysed cleavage leads to the formation of DOA, methylcatechol and cyanide, indicating 

complete turnover. The calculation of methylcatechol 136 formation is, however, an estimation as 

the quantification was carried using p‐cresol as a standard. 

DOA kcat
app with L‐DOPA is higher (15.2 ± 0.7 x 10‐4 s‐1) than when L‐tyrosine is used as a substrate 

(12.4 ± 0.3 x 10‐4 s‐1), but methylcatechol 136 kcat
app (6.2 ± 0.3 x 10‐4 s‐1) is lower than its p‐cresol 

counterpart (10.2 ± 0.3 x 10‐4 s‐1). With a higher difference between DOA and C‐C cleavage 

product, L‐DOPA seems to induce a higher rate of uncoupled turnover by the enzyme. The 
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additional hydroxyl group may change the stereoelectronics, slowing down the C‐C bond 

cleavage, allowing the quenching pathway (see Figure 100, blue) to occur with higher efficiency 

relative to the natural tyrosine substrate.  

It is worth noting that when the reaction does proceed through the main pathway of the reaction, 

the apparent turnover numbers of formation for methylcatechol and cyanide are much closer 

(methylcatechol kcat
app= 6.2 ± 0.3 x 10‐4 s‐1 and cyanide kcat

app= 5.4 ± 0.0 x 10‐4 s‐11 respectively) than 

those of p‐cresol and cyanide with the native substrate (p‐cresol kcat
app= 51.2 ± 0.9 x 10‐4 s‐1 and 

cyanide kcat
app= 30.8 ± 0.8 x 10‐4 s‐11 respectively). This indicates that, following C‐C bond 

cleavage of L‐DOPA, less DHG is lost to the glyoxylate pathway, or other potential degradation 

mechanisms. The reasons behind these differences are not completely understood, but two 

possible explanations should be considered. The first can be related to small conformational 

changes of L‐DOPA in the active site, perhaps being positioned closer to the tunnel linking the 

RSAM and auxiliary cluster active sites, protecting DHG from hydrolysis. The second is related to 

the enzyme kinetics. The higher rate of tyrosine cleavage with L‐tyrosine in relation to L‐DOPA (51 

nM s‐1 in comparison with 30 nM s‐1) may be closer to the saturation point of the auxillary cluster 

active site, leading to more DHG to go through a secondary degradation pathway when the native 

substrate is present in the in vitro conditions. 
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Figure 103 Proposed mechanism for L‐DOPA radical mediated cleavage. 

The mechanism of L‐DOPA cleavage closely follows that of L‐tyrosine, leading to the measurable 

formation of cyanide and methylcatechol. 
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In contrast with L‐DOPA, tyrosinamide shows similar rates of turnover for both tyrosinamide and 

SAM cleavages, indicating a low incidence of uncoupled turnover of SAM. When observing the 

binding interactions predicted in section 2.7.5.1, changing the carboxylate to an amide [618] will 

still allow the hydrogen bond pairing with Ser268, the only interacting residue, which may explain 

the observed minimal impact in compound scission. Considering the mechanism of substrate 

cleavage is conserved, it is then possible that either 2‐oxoacetamide 148 or amino(hydroxy)acetic 

acid 149 are released as products of the reaction (Figure 104 blue). If the breakdown into cyanide 

were to be independent of the auxiliary cluster (see section 1.2.2.3.2 Figure 18), one could 

additionally predict a similar elimination mechanism for the formation of cyanide 21 from 2‐

imino‐acetamide 150 (Figure 104 red). 

 

Figure 104 Potential mechanisms of L‐tyrosinamide radical cleavage. 

Following C‐C bond cleavage in L‐tyrosinamide, dehydroglycinamide 147 is expected to form. 

Hydrolysis of dehydroglycinamide (blue) can be predicted to yield 2‐oxoacetamide 148 or 

amino(hydroxy)acetic acid 149. Alternatively, two deprotonation evens could lead to the 

formation of cyanide 21 and formamide 151. 

 

HTHIQCA 130 is a conformationally locked tyrosine analogue in which the torsion angles around 

the C‐C bond are constrained by the cyclic nature of the molecule. The lack of flexibility in the 

C‐Ccould lead to similar lack of activity as reported for p‐hydroxyphenylcinnamic acid 119 [46]. 
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The results indeed show that the substrate analogue does not show any appreciable SAM 

cleavage, which could indicate lack of binding to the active site, but the levels of DOA formation 

are significantly lower than the negative control (20% of DOA formation compared with the 

uncoupled turnover without any substrate). These alterations could indicate THIQCA does bind to 

the enzyme, but the mechanism behind lower DOA formation is as yet unclear. It is possible the 

compound binds to the active site in a different conformation to tyrosine that affects SAM 

binding, nudging the SAM molecule away from its ideal position. In the future modelling with 

energy minimization should be used to confirm whether THIQCA could bind to the active site. If 

the position of the substrate analogue is conserved in regards to L‐tyrosine, another possibility is 

that the lower SAM turnover could arise from the resulting THIQCA radical being stable enough so 

that cleavage does not occur. This would lead to a re‐abstraction of hydrogen from DOA and 

reforming of SAM, similar to the mechanism reported in LAM [118, 619]. 

N‐methyl‐L‐tyrosine 129 induced a small rate of SAM turnover (Table 15), and possibly some 

limited formation of p‐cresol. However, much like tyramine, the values of p‐cresol are within the 

detection limit [519], and SAM uncoupled turnover may be in effect (Figure 100, blue). As the 

orientation and conformation of the analogue when binding to the active site is unknown, it is 

impossible to predict whether the abstraction can readily occur at the amino group, where the N‐

H bond is predicted at ‐388 kJ/mol; or from the pendant methyl group, where the C‐H bond is 

predicted at ‐412 kJ/mol [620]. 

Presuming both the substrate binding as well as the abstraction mechanism are conserved 

between N‐methyl‐L‐tyrosine and the modelled L‐tyrosine (section 2.7.5.1), the addition of a 

methyl group could occur within the active site, as the large modelled distance (5.1 Å) between C5 

of SAM and the amino abstraction point, shows the possibility of a methyl group to be placed in 

the cavity. 

 

4.3 TiHydG Crystallization With Tyrosine Analogues 

Despite only preliminary studies, the activity assays with several analogues have already raised 

interesting questions regarding the potential mechanism of radical‐based scission. 4‐HPHPA 

significantly increased SAM cleavage without subsequent C‐C scission; tyramine and L‐

tyrosinamide may have suffered limited amount of C‐C bond cleavage; while reactions with L‐

DOPA showed measurable cyanide formation. In the other end of the spectrum, HTHIQCA not 

only does not lead to an increased rate of SAM cleavage, it effectively decreases it in relation to 
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the control in the absence of any substrate. The knowledge that these analogues interact with the 

enzyme, potentially in the same binding location as L‐tyrosine, makes them exceptional targets 

for co‐crystallization with HydG, in particular as a crystal with the native substrate present has yet 

to be obtained. 

All substrate analogues used in these experiments (4‐HPHPA, L‐DOPA, tyramine, L‐tyrosinamide 

and THIQCA) share with L‐tyrosine a low solubility in water at near neutral pH, leading to only 3 

mM being present in the crystallization drop. Direct co‐crystallization using the commercial broad 

screens Molecular Dynamics PACT Premier and Hampton PEGRx HT (Method 9.8) showed no 

crystals formed even following a three month crystallisation experiment. 

The addition of seeds (Method 9.10) changed the outcome for both Tyramine and HTHIQCA, with 

few small crystals being observed after 72 hour period; while the co‐crystallization experiments 

with 4‐HPHPA, L‐DOPA and L‐tyrosinamide showed no crystal formation even after the addition of 

crystal seeds. 

 

Figure 105 TiHydG crystal formation in the presence of substrate analogues 

TiHydG (0.8 mM) crystals grown with the addition of microseeds (10‐2 dilution) in the presence of 

10 mM SAM and A: 3 mM THIQCA; B: Tyramine. All crystals grown in condition F1 of Hampton 

PEGRx HT (0.1M Bis‐Tris proptane, pH 65.;0.2M sodium fluoride; 20% PEG 3350). 
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4.3.1 Structural Data and Density Analysis of TiHydG Crystals Grown in the Presence of 

THIQCA and Tyramine 

Crystals grown in the presence of THIQCA were tested at ESRF, beamline BM14U, at a constant 

temperature of 100 K and using a 1.7396 Å wavelength, corresponding to the iron ‐edge. One of 

the crystals diffracted to a level where a complete dataset could be collected, being processed by 

the automatic pipeline GrenADeS [586]. 

The tyramine crystals was tested at Diamond Light Source facilities, beamline I04 where a full set 

of data was collected at 0.9375 Å wavelength, with the data processed automatically using 

Diamond pipeline [554, 555, 621] (see Appendix A.9 and Appendix A.10). The data, while 

relatively low in resolution (3 Å), was still assessed for any density corresponding to the substrate 

analogue.  

Both ESRF and DLS have integrated EDNA framework for data analysis, which includes DIMPLE 

(DIfference Map PipeLinE) [622]. If a substrate‐free structure PDB file of the protein being studied 

is present when the data is being processed, it will create a difference map to allow the user to 

screen non‐proteinacious derived density, quickly assessing whether a potential substrate is 

bound, screening if further analysis of data is required. 

Using the same principle, the data collected was used in molecular replacement with the available 

structure of HydG (PDBID: 4WCX), with the ligands deleted, showing a very likely solution (8.0 TFZ 

score) for the structure. Molecular replacement statistics are presented in Appendix A.9 (THIQCA) 

and Appendix A.10 (tyramine), together with the data collection statistics. 
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Figure 106 Model and density map of TiHydG obtained from crystals grown in the presence of 

substrate analogues. 

The N‐terminus is shown in pink, the partial TIM barrel in green and the C‐terminus in blue. Both 

[4Fe‐4S] clusters are shown in yellow and orange, SAM and SAM‐derived methionine in lilac. The 

mFo‐DFc difference map (cutoff = 3.0) is observed as a black grid, revealing density for both 

clusters and SAM derived compounds, but no additional density observed. A: 2.2 Å data from 

crystal grown with THIQCA. No density for the labile iron can be observed (an Fe atom is modelled 

in the structure, but no density can be observed near its site. B: Structural data obtained from 

crystal grown with tyramine (3.0 Å). In monomer A there is no density for SAM nor methionine. In 

both monomers, only the [4Fe‐4S] form of the auxiliary cluster is observed. The lower resolution 

shows less defined densities for the clusters. 
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No density for either tyrosine analogue (THIQCA or tyramine) can be observed in the models 

obtained from Phaser (Figure 106), nor is there clear density for the labile iron. The latter can be 

explained, in the case of THIQCA, due to experimental time limitations, as the shipping of the 

crystals for analysis in a dry shipper forced the samples to be exposed to oxygen for several days 

prior to testing. The low data resolution of tyramine may be unsuitable to clearly observe density 

for a low occupancy atom such as the labile iron. 

 

4.3.2 TiHydG Crystallization in the Presence of Different Amino Acids 

The initial structure of TiHydG obtained with a full auxiliary [5Fe‐5S] cluster showed the presence 

of an amino acid coordinating the labile iron through its amino and carboxylate moieties (see 

section 2.7.3). The presence of the amino acid was fortuitous, as structures can be obtained 

where the labile iron does not show any coordinating ligands apart from His265, the bridging 

sulphide and partially disordered water molecules (see section 3.5.1). 

A large co‐crystallization experiment was carried out (Method 9.16), with the aid of seeding, 

where different amino acids were tested in different concentrations (0.5; 1 and 5 mM), together 

with SAM and additional additives. Glycine was tested as the simplest amino acid and the one 

that closest resembles DHG; L‐methionine was chosen as the most likely candidate for the residue 

present in the available structure, as consequence of SAM degradation near the [4Fe‐4S]RS cluster, 

while L‐cysteine was used for its ability to coordinate iron with its thiol sidechain, together with its 

proposed role in labile iron placement [623]. Additionally, to improve the occupancy of labile iron, 

external FeCl2 (5.0 mM) and/or Na2S (3.0 mM) were introduced into the crystallization drop. 

Together with the addition of the non‐substrate amino acids and additives, the presence and 

absence of 3.0 mM L‐tyrosine was also tested, as small conformational changes in the 

coordination of the auxiliary cluster may alter the ability of the protein to bind L‐tyrosine. 

After 24‐hour incubation the samples which had had Na2S added showed the formation of heavy 

black precipitate even in the absence of FeCl2. All other samples had no morphological differences 

between them and the seed stock dilutions were added. 

The additives severely hampered the growth of crystals, which were only visible after a three 

month incubation period, in sharp contrast to the three day growth observed when crystals are 

co‐crystallized with SAM alone. Crystals obtained were frozen and tested at Diamond Light Source 

facilities, in the microfocus line ID‐24, at a constant wavelength of 0.95375 Å. Despite an 

extensive amount of crystals tested, from various conditions, their diffraction patterns were much 
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too weak to obtain any structural data. The disparities in crystal formation time and quality of 

data obtained indicate that considerable optimization is required to change the parameters in the 

crystallization conditions, in order to improve diffraction and ultimately obtain any structural 

information. 

 

Figure 107 Crystal formation with amino acids and additives, and respective diffraction pattern. 

A: Example of TiHydG crystals grown in the presence of 10 mM SAM, 3 mM Fe(III)Cl3 , 3 mM Na2S, 

3 mM glycine. Crystallization condition F1 of Hampton PEGRx HT (0.1M Bis‐Tris proptane, pH 

65.;0.2M sodium fluoride; 20% PEG 3350). B: Diffraction pattern of the same crystals, obtained in 

the synchrotron facilities at Diamond Light Source, beamline I24. 

 

4.3.3 Further Studies of TiHydG Crystallization in the Presence of L‐Cysteine 

The presence of L‐cysteine during the maturation stages of the H‐cluster has been known to 

improve the rate of formation of the active hydrogenase, despite a lack of understanding on the 

precise mechanism by which this occurs [184]. L‐cysteine has been proposed as a possible 

substrate for HydE, albeit the latest studies show only a modest increase in SAM turnover when 

presented with this amino acid in relation to other thiols [304]. The coordination of an amino acid 

in the TiHydG structure with the labile iron [509] has led to the possibility that the 2 sulfide 

actually arises from the side chain of cysteine 147, which would provide a role for cysteine in the 

process of iron transfer [623], explaining why the addition of this amino acid seemed to improve 

the maturation of HydA [624]. 
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Figure 108 Potential mechanism of cysteine mediated transfer for the Fe(CO)2(CN) synthon. 

The mechanism proposed shows the resting state of HydG with an exogenous cysteine bound to 

the [4Fe‐4S] auxiliary cluster 146. The introduction of Fe2+ in the system, leads to the octahedral 

coordination around the labile iron 148 where DHG cleavage into CO and cyanide occurs 149. The 

cysteine coordinating the loaded iron can then dissociate from the cluster and His265 

coordination 150, presumably to be transferred to the maturase scaffold HydF. An alternative 

mechanism (blue), where a cysteine coordinating an iron 151 binds to a [4Fe‐5S]Aux cluster seems 

more consistent with the structural information available for TiHydG. Adapted from Suess et al. 

[623]. 
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To test whether this theory had any validity, crystal formation in the presence of L‐cysteine was 

attempted, in an effort to replicate the formation of the amino acid‐labile iron bonding. To the 

same crystallization conditions reported previously (section 2.5) 1.0 mM, 5.0 mM and 10.0 mM of 

L‐cysteine were added to the crystal drop. Unfortunately, it was observed that the presence of L‐

cysteine in the crystallization has a severe impact in the morphology of the crystal formation, with 

very small crystalline formations observed. 

To attempt to remedy this situation, pre‐grown crystals in condition F1 (section 2.5, Table 5) were 

transferred onto fresh drops where L‐cysteine was mixed with the crystallization condition (5.0 

mM L‐cysteine) (Method 9.16). The crystals were soaked in the cysteine‐rich formulation for four 

hours or twenty‐four hours and subsequently frozen and tested at Diamond Light Source 

Synchrotron facilities, beamline I02. Crystals that were allowed to incubate in the fresh drop for 

24h diffracted to low resolution (>5.0 Å), and no relevant information was collected from the 

structure. Of the crystals which were incubated for the lowest amount of time (4h), one diffracted 

to high resolution (1.8 Å). As it was important to confirm the potential coordination of cysteine to 

the labile iron, two data sets were obtained, one at high energy (12 kEV) and one at an energy 

near the iron k‐edge (7.2 kEV), for observation of the iron anomalous data. (Appendix A.11). The 

same molecular replacement method to search for substrate analogue density (section 4.3.1) was 

used to verify if cysteine was present near the auxiliary cluster. 
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Figure 109 Model and density map of TiHydG crystal soaked with L‐cysteine. 

A: Overall fold of the protein, with the mFo‐dFc difference map present, correlating with the 

ligands [4Fe‐4S]RS, [5Fe‐5S]Aux, SAM and methionine. B: Anomalous signal around the [5Fe‐5S]Aux 

cluster, with iron atoms located using the anomalous difference Fourier map shown in grey and 

contoured in at 5.0 σ. 

 

The electron density near the auxiliary cluster corresponding to the anomalous signal shows the 

labile iron still present (Figure 109 B), but the electron density shown in the difference map is not 

well defined enough to model any ligand apart from some potential water molecules (Figure 109 

A).  

As it currently stands it is difficult to confirm the validity of the role attributed to cysteine by Suess 

and colleagues [623]. The high resolution structure discussed in Chapter 3, shows monomer B 

coordinating a bridging sulfide and not a cysteine, conflicting with the labile iron free state of the 

auxiliary cluster 150 in Figure 108. It is possible a cysteine already coordinating an iron could 

displace the bridging sulfide and the general mechanism being conserved (alternative pathway 

with 151 in Figure 108, blue), but further studies will be required to assess if L‐cysteine does play 

a part in vivo in the transfer of the labile iron. 

 



Chapter 4 

194 

4.3.4 TiHydG Crystal Soaking in the Presence of Diatomic Ligands 

The proposed mechanism of action (see section 2.11) places the labile iron in central stage, not 

only in the formation of the diatomic ligands, but also in transferring the bound CO/‐CN to the 

scaffold enzyme HydF as part of the maturation process. Despite structural information placing 

the labile iron in a good position to capture the product(s) of L‐tyrosine cleavage, obtaining a 

structure with the diatomic ligands bound would certainly strengthen the proposal for the role of 

labile iron in DHG breakdown, while allowing the observation of the labile iron coordination after 

DHG cleavage. 

Pre‐grown crystals in condition F1 of Hampton PEGRx were allowed to soak in F1 drops with 

increasing amounts of cyanide (0.1‐1 mM) for 2 hours. Additionally, samples were soaked for 48h 

in either 2 mM cyanide or in a carbon monoxide saturated solution. After the soaking period, the 

crystals were directly frozen in liquid N2 and tested at either DLS facilities, beamline I02 (2h 

soaking crystals) or at ESRF facilities, beamline ID29 (48h soaking crystals). The data obtained for 

the TiHydG crystal soaked with CO had in general very poor quality, owing to a quick degradation 

of the crystal while testing. The signal to noise ratio is very low (1.5), which together with a very 

low completeness (58%) leads to an unreliable set of data, and, as such, the dataset was 

discarded (see Appendix A.12 for the data collection statistics). 

 

Figure 110 Soaking experiment of TiHydG crystals with the diatomic products cyanide and 

carbon monoxide. 



Chapter 4 

195 

Regardless of the amount of cyanide added and the time incubated, no diatomic molecule can be 

observed binding to the labile iron. However, there appears to be an inverse relation between the 

amount of cyanide added and the occupancy of the iron, with highest values of KCN leading to 

lower amounts of labile iron present. Furthermore, for the most extreme case, where a high 

content (2.0 mM) of cyanide was incubated for 48h, the labile iron, together with the unique iron 

of the [4Fe‐4S]Aux cluster, are completely absent, together with the unique iron of the [4Fe‐4S]Aux 

cluster, effectively showing that cyanide can degrade the auxiliary cluster with the formation of a 

[3Fe‐4S]Aux cluster (Figure 111). 

The cluster degradation with cyanide was also observed by Dr. Daniel Suess, as samples treated 

with the diatomic compound lost the characteristic signal of the auxiliary cluster [509].The 

progressive loss of the label iron signal with increasing cyanide concentrations could be 

considered a confirmation of the mechanism by which the iron is released, upon diatomic ligand 

formation. However, the interaction of iron with cyanide anions is well documented, creating 

extraordinarily stable compounds [625], including the pigment Prussian blue [626], meaning that 

the removal of the iron by cyanide could also have occurred from a purely inorganic process.  

In the structures (Figure 111), the [4Fe‐4S]RS cluster is still intact, showing four distinct iron signals 

when observing the anomalous data collected near the iron ‐edge (Figure 111). This would make 

the four iron signals of the RSAM conserved cluster an internal control over cyanide degradation, 

and reveals a very strong selectivity of the cyanide towards the labile and unique irons of the 

[5Fe‐5S]Aux cluster. 

An explanation for these results could arise from the coordination of SAM protecting the unique 

iron of the [4Fe‐4S]RS cluster, reducing its availability towards the formation of a cyanide complex. 

This would contrast with the auxiliary cluster whereas, after removal of the labile iron and 

subsequent release of the bridging 2 sulfide, the unique iron of the now [4Fe‐4S]Aux cluster 

would be potentially unprotected. Despite not being fully equivalent, a study characterizing the 

ability of SAM to reduce autoxidation of Fe2+ in the presence of other iron chelators, showed a 

very weak effect of SAM to prevent the oxidation, indicating the interaction of SAM with an iron 

does not prevent interactions with other molecules [627]. It is possible, then, that SAM is not 

responsible for the unreactivity of the unique iron of the [4Fe‐4S]RS cluster to excess cyanide in 

solution. The resistance of the [4Fe‐4S]RS to cyanide degradation, be it by SAM coordination or by 

design of the protein structure, could also serve as a protection against RS cluster degradation 

from any unwanted release of cyanide upon DHG degradation. 
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Figure 111 Anomalous signal surrounding both clusters of different crystals of TiHydG soaked 

with increasing concentrations of KCN. 

The anomalous difference Fourier map of the irons that constitute both the [4Fe‐4S]RS and the 

[4Fe‐5S]Aux cluster are shown in blue, contoured at 3.5 σ. A: Control data with 0 mM KCN (PDBID: 

4WCX). B: Data obtained for the crystal soaked for 2h with 0.1 mM KCN. C: Data relative to the 

crystal incubated with 0.5 mM KCN for 2h. D: Data obtained for the crystal soaked for 2h with 1.0 

mM KCN. The signal for the labile iron is practically absent E: Data for the crystal incubated with 

2.0 mM KCN for 24h. The degradation of the auxiliary cluster was severe, and only a [3Fe‐4S] can 

be built in the available density. 
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4.4 Inorganic Synthesis of ‐Iminocarboxylic Acid 

The identification of the labile iron has introduced the possibility of an inorganic centre in which 

the formation of diatomic ligands takes place. Interestingly, a related non‐enzymatic reaction has 

been described previously, where the incubation of an amine, pyruvate and Fe(II) gives rise to the 

formation of an ‐iminocarboxylic acid [628]. When cyanide was also present in the system, the 

complex became more stable towards acid hydrolysis as well as becoming oxygen‐tolerant, with 

tetracyano‐‐iminocarboxylato‐ferrate(II) compounds (Figure 112) being proposed as the 

products of the reaction, indicative of an octahedral coordination not dissimilar from structure 

119 proposed in the mechanism of HydG (section 2.11). 

 

Figure 112 Ferrous ‐iminocarboxylic complexes  

Iron(II)‐‐diimine chromophoric chelate ring 158 and tetracyano(‐‐iminocarboxylato)ferrate(II) 

compound 159 as products of ‐iminocarboxylic acid formation in the presence of ferrous iron. 

Adapted from [628]. 

 

Following the same mechanism with ammonia, pyruvate and Fe(II) to yield dehydroglycine would 

create a framework to study the mechanism of DHG cleavage, effectively bypassing the first half 

of HydG’s reaction (section 2.11, Figure 83). Additionally, the formation of a stable complex could 

serve as a potential target for crystallization studies to reliably observe a coordinated labile iron 

with its substrate (DHG) bound. 
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Figure 113 Dehydroglycine:Fe complex 

Possible mechanism for the coordination of ferrous iron by DHG 163 by the formation of ‐

aminocarboxylic acids with glyoxylate 160 and ammonia 29. 

 

4.4.1 Formation and UV‐Spectroscopy of the Fe‐DHG Complex 

An initial replication of the conditions previously reported by Krumholz [628] (Method 9.18), 

mixing glyoxylate with varying concentration of FeCl2 and ammonia led to the formation of dim, 

purple coloured solutions after 1h incubation. The reactions are identified by their iron rate, 

calculated as shown in Equation 5. 

X୊ୣ ൌ
FeሺIIሻ

ሺFeሺIIሻ ൅ NHଷሻ
 

Equation 5 Iron rate calculation. 

 

The samples were spun‐down, removing a white precipitate, however UV‐vis spectra still showed 

a strong interference making the results difficult to analyse, as the peak broadens throughout the 

entire visible spectrum, despite a broad peak at the previously reported wavelength 475‐520 nm 

[628] being present in the samples. The white precipitate was replicated in the control where 

FeCl2 was mixed with NH3 in the absence of glyoxylate 160, leading to a strong interference of the 

absorbance (Figure 114 B). 
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Figure 114 UV Spectra following the formation of Fe‐DHG 

A: Results obtained for the reaction made with different XFe rates B: Controls of just the reaction 

buffer (red); FeCl2 and glyoxylate (green); FeCl2 and NH3 (blue); glyoxylate and NH3 (purple) with 

no relevant peak at 530 nm corresponding to the product. The mixture of FeCl2 and NH3 led to the 

formation of a white precipitate, resulting in a broad peak. 

 

To improve the formation of the chromophore compound while reducing the amount of 

precipitate formed, the conditions of the experiment were altered (Method 9.18.1), by diluting 

the reactants 10‐fold, while keeping the rates of Fe to NH3 (XFe) between 0.1‐0.3. A clear purple 

solution was formed after incubation, without a white precipitate observed, leading to a clear UV‐

Vis spectra (Figure 115 A). The reported observations by Krumholz [628], showed that at a 

constant iron(II) concentration and increasing methylamine values resulted in an increase in the 

absorption maximum, from 440 nm until 477 nm, until a 3:1 amine:iron ratio was reached 

(XFe=0.25). Further increases in the amine content resulted in a decrease of the absorption 

maximum, corresponding to formation of species with less than a 3:1 amine:iron ratio when the 

amine is in a large excess [628]. 

Changing methylamine for ammonia in the system led to the absorption maximum being at 530 

nm. Additionally, while a similar relation between absorbance and XFe could be traced, the signal 

at low XFe values remains almost unchanged up until XFe= 0.2, following which a sharp increase 

was observed. The maximum was reached when XFe=0.25, in accordance with the results reported 

for methylamine and ethylamine [628], followed by a signal decrease when XFe=0.3, albeit the 

spectra with the highest XFe rate also reveals a significant increase in background noise, with a 

clear peak no  longer being observable. 
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Figure 115 UV spectra of the formation of Fe‐DHG complex, with lower concentration of 

substrates. 

A: Results obtained for the reaction made with 10‐fold dilutions of all relevant compounds, using 

increasing XFe rates. B: Diagram of A530nm peak intensity, showing a dependency of the peak with 

the XFe rate, reaching a maximum at XFe=0.25. 

 

4.4.2 HydG Auxiliary Cluster Activity in the Presence of Fe‐DHG Complex 

With the successful formation of a dehydroglycine:iron(II) complex, the hypothesis of bypassing 

the radical SAM chemistry in HydG could be tested, by measuring the formation of cyanide in the 

absence of L‐tyrosine (Method 9.18.2). HydG was incubated with the product of the reaction of 

FeCl2, glyoxylate and ammonia, together with the strong reducing agent dithionite, at 37 ᵒC for 

one hour. Two controls were done, one without the addition of the enzyme, to measure any DHG 

cleavage that can occur in highly reducing conditions in the absence of the enzymatic 

environment; and another with the addition of the complex but without dithionite present. DHG 

cleavage reaction is proposed to make use of the reducing power of the [4Fe‐4S]Aux and with no 

reducing agent present, close to no reaction is expected. 

The cyanide quantification results for both controls are similar, though non‐zero, potentially due 

to some background interference, in particular since the values are low enough to be close to the 

limit of the methodology [311]. When the enzyme is incubated with the Fe‐DHG complex and 

dithionite, the formation of cyanide is twice that of the controls, indicating successful, albeit very 

low, turnover by the enzyme. 

These results are very preliminary, as analysis of the Fe:DHG complex by LC‐MS and NMR have 

not yet been carried out and are necessary as a confirmation of the nature of what compound is 
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coordinating iron. Provided the formation of the complex is as predicted (Figure 113), 

optimization of the concentration of protein:complex, to increase the amount of cyanide formed, 

would allow for the first time studies on the reaction with the elusive DHG. Furthermore, as the 

formation of the complexes can be achieved with different aliphatic amines [628], different 

complexes can be tested for both scission activity on HydG as well as transfer onto HydF. 

 

Figure 116 Formation of cyanide, by TiHydG in the presence of the Fe complex. 

Controls where the reactions were equivalent except for the absence of a reducing agent (No 

DTH) or enzyme (No HydG) are also shown. 

 

4.5 Summary and conclusions 

In the absence of a structure with the native substrate to guide the proposed mechanism of 

action, analogue studies test which moieties are absolutely necessary for interaction with the 

enzyme and can answer many questions regarding the enzyme’s activity. Activity studies with 

ThiH emphasized the importance of the phenolic O‐H bond [46], results which were shared in 

HydG [519]. 
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Probing the most promising substrates for L‐tyrosine analogues of the previous studies, together 

with new compounds, brought some interesting revelations. Firstly, the removal of the amino 

group leads to a high rate of uncoupled turnover, but no formation of p‐cresol (HPHPA 127; HPPA 

128). These results are in accordance with the latest proposal of the abstraction occurring by the 

amino group of L‐tyrosine [317, 321]. 

Addition of other functional groups into the aromatic ring leads to a higher rate of uncoupled 

turnover (L‐DOPA 137), most likely due to steric changes of the side chain, which decrease the 

ability of the C‐C bond to be cleaved. The carboxylic acid unit can be successfully changed into 

an amide (L‐tyrosinamide 138), leading to a significant release of p‐cresol. Additionally, and unlike 

previous observations [46], the absence of the carboxylic acid moiety does not completely impede 

the interaction with the active site, as tyramine 130 led to DOA formation. Interestingly, the 

cyclization of L‐tyrosine in the amino moiety, forcing the molecule into a more planar geometry, 

not only completely abolishes activity, but decreases the uncoupled turnover of SAM (HTHIQCA 

140). 

The identification of a small library of molecules which interact in different ways with the enzyme, 

paved way for a wider screen of crystallization attempts. Unfortunately, most compounds 

inhibited severely the ability to obtain crystals. HTHIQCA and tyramine alone were able to be 

added onto the system and show some crystalline formation, after the use of microseeding. The 

structural data obtained, however, did not show any density for the substrate analogues. 

Building upon the structural information already collected (see chapter 3), a few amino acids were 

chosen for co‐crystallization, to help in the identification of the residue coordinating the labile 

iron, though, so far, the crystals obtained have had too weak diffraction patterns to obtain 

reliable structural information. The addition of small molecules, namely iron and sulphide to 

increase the occupancy of the complete auxiliary cluster, also lead to a significant drop in crystal 

quality, which is perhaps related to the asymmetry between monomer A and monomer B, where 

only one is ever shown to contain the [5Fe‐5S]Aux. 

It seems likely that the crystal form obtained for Thermoanaerobacter italicus HydG in the 

presence of SAM, with space group P1 and unit cell approximately 55.0; 55.0; 90.0; 90.0; 90.0; 

65.0 (a; b; c; ), is too stable in the absence of additional substrates. This leads to a lack of 

crystals with other elements bound regardless of them being the native substrate, substrate 

analogues or indeed other small molecules. Returning to an initial stage where commercial broad 

screens are to be used and focusing on either expressing a different HydG (TlHydG seems a likely 

candidate) or by doing broad screens altering the ratio of protein:SAM:substrate may hold the key 
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for a successful co‐crystallization. In order to limit the scope of such studies, estimating the Kd of 

the protein in relation to different substrate analogues would provide a good selection method 

for the most relevant substrates, in addition to activity assays. Techniques such as isothermal 

calorimetry (ITC) have become common tools to assess binding affinities [629] and could guide 

future experiments, in particular as binding constants are a good guideline for the concentration 

of substrate to add in a co‐crystallization experiment. 

Attempting to obtain a crystallographic snapshot of the proposed final product, where the labile 

iron coordinates CO/CN, was also mildly unsuccessful. Allowing a pre‐grown crystal to soak in 

different concentrations of the diatomic ligands at different timings has not, at least so far, 

yielded a structure of the loaded labile iron. Instead, the different concentrations of cyanide seem 

to indicate an inverse relation with the occupancy of the labile iron, with a more extreme event, 

at 2.0 M of cyanide for 48h, degrading the auxiliary cluster to what is mostly a [3Fe‐4S]Aux species. 

Both the ability of the labile iron to be abstracted by the presence of cyanide as well as the 

selective degradation of the auxiliary cluster versus the RSAM conserved cluster are at least 

indicative of the potential Fe(CO)2(CN) donation mechanism proposed previously [296]. 

To further the ability to study the events related to the auxiliary cluster, a chemical process that 

leads to the formation of iron‐bound ‐iminocarboxylic acids was investigated. Following the 

protocol established by Krumholz [628], the formation of a Fe‐DHG complex was initiated by 

mixing Fe(II) with glyoxylate and ammonia. The use of the smallest aliphatic amine led to the 

formation of a purple complex with an absorption maximum at 520 nm, a higher wavelength than 

those reported for methyl‐ and ethyl‐ amines. The compound reaches its highest level of 

formation when there is a three‐fold excess of amine to iron (Xfe=0.25). UV‐vis was the only 

method used for following the reaction, and in the future, confirmation by mass spectrometry 

and H‐ and C‐ NMR are to be carried out. 

The ability of HydG to uptake a loaded iron into the correct position was tested by incubating a 

fully reconstituted enzyme with the complex for one hour. Not unexpectedly, the results show 

only modest activity by the enzyme as with the labile iron in place, the exchange rate from free 

labile iron onto a loaded iron complex may be very slow. Additionally, one of the DHG bound to 

the complex needs to be removed, to release the hexacoordination of the iron so that His265 and 

the bridging 2 sulfide can bind. 

To maximize the binding potential of HydG, the labile iron should be removed. EDTA is often used 

to obtain the apo‐form of RSAM enzymes, as it is a strong iron chelator [37, 627, 630]. A careful 

experiment must be designed to understand the amount of EDTA necessary and the incubation 
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time required, so that the EPR signal for both cluster is still present, the L‐tyrosine cleavage 

activity is not impaired (which would indicate [4Fe‐4S]RS cluster destruction), but no cyanide is 

formed. Such an enzymatic state would, theoretically, be more susceptible to iron uptake, which 

could increase the cyanide rate of formation from the complex. 

These preliminary results should also be verified with HydG mutants without the [4Fe‐4S]RS 

cluster. Whilst it is not possible to predict whether the removal of the RSAM conserved cluster 

would have a general effect on the folding of the protein, which could irreversibly inhibit cyanide 

formation, the removal of the unnecessary cluster for the second half of the reaction could help in 

subsequent studies of the DHG cleavage steps by EPR. 
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Chapter 5:  Further Insights Into the Structure 

Characterization of Lipoyl Synthase LipA 

5.1 Introduction 

Lipoyl synthase (LipA) and biotin synthase (BioB) belong to a unique subgroup of RSAM enzymes 

which are responsible for the insertion of sulfur into inactivated carbons of octanoic acid and 

dethiobiotin, respectively [39, 58, 76]. A common theme shared by these enzymes is the presence 

of an auxiliary cluster, a [2Fe‐2S] cluster in the case of the one sulfur donation by BioB [128], and 

a [4Fe‐4S] cluster in LipA ,which catalyses a two‐sulfur donation mechanism [415]. Interestingly, 

kinetic data on both enzymes revealed only one turnover per enzyme molecule, even in the 

presence of exogenous sulfur [58, 410, 414, 631], leading to the suggestion that the enzyme 

would work as both a catalyst and reagent, with the inserted sulfur atoms deriving from the 

enzyme itself, likely from auxiliary cluster degradation [39, 171]. This theory gained a strong 

support when Raman spectroscopy with a selenium‐reconstituted BioB showed the formation of 

selenobiotin [411]. In an analogous manner, in lipoyl synthase, the two sulfur atoms were shown 

to arise from the same source [401]), with the further observation of a monothiolated cross‐

linked intermediate, bound to a partially degraded cluster clearly supporting the self‐sacrifice 

mechanism [172, 416, 632]. 

The structural information obtained by X‐ray crystallography of BioB was one of the first of the 

RSAM superfamily [180], showing both the native substrate, dethiobiotin, as well as SAM in the 

active site, helping to consolidate the understanding of the RSAM conserved activity and structure 

[50]. Until recently, no structure of LipA had been obtained, but thanks to the efforts of Dr. J. E. 

Harmer, two high resolution structures are now available: one of the structures was obtained in 

the presence of S‐adenosyl‐homocysteine (SAH), of which only the degradation product L‐cysteine 

can be observed, and the other with the methylthioadenosine (MTA) a product of SAM 

degradation [182]. 

Despite mechanistic similarities, LipA and BioB are significantly different in their structure, with 

LipA only possessing a partial 6  TIM barrel [182], being similar to enzymes which contain the 

common RSAM fold [22], whilst BioB possesses a full 8  barrel [180]. In both enzymes’ 

structures the [4Fe‐4S]RS cluster is conserved, but the location of the proposed sulfur donor 
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clusters, [2Fe‐2S] of BioB and second [4Fe‐4S] of LipA, are located in different regions of the active 

site, demonstrating that even within subfamilies significant differences can be found. 

 

Figure 117 Structure superposition of LipA (green) and BioB (red). 

The position of the RSAM [4Fe‐4S] cluster, together with the partial 6 / TIM barrel fold is 

conserved across the enzymes, however other structural components are largely dissimilar, 

leading to a 7.2 Å difference in the placement of the auxiliary cluster. 

 

Apart from the core fold, where the [4Fe‐4S]RS is located, LipA possesses both N‐ and C‐terminal 

extensions, which close the active site. In the N‐terminus the CX4CX5C cysteine triad is located, in 

order to bind the [4Fe‐4S]Aux [414], while the C‐terminus extension provides the highly conserved 

Ser283 in TeLipA2 which interacts with the unique iron of the [4Fe‐4S]Aux. The presence of such 

unique residue interaction is unprecedented in any RSAM structure and raises questions 

regarding its mechanistic importance, as the weaker serine‐Fe coordination is often used in 

mutagenesis studies to remove [4Fe‐4S] clusters [110, 112, 115, 118, 312, 633]. The serine is part 

of a conserved RXSX motif, where Arg281 is responsible for a cation‐π interaction with SAM, as 

shown by the interaction observed with the adenosyl ring of MTA (Figure 118). The arginine 
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interaction works as a signal to reduce intercluster distances, from 13.98 Å in the SAH structure to 

12.69 Å in the structure containing MTA [182]. 

 

Figure 118 Structure comparison TeLipA2 crystals. 

Crystal structure of TeLipA2 crystallized with SAM, degraded to MTA, (PDBID: 4U0O) (red), or 

crystallized with SAH (PDBID: 4U0P) (green), with cysteine coordination to the [4Fe‐4S]RS cluster. 

In the structures a 1.3 Å change in the location of Arg281 is observed, shown interacting with MTA 

in the SAM crystal, but shifting away from that position in the absence of an adenosyl ring. This 

movement of Arg281 has been associated with sensing the presence of SAM to reduce the 

intercluster distances, necessary for the sulfur donation mechanism of LipA by the [4Fe‐4S]Aux 

cluster. 

 

Under reducing conditions, DTT is seen in the active site together with the SAM degradation 

product MTA. The presence of these molecules in the active site leads to some flexibility in the N‐

terminal loop (residues 13‐21) with undefined density, while the structure of SAH shows an 
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additional ‐helix shielding the active site. The position of MTA resembles that of adenosine in 

SAM, being adjacent to the GxIxGxxE motif (G208‐LMLGLG‐E215 in TeLipA2) and conserved in 

many RSAM enzymes. The YNHNLD motif found in BioB, proposed to interact both the ribose 

motif of SAM as well as the substrate in that structure [180], is also present in TeLipA2 (Y166‐

NHNL‐E171). However, in LipA’s structure, the YNHNLD residues are located too far to bind SAM 

and are not predicted to interact with the octanoyl substrate. 

Two channels into the bulk medium are reported to have direct access into the active site of LipA, 

the smallest leading to the [4Fe‐4S]RS cluster and likely to be responsible for the interaction with 

the in vivo reductive mechanism. The larger channel is thought to be positioned between the 

[4Fe‐4S]RS and the [4Fe‐4S]Aux, allowing the ocatanoyl‐lysine residue from a lipoyl domain to enter 

[342]. Only one sulfide of the [4Fe‐4S]Aux is positioned directly towards the active site, most likely 

making it the first sulfur to be incorporated into the substrate (Figure 118, S1). All three other 

sulfide atoms that constitute the cluster are located at too great a distance away from the 

substrate binding site. This led to the proposal of a rearrangement of the cluster in the presence 

of the monothiolated intermediate taking precedence to the second sulfur transfer. Despite a lack 

of substrate being present in the structure, docking studies placed a flexible octanoyl‐lysine in the 

active site, with the C6 and C8 position of the octanoyl side chain falling between SAM and the 

[4Fe‐4S]Aux, in the same orientation to that of DTB in BioB [180]. 

 

5.2 Expression and Purification of TeLipA2 

The nature of the work described herein attempts to build upon the structural studies initiated by 

Dr. M. Hiscox and Dr J. E. Harmer, who successfully transformed, expressed, purified and 

crystallized one of the two lipoyl synthases present (lipa2) from Thermosynechococcus enlongatus 

(Te) [182, 634]. The gene coding for this lipoyl synthase (UNIPROT: Q8DLC2) had been previously 

inserted into the pFM024 plasmid [523] by Dr. M. Hiscox (Appendix A.14), under the control of a 

pBAD promoter, which is inducible with l‐arabinose [522]. The protein gene was co‐expressed 

with the E. coli isc operon, as this operon increases the iron and sulfide content of the protein 

[523]. In order to purify the protein, a hexa‐histidine tag coding region was added to the C‐

terminal end of the gene, as a means to purify the protein by nickel affinity chromatography 

[521]. 
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The purification of TeLipA2 followed the same general protocol used for the purification of TiHydG 

in section 2.3.2, and as discussed, a small amount of ISC proteins were co‐eluted from the 

different purification stages, an event which did not affect the crystallization studies of TeLipA2. 

The overall yield of purification was approximately 16 mg protein/L culture. 

 

Figure 119 SDS‐PAGE gels of samples obtained in the purification of TeLipA2. 

A: Nickel‐NTA affinity purification results: 1‐8 – Eluted fractions containing TeLipA2 (32 kDa); 9 – 

Protein molecular weight markers; 10 – Sonicated lysate; 11 – Insoluble fraction; 12 – Clear lysate 

applied onto the column. B: Buffer exchange chromatography and S‐75 gel filtration purification 

results: 1‐3 – Fractions collected from the 50 mL S‐75 used for buffer exchange; 4‐5 ‐ Initial 

fractions eluted from the 300 mL S75 gel filtration column, corresponding to an aggregate of 

protein and excess [Fe‐S]; 6 – Protein molecular weight markers; 7‐12 – Golden‐brown band, 

corresponding to the soluble TeLipA2, with the correct 32 kDa size. 
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5.2.1 Chemical Reconstitution of TeLipA2 

Iron content and UV‐vis studies on TeLipA2 prior and following reconstitution, yielded results 

similar to the previously reported by Cicchillo and colleagues [415]. The UV‐spectra following 

reconstitution has both the proteinacious 280 nm peak as well as a clear defined 410 nm peak, 

indicating the presence of [4Fe‐4S] cluster(s) [534]. 

Table 16 Protein and iron content estimation at different stages of TeLipA2 purification. 

Protein 

Total 

protein 

Ni‐NTA 

(mg) 

Iron content 

before 1st 

reconstitution 

(molar 

equivalents) 

Iron content 

after 1st 

reconstitution

(molar 

equivalents) 

Total 

Protein 

gel 

filtration 

(mg) 

Iron content 

before 2nd 

reconstitution

(molar 

equivalents) 

Iron content 

after 2nd 

reconstitution 

(molar 

equivalents) 

TeLipA2  79  4.43 ± 0.7  7.24 ± 1.8  33  4.02 ± 2.3  6.22 ± 0.8 

 

Following chemical reconstitution, the extinction coefficient values at 410 nm rose from 410= 

16,900 cm‐1 M‐1 obtained in the non‐reconstituted sample (4.0 M) to 410=27,700 cm‐1 M‐1 for the 

reconstituted sample (3.5 M), indicative of close to two [4Fe‐4S]2+ clusters per protein molecule 

[534, 635]. Comparing these results to those of TiHydG (section 2.3.3), another enzyme containing 

two [4Fe‐4S]2+ clusters, shows that despite an initial higher cluster content, indicative of less 

degradation by imidazole, TeLipA 2 does not reconstitute as readily, leading to a lower than the 

expected 410 nm peak. Consistent with these results is the presence of an additional small 

shoulder at 320 nm, a peak which has been associated with the presence of [2Fe‐2S]2+ clusters 

[128], and which has previously been reported in purified lipoyl synthase by Kriek and colleagues 

[523]. The UV‐Vis results correlate well with the iron quantification: the number of irons per 

molecule of TeLipA2 increased from 4.43 ± 1.5 in samples prior to reconstitution to 6.22 ± 0.8 

following chemical reconstitution.  
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Figure 120 UV‐vis spectra of TeLipA2. 

Red trace indicates samples prior to any reconstitution ([TeLipA2]= 4.0 M) and green trace 

shows the UV‐vis spectra of the reconstituted sample ([TeLipA2]= 3.5 M). The increase in the 

peak at 410 nm is indicative of [4Fe‐4S]2+ assembly, while the shoulder at 320 nm indicates the 

presence of [2Fe‐2S]2+ clusters. 

 

5.3 Crystallization of TeLipA2 in Higher Glycerol Content 

The purification of TeLipA2 in buffers with high glycerol content (10% w/v glycerol), together with 

the presence of PEG molecules in the crystallization condition (15% w/v 20,000 PEG), allows for 

direct freezing of the crystals [636] without significant macroscopic damage. Although small 

amounts (around 1%) of a given cryoprotectant, such as glycerol, are often shown to be sufficient 

for efficient cryoprotection [637], the levels of glycerol introduced into the system during the 

experiment may reach as high as 50% [638]. To verify whether any changes could be observed in 

the diffraction quality of crystals when the glycerol content was increased, a set of experiments 

was carried out where glycerol was introduced into the drop prior to incubation for crystal 

formation (Method 9.19). 
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Table 17 Glycerol concentration in crystallization experiment with TeLipA2. 

Table summarizing  the glycerol concentrations  in the protein and well solutions  (left) as well as 

the final concentrations present in the crystallization drop (right) 

Initial % of Glycerol    % of glycerol in the final crystallization condition 

Protein 

solution 

Well 

solution 
 

1:1 

(protein/well 

solution) 

1:2 

(protein/well 

solution) 

2:1 

(protein/well 

solution) 

10  0    5  3.33  6.67 

13.5  4.8    9.1  7.7  10.6 

18  9.1    13.5  12.1  15.0 

22.5  13.0    17.8  16.2  19.3 

27  16.7    21.8  20.1  23.6 

 

 

Figure 121 Crystals obtained for TeLipA2 in the presence of increasing concentrations of glycerol 

A: 7.7% glycerol content in the drop. B: 10.6% of glycerol content in the drop. C: 17.8% glycerol 

content in the drop. 
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As shown in Figure 121 the increasing concentration of glycerol decreased the amount of crystals 

per drop, with concentrations above 15% being devoid of crystals. The crystals also suffered slight 

morphological changes, becoming more compact as the glycerol concentration increased. Crystal 

samples grown in three different drops (7.7% glycerol; 10.6% glycerol and 15% glycerol) were 

directly frozen and tested in Diamond Synchrotron Light Source I04, at 100K and 12 kEv. 

Despite the widespread use of glycerol as a cryoprotectant [548, 638], the growth of crystals in 

presence of a higher concentration of this substance showed a dramatic reduction in the quality 

of the diffraction data obtained (Figure 15), even at the smallest increase (from 5% to 9%). The 

results for higher glycerol contents consistently show that any increase in the cryoprotectant 

concentration during the crystallization stage yields very low diffraction crystals. 

 

Figure 122 Crystal diffraction from TeLipA2 grown in the presence of increasing concentrations 

of glycerol 

A: 7.7% glycerol. B: 10.6% glycerol. C: 15.0% glycerol. The increase of glycerol led to overall lower 

resolutions in the data collection. 
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5.4 Chemical Reconstitution of TeLipA2 Under Different Reducing 

Conditions 

DTT is the most common reducing agent used during the chemical reconstitution step [38, 79, 

408, 410, 639‐642]. However its presence at high concentration (5.0 mM) in the crystallization 

system of TeLipA2 leads to DTT being present in the active site of the structure grown in the 

presence of SAM [182]. This may influence the ability to co‐crystallize with an intact SAM 

molecule, leading to structural changes that could reducing the ability of the system to bind an 

octanoyl‐lysine substrate. 

An experiment was designed to reduce the total amount of DTT present in the protein sample 

prior to crystallization, by testing the extent of chemical reconstitutions in the presence of lower 

(1.0 mM) quantities of DTT (termed DTTlow). Other reductants, namely ‐mercaptoethanol (BME) 

and tris(2‐carboxyethyl)phosphine) (TCEP), were also tested at the same concentration of 1.0 

mM, prior to observing the UV‐vis differences that accompanied these changes. Additionally a 

reconstitution was carried out where only half the amount of FeCl3 and Na2S was added (2.5 

protein molar equivalents of each). The resulting sample was termed Felow and aimed to provide a 

control for a presumably more incomplete reconstitution. 

Despite its reduction potential being unknown, TCEP is often considered the strongest reducing 

agent of the three tested [643] and is reportedly [644] able to reduce both BME, with an E0=‐0.26 

V measured at pH 7.0 and 25ºC against a standard hydrogen electrode [645], and DTT, with an E0= 

‐0.33 V measured at pH 7.0 against a DPN+‐DPNH system [646]. However, the similarities in the 

UV‐spectra when the reconstitution is carried out with either TCEP or BME strengthen the idea 

that the role of DTT during the reconstitution step is greater than simply providing reducing 

equivalents. The lower extinction coefficients at 410= 14,000 cm‐1 mM‐1 for TCEP (2.7 M) and 

410= 21,800 cm‐1 mM‐1 for BME (2.6 M), together with the high background signal at higher 

wavelengths are indicative of an incomplete reconstitution and the formation of unspecific iron‐

sulfide aggregates [534]. 

In contrast with these results, when the reconstitution is carried out with DTT present, even with 

a 5‐fold decrease in the concentration of DTT to 1.0 mM or a two‐fold decrease in the molar 

equivalents of FeCl3 and Na2S added, the reconstitution occurs to a more significant extent. The 

extinction coefficients at 410= 20,700 cm‐1 mM‐1 and 410= 23,000 cm‐1 mM.‐1 for DTTlow (3.9 M) 
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and Felow (4.3 M), respectively, seem to suggest the presence of more than one cluster 

reconstituted on average [523]. 

These results seem to show that the iron chelating ability of DTT [647, 648], with its two thiol 

groups, plays an important role in the reconstitution step. This role of DTT is also alluded to in the 

increased background noise at high wavelength in samples without DTT, most likely arising from 

non‐specific iron sulfide formation (compare results in Figure 123 with those of Figure 120).  

Additionally, protein quantification after reconstitution shows that the loss of protein is much less 

extensive when DTT is present in the system following reconstitution, with 4.0 M of TeLipA2 

being estimated for both reconstitutions with DTT, while BME/TCEP predicts less than 3.0 M. 

This decrease in the concentration of protein is also indicative of a more extensive protein 

aggregation with iron sulfide when DTT is not present in the system. 

 

Figure 123 UV spectra of TeLipA2 under different reducing conditions, together with the 

calculated 410/280 values. 

There is a clear contrast between TeLipA2 samples reconstituted in the absence of DTT, A: BME 

(2.6 M) and B: TCEP (2.7 M), showing a less prominent 410 nm peak following reconstitution 

(green); and samples with DTT present, C: 1 DTTlow (3.9 M) and D: Felow(4.3 M), which after 

reconstitution (red trace) show a more well defined characteristic [4Fe‐4S]2+ signal. 



Chapter 5 

216 

5.4.1 Crystallization of TeLipA2 in Different Reconstitution Conditions 

A crystallization experiment was carried out using TeLipA2 samples reconstituted in the different 

reducing conditions discussed in the previous section, together with 10 mM SAM. Reducing the 

overall DTT concentration in the sample would have hopefully led to an absence of the reducing 

agent in the active site, accommodating an intact molecule of SAM instead. Unfortunately, the 

changes to the reconstitution method interfered with the ability to form crystals in both a 96‐well 

format, using Hampton PEGRx HT commercial broad screen, as well as in 24‐well format under the 

condition where crystals had previously been obtained (100 mM Bicine, pH 8.5, 3% dextran 

sulfate sodium salt, 15% PEG 20,000). 

In order to increase the chances of crystal formation, a micro seeding experiment was carried out 

in 24‐well format (Method 9.10). A pre‐grown crystal of TeLipA 2 reconstituted in the presence of 

5 mM DTT was shattered into small fragments in a small volume of well mixture. The seed stock 

was used for 10‐fold dilution series and 0.1 L of these seeding solutions were then added to 

fresh drops with protein reconstituted with the different reducing agents. Despite the addition of 

seeds to help with the nucleation stage, only the sample reconstituted with 2.5 molar equivalents 

of FeCl3/Na2S showed any crystal formation (Figure 124). The crystallization of TeLipA2 with 

reduced reconstitution equivalents could lead to an incomplete cluster formation, as hinted by its 

UV‐Vis spectra with a lower 410, and obtaining the crystal structure of the enzyme with the 

auxiliary cluster in a partially degraded stage provide some information regarding the fate of the 

cluster after sulfur donation  [632]. 
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Figure 124 Crystallization of TeLipA2 Felow. 

A: Small crystal obtained for TeLipA2, where the reconstitution step was achieved with 2.5 molar 

equivalents of FeCl3 and Na2S. 0.8 mM of enzyme were mixed with SAM and allowed to 

equilibrate for 24h prior to addition of seeds. A small crystal was observed at 1.0 x 10‐4 dilution 

alone. Crystallization condition H12 from Hampton PEGRx HT (0.1 M Bicine pH 8.5, 3% w/v 

Dextran sulfate sodium salt, 15% PEG 20,000). B: Crystal diffraction at 12 keV, to 2.4 Å maximum 

resolution, from the TeLipA2 Felow. 

 

The crystal was tested at Diamond Light Source, beamline I03 under a stream of nitrogen to 

ensure a constant temperature of 100 K. Both data collection and data refinement statistics are 

shown in Appendix A.15. The medium resolution (2.4 Å) data possesses good values for 

completeness (97%), multiplicity (3.7), signal‐to‐noise (10.3) and Rmerge (0.056), and molecular 

replacement identified a very high score model (TFZ 48.2), indicating the structure is most likely 

conserved between the crystal data and the model (PDBID: 4U0O). 

Despite all data pointing towards a simple case of structure refinement, manual improvement of 

the model in WinCoot followed by refinement in Phenix.refine never lowered the Rwork/Rfree values 
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below 0.225/0.277, slightly above average for data at this resolution range. Additionally 

refinement analysis by POLYGON showed a significantly higher B‐factor (Figure 125). The reasons 

behind this much higher temperature factor are two‐fold. First, in the protein backbone two loops 

that were previously stable are now highly disordered and no residues could be built (42‐48 and 

242‐248). The first loop (42‐48) is responsible for the binding of the auxiliary cluster, and despite 

density for all three cysteines being present the increased disorder may have arisen from a more 

incomplete reconstitution (Figure 126). The second reason for such a high B‐factor arises from the 

molecule of DTT bound to the [4Fe‐4S]RS cluster, with 94.3 Å
2, indicating the molecule is moving 

rather freely. This is not unexpected, as the binding of DTT to the cluster is an artefact of the 

crystallization condition, and not mechanistically relevant. 

 

Figure 125 POLYGON analysis of the TeLipA2 Felow crystal 

Comparison of several quality indicators to structures with similar resolution within the PDB 

database. Histograms are coloured based on weighted number of structures with similar 

resolution. 

 

The structural information obtained reveals the presence of both clusters present (Figure 126), 

perhaps unexpected when considering the UV‐vis and iron quantification results (section 5.4). A 

likely explanation to these results arises from the increased random protein aggregation observed 

in the crystallization stage (Figure 124), indicating that a significant portion of the protein present 
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in the drop did not crystallize. It is possible that protein molecules that did not contain both 

clusters were less stable and formed random aggregation, whilst the few protein molecules in 

solution which were able to be fully reconstituted despite the less favourable conditions, were 

able to successfully crystallized. 

 

Figure 126 Model and density map of TeLipA2 Felow. 

N‐terminus is shown in pink, central RSAM domain in green and C‐terminus in blue. mFo‐DFc 

difference map shown in the absence of the ligands (= 3.0), revealing density that can be 

attributed to each cluster, MTA and DTT, together with some density belonging to the residues 

that constitute loop 42‐48. Both [4Fe‐4S] clusters are shown in yellow and orange, 5'‐MTA in lilac 

and DTT in green. 
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5.5 Chemical Reconstitution of TeLipA2 With Sodium Selenide 

When BioB was first described as a catalyst of sulfur donation, two possible donating groups were 

proposed [649]: an Fe‐S centre of the protein [76, 650] or a substrate sulfur species [651] possibly 

DTT from the buffer. It had been previously demonstrated that SAM consumed in the reaction 

was not to the source of the sulfur [405], and over the years evidence accumulated that the [2Fe‐

2S]Aux cluster was the most likely source of the sulfur [76, 77, 408, 410, 652]. In a study by Bui and 

colleagues, BioB was reconstituted with iron and selenide to follow the formation of selenobiotin 

[411]. It showed the ability to selectively form a [2Fe‐2Se]Aux cluster and that selenobiotin was 

formed upon turnover, strengthening the case for self‐sacrifice in BioB [39, 171, 653]. 

The incorporation of selenium into proteins is a staple method of protein crystallography [654, 

655], as a means to obtain anomalous diffraction, leading to the solution of the phase problem 

(see section 8.3.2.3). Combining the ability to identify the location of selenium atoms in a crystal 

structure, with the formation of an selenium intermediate of the reaction for lipoyl synthase 

could strengthen the theory that the mechanism of sulfur insertion is conserved in BioB and LipA, 

arising from a self‐sacrifice mechanism of the auxiliary cluster [401]. 

The reconstitution steps were replicated as before (see section 7.2), however Na2S was exchanged 

for Na2Se. Two methodologies were tested: with one method carrying out both reconstitution 

steps Na2Se and the second using Na2S for the first reconstitution, and Na2Se for the second 

reconstitution following size exclusion chromatography (Method 9.6.1). 
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Figure 127 UV spectra of TeLipA2 reconstituted with iron(III) chloride and sodium selenide 

The reconstitution of TeLipA2 with sodium selenide leads to a less defined 410 nm peak. A: First 

reconstitution (blue) carried out with FeCl3/Na2S and the second with FeCl3/Na2Se (green). 

Following the second reconstitution the peak near 410 nm did not increase significantly. B: Both 

reconstitutions carried out with FeCl3/Na2Se, leading to an increase in protein and/or iron 

selenide aggregation, as shown by the background increase at high wavelength. 

 

Samples reconstituted with sodium selenide had a much higher tendency to aggregate, with a 

much more significant portion of the protein lost at each purification stage. As a result there is a 

higher than average background signal in the UV spectra (Figure 127), indicative of non‐specific 

Fe‐Se interactions. The signal of the cluster specific 410 nm peak did not display very significant 

changes with the chemical reconstitution step with both reconstitutions being carried out with 

Na2Se, a result similar to the reported for BioB, where the characteristic peaks were found to be 

less well defined when Na2Se was added to the proteins [411]. The sample prior to being 

reconstituted (4.4 M) shows 410= 7,250 cm‐1 M‐1, and increases to 410= 12,000 cm‐1 M‐1 after the 

first Na2Se reconstitution (3.2 M), raising further slightly after the second reconstitution (2.9 

M) 410= 16,900 cm‐1 M‐1. The lack of defined features that follow the addition of sodium 

selenide meant the sample which was initially reconstituted with Na2S shows a chromatographic 

profile closer to the usual reconstitution (compare Figure 127 A and Figure 120). 

The addition of Na2S dramatically changes the extinction coefficient at 410 nm from 410= 10,900 

cm‐1 M‐1 prior to reconstitution (4.6 M) to 410= 18,600 cm‐1 M‐1 after reconstitution (4.3 M). 
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The addition of 5 Meq of FeCl3/Na2Se for the second reconstitution changes the spectroscopic 

profile slightly, with 410= 21,000 cm‐1 M‐1 after both reconstitution processes (2.9 M). 

 

5.5.1 Crystallization of TeLipA2 Reconstituted With Selenium 

The successful incorporation of selenium into the auxiliary cluster of TeLipA2 was to be confirmed 

X‐ray crystallography [656]. Unfortunately, the use of sodium selenide as a reconstitution partner 

led to a severe inhibition of crystal formation. As mentioned previously, samples reconstituted 

twice with Na2Se have a high tendency for aggregation. This tendency led to the rapid formation 

of an amorphous dark precipitate following the mixture with the crystallization condition, and no 

crystalline features were apparent Figure 128 A. 

 

Figure 128 Crystallization of TeLipA2, where the reconstitution was carried out with FeCl3 and 

Na2Se. 

 

When both reconstitution steps carried out with Na2Se (A), no crystalline formation was observed 

and dark aggregates were seen forming. If TeLipA2 was initially reconstituted with FeCl3/Na2S, and 

only during the second reconstitution was Na2Se added to the sample, crystallization was not as 

severely impeded (B) and a single crystal was observed. Crystallization condition H12 from 

Hampton PEGRx HT (0.1 M Bicine pH 8.5, 3% w/v Dextran sulfate sodium salt, 15% PEG 20,000). 
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The sample which was reconstituted once with Na2Se, however, showed the formation of a single 

crystal (B), with much lower random aggregation occurring in the crystallization condition. The 

crystal was collected and directly frozen in liquid nitrogen prior to testing in Diamond Light Source 

facilities, beamline i03. The data was collected at high energy (12 kEv), near the selenium ‐edge. 

The fluorescence scan confirmed the presence of selenium in the samples. Unfortunately, the 

quality of the diffraction data is too low for refinement and analysis (Appendix A.16). The high 

Rmerge, together with a very low signal to noise ratio indicate either very low quality data, or wrong 

attribution of symmetry. Manual integration of the diffraction data was attempted using MOSFLM 

[657], but so far indexation with different predicted unit cell/space groups has not improved the 

subsequent integration and no structural information has been derived from this experiment. 

 

5.6 Crystallization of TeLipA2 in the Presence of Substrate Analogues 

The crystal structure of TeLipA2 [182] allowed for the creation of a potential model of substrate 

binding, placing the octanoyl moiety between SAM bound to the [4Fe‐4S]RS cluster and the [4Fe‐

4S]Aux cluster. The presumed distance between the first accepting carbon of the substrate (C6) and 

the proximal sulfur atom of [4Fe‐4S]Aux is 6.4 Å, an intramolecular distance consistent with the 

self‐sacrificial model. The distances between C8 and any of the additional sulfurs is, however, over 

8 Å [182], making it plausible the second donation reaction only occurs after some cluster 

rearrangement, potentially with iron loss [416]. 

To try and obtain a substrate‐bound structure, substrate analogues were initially designed, 

synthesized and tested by Dr. M. Hiscox, who showed that both molecules can be dithiolated by 

the enzyme [634]. The substrate analogues are hexa‐peptides with a lysine containing an octanoyl 

chain appended, mimicking the natural substrate of the enzyme. 
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Figure 129 Two small peptide analogues of the native substrate of LipA. 

A: ESDK(o)AD 164; B: ESVK(o)AV 165. Each letter corresponds to an amino acid, with lysine having 

an appended octanoyl unit (o). 

 

The low solubility of the substrate analogues at biological pH (25 mM maximum solubility) 

hampered any crystallographic studies with substrate concentration above 5 mM. A broad 

crystallization screen, using Hampton PEGRx HT was initially attempted (Method 9.8), using 0.75 

mM TeLipA2 together with 10 mM SAM, 5 mM of either substrate and either the presence or 

absence of 0.1 mM sodium dithionite. The addition of the reducing agent served as an attempt to 

collect a crystal of either the product or of the intermediate‐bound compound. 

The crystallization screening identified one condition where crystal growth was achievable: 0.1 M 

bicine pH 8.5, 3% (w/v) dextran sulfate sodium salt, 15% (w/v) PEG 20,000; the same condition 

used to crystallize TeLipA2 [182]. The crystallization conditions were replicated in a 24‐well 

format, where crystals were grown in the presence of both substrates (Figure 130). 
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Figure 130 Crystals of TeLipA2 grown in the presence of SAM and a synthetic substrate 

A: Co‐crystallization with 5 mM ESDK(o)AD 164. B: Co‐crystallization with 5 mM ESVK(o)AV 165.  

 

The crystals obtained for TeLipA2 with substrate analogues were exposed to X‐ray radiation at 

Diamond Light Source, at a constant temperature of 100 K, on beamline I24. An anomalous data 

set was not required, as the structure of the native enzyme LipA was available. That allowed the 

structure to be solved, using only a high resolution dataset obtained at 0.975 Å and molecular 

replacement with the native structure [557]. The diffraction images for the crystals tested were 

processed automatically by X‐ray Detector Software (XDS) [554]. The data reduction and scaling 

were done automatically using Pointless and SCALA [555] and data processing statistics are 

summarized in Appendix A.17. Using the previously reported structure of TeLipA2 (PDBID: 4U0O) 

for molecular replacement, a high‐scoring solution was obtained with Phenix.phaser [557]. 

Immediately following molecular replacement, the difference map was visualized, to foresee if 

the substrate analogues would be present in the structure, prior to further refinement. 

Unfortunately neither of the two substrate analogues were proven suitable for co‐crystallization, 

as Figure 131 A and B show, as in neither case the peptide is seen interacting with LipA. With the 

exception of the amino acid backbone of the enzyme, the difference map only shows density that 

can be allocated to both [4Fe‐4S] clusters, together with MTA and a RS cluster bound DTT. As no 

relevant information could be extracted from either of the data sets, further refinement was not 

pursued. 
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Figure 131 Model and density maps of TeLipA2 co‐crystallized with substrate peptide analogues 

N‐terminus is shown in pink, central RSAM domain in green and C‐terminus in blue. mFo‐DFc 

difference map shown in the absence of the ligands (= 3.0). Ligands are modelled from PDBID: 

4U0O. [4Fe‐4S] clusters are shown in yellow and orange, 5'‐MTA in lilac and DTT in green. A: 

Crystallization in the presence of ESDK(o)AD peptide 158. The difference map does not show 

density for 5’‐MTA nor the substrate analogue. B: Crystallization in the presence of ESVK(o)AV 

peptide 159. No synthetic peptide density can be observed. Both structures are shown with the 

predicted model of binding of an octanoyl substrate (yellow). The modelling was carried out by 

Andreas Illiopoulos and Dr. Stephen Fox, both supervised by Prof. Jon Essex, University of 

Southampton. In both crystallization experiments, no density for the predicted, or any alternative 

ligation mode of an octanoyl substrate, is observed. 
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5.6.1 Crystallization of TeLipA2 in the Presence of MTAN 

The two crystal structures available for LipA (PDBID: 4U0O, 4U0P) showed degradation of the co‐

substrate SAM or related compound SAH [182]. The absence of the adenosyl moiety in the 

structure obtained with SAH led to very small changes in the structure (see section 5.1, Figure 

118) and is currently unknown whether an intact SAM molecule could show further changes in 

the protein fold. Those changes could lead to the identification of further key residues, or be 

dramatic enough to allow the presence of a substrate analogue into the active site.  

It has been reported [658] that 5′‐methylthioadenosine/S‐adenosyl‐L‐homocysteine nucleosidase 

(MTAN) is capable of cleaving the adenosyl products of SAM degradation. This activity has been 

explored in kinetic assays of RSAM enzymes [47, 484, 659, 660] as a means to decrease potential 

product inhibition [658, 661]. A crystallization experiment was set‐up to determine whether the 

ability of MTAN to remove the accumulation of SAM degradation products, in this case MTA, 

could be exploited. By incubating TeLipA2 with SAM and MTAN (see Method 9.23), the levels of 

the degradation by‐product in the system were expected to be low enough for the formation of 

the crystals to occur with an intact SAM molecule instead. 

The presence of MTAN did not completely inhibit the formation of crystals, though, remarkably, 

crystals only seemed to form with one of the two available substrate analogues, ESDK(o)AD 164. 

The crystal obtained for TeLipA2, grown in the presence of MTAN and the substrate analogue 

ESKD(o)AD was exposed to X‐ray radiation at Diamond Light Source, at a constant temperature of 

100 K, on beamline I04‐1. The structure of the native enzyme (PDBID: 4U0O) was used for 

molecular replacement[557] and data collection and Phaser statistics are summarized in Appendix 

A.18. 

Despite some selectivity to form crystals in regards to the different substrate analogues present in 

the system, the active site shows no density corresponding to a small oligonucleotide bound to 

the protein. Additionally, the structural information obtained from the crystal formed in the 

presence of MTAN is analogous to the previous reported structures of TeLipA2 grown in the 

presence of SAM [182], as the addition of MTAN did not significantly alter the presence of MTA in 

the active site of the enzyme (Figure 132, red density). It is possible that the reductive cleavage of 

SAM occurs following formation of the crystal, making the release of MTA from the active site, as 

well as the binding of a new SAM molecule more limited. Assuming the levels of MTA in the drop 

are relatively low due to the action of MTAN, the binding of SAM to the active site of the enzyme 
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with release of MTA could be considered a case of replacement soaking, where one bound 

molecule is exchanged in the active site with a molecule that exists in high concentration in the 

medium [662, 663], and the correct ratio of both ligands will need to be further explored for a 

successful crystallization with SAM. 

 

Figure 132 Model and density map of TeLipA2 obtained from a crystal grown in the presence of 

MTAN and ESKD(o)AD. 

The N‐terminus is shown in pink, the partial TIM barrel in green and the C‐terminus in blue. Both 

[4Fe‐4S] clusters are shown in yellow and orange, 5'‐MTA in lilac and DTT in green. The mFo‐DFc 

difference map (cutoff = 3.0) is observed as a black grid, revealing density for both clusters, DTT 

and 5’‐MTA. An additional mFo‐DFc difference map (cutoff = 1.5), in red, makes clearer the 

presence of 5’‐MTA in the active site. 
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5.7 Mutation of the [4Fe‐4S]Aux Cluster Coordinating Serine in TeLipA2 

TeLipA2’s crystal structure revealed an intriguing coordination of the [4Fe‐4S]Aux cluster by Ser283, 

a highly conserved residue in most lipoyl synthases [182]. The precise role of the residue in the 

activity of the enzyme has not yet been fully established, though the mutation of the cluster 

binding serine ( Ser283) into cysteine or alanine revealed, for both mutants, no formation of lipoyl 

product and a reduced turnover of SAM when incubated with an octanoyl substrate analogue 

[182]. The ability of these mutants to turnover SAM contrasts with results for an E.coli LipA 

mutant which lacked the [4Fe‐4S]Aux cluster. In the absence of the auxiliary cluster, no SAM 

formation was observed [415], indicating that the presence of the secondary cluster is both 

necessary for SAM turnover and unaffected to some extent by the serine mutation. Similarly, 

biotin synthase also possesses a unique residue, in BioB’s case arginine, bound to its [2Fe‐2S]Aux 

cluster [180] and mutation of the arginine into cysteine led to a two‐third decrease in the activity 

of the enzyme [133]. The combined results seem to indicate that the sulfur donating mechanism 

for both enzymes requires non‐traditional ligands to the auxiliary cluster as an important aspect 

of their activity.  

More intriguingly, activity studies by Dr. M. Hiscox showed a significant difference between the 

alanine and cysteine mutants. While both alanine and cysteine mutants have a significant effect in 

the formation of the lipoyl product and in SAM turnover, the cysteine mutant was shown to be 

able to form measurable amounts of the 6‐thio‐octanoyl intermediate, which were not observed 

in the alanine mutant [634]. These results, together with the possibility of cluster disassembly 

[416], led to the proposal that Ser283 may need to dissociate from the unique iron after the 

formation of a substrate intermediate to allow the re‐adjustment of the auxiliary cluster for the 

second sulfur abstraction (see 1.3.4.2 Figure 26). 

The mutagenesis of Ser283 into alanine or cysteine was achieved by synthesizing two DNA 

fragments with the desired mutations that could be inserted into the BglII/XhoI restriction sites 

available on the pFM024 plasmid (see pMH003 plasmid map, appendix A.14). The synthesis of the 

fragments and ligation into the appropriate location were carried out by Eurofins MWG. 
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5.7.1 Purification of Expressed TeLipA2 Ser283Cys and Ser283Ala Mutants 

The purification method was as described for TiHydG in section 2.3.2, and similarly to the results 

obtained in the two mutants of TiHydG (section 3.3), there is a sharp contrast in the levels of 

protein aggregation of TeLipA2 Ser283Cys when compared with TeLipA2 Ser283Ala. During the 

purification stage, the TeLipA2 Ser283Cys mutant shows an equivalent level of stability to that of 

the wild‐type and an overall higher yield of protein is obtained (approximately 25 mg protein/L 

culture). That is not the case for the TeLipA2 Ser283Ala mutant, where the ability to be kept in 

solution without aggregation suffers significantly, leading to a much lower yield of protein during 

the purification stages (less than 4 mg protein/L culture as the final yield of an 

expression/purification experiment). The significant differences observed between the two 

mutants seem to indicate that the coordination of the unique iron of the [4Fe‐4S]Aux has a strong 

role in the overall structure of the protein. When a cysteine is introduced it is likely that a 

coordination of the auxiliary cluster is still possible, perhaps even more strongly so than the wild 

type enzyme, leading to a stable protein. When the mutation introduces an alanine, however, 

coordination of the auxiliary cluster becomes impaired and the overall stability of the protein 

suffers significantly. 
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Figure 133 SDS‐PAGE gels of samples obtained in the purification of TeLipA2 Ser283Ala 

A: Nickel affinity purification  results: 1 –  Ins  ‐  Insoluble  fraction; 2 – Sonicated  lysate; 3 – Flow 

through  of  the  nickel  affinity  column;  4  –  Protein  molecular  weight  markers;  5‐14  ‐  Eluted 

fractions  containing  TeLipA2  Ser283Ala  (32  kDa).  B:  Buffer  exchange  and  S‐75  size  exclusion 

results:  1‐3  –  Fractions  collected  from  the  50 mL  S75  used  for  buffer  exchange;  4,9  –  Protein 

molecular weight markers; 5‐8 – Dark aggregate of protein and excess  [Fe‐S]; 10‐12 – Golden‐

brown band, corresponding to the soluble TeLipA2 Ser283Ala at 32 kDa. 
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Figure 134 SDS‐PAGE gels of samples obtained in the purification of TeLipA2 Ser283Cys 

A: Nickel affinity purification  results: 1 –  Ins  ‐  Insoluble  fraction; 2 – Sonicated  lysate; 3 – Flow 

through  of  the  nickel  affinity  column;  4  –  Protein  molecular  weight  markers;  5‐14  ‐  Eluted 

fractions  containing  TeLipA2  Ser283Cys  (32  kDa).  B:  Buffer  exchange  and  S‐75  size  exclusion 

results:  1‐3  –  Fractions  collected  from  the  50 mL  S75  used  for  buffer  exchange;  4,9  –  Protein 

molecular weight markers; 5‐8 – Dark aggregate of protein and excess  [Fe‐S]; 10‐12 – Golden‐

brown band, corresponding to the soluble TeLipA2 Ser283Cys at 32 kDa. 
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Table  18  Protein  and  iron  content  estimation  at  different  stages  of  TeLipA2  mutants’ 

purification. 

Protein 

Total 

protein 

Ni‐NTA 

(mg) 

Iron content 

before 1st 

reconstitution 

(molar 

equivalents) 

Iron content 

after 1st 

reconstitution

(molar 

equivalents) 

Total 

Protein 

gel 

filtration 

(mg) 

Iron content 

before 2nd 

reconstitution 

(molar 

equivalents) 

Iron content 

after 2nd 

reconstitution 

(molar 

equivalents) 

TeLipA2 

Ser283Ala 
18  1.06 ± 0.4  3.81 ± 1.9  11  3.22 ± 1.6  5.64 ± 1.8 

TeLipA2 

Ser283Cys 
128  5.35 ± 0.2  8.54 ± 2.0  43  5.52 ± 2.8  7.09 ± 1.3 

 

The mutation of Ser283Ala does not seem to greatly impair the chemical reconstitution of both 

clusters, as can be seen in the UV spectra (Figure 135 B). Despite some background noise at higher 

wavelength, the extinction coefficient of the 410 nm peak (410= 23,100 cm‐1 M‐1, [TeLipA2 

Ser283Ala]= 3.3 M) is a value relatively close to the reported for TeLipA2 wild type (see section 

5.2.1), and significantly above the 15,000 cm‐1 M‐1 usually attributed to one [4Fe‐4S]2+ present 

[534, 635]. Additionally, protein stability seems to increase following chemical reconstitution, 

making this step vital following purification to prevent extensive protein loss. Over time, however, 

the protein starts to aggregate, possibly indicative of cluster degradation due to lack of correct 

coordination. 

UV‐Vis spectrum analysis of TeLipA2 Ser283Cys shows, in accordance with the iron quantification 

(Table 18 ), a higher than average cluster presence in the protein prior to any reconstitution. 

Following the chemical addition of FeCl3/Na2S the extinction coefficient of the 410 nm peak rises 

from 21,400 cm‐1 mM‐1 ([TeLipA2 Ser283Cys]= 2.4 M) to 30,200 cm‐1mM‐1 ([TeLipA2 Ser283Cys]= 

2.1 M), a value consistent with two [4Fe‐4S]2+ clusters present, and higher than the value 

observed for the wild type enzyme [534, 635]. 



Chapter 5 

234 

 

Figure 135 UV spectra foe TeLipA2 Ser283 mutants 

Following  purification  the  spectra  of  TeLipA2  Ser283Ala  shows  no  presence  of  the  [4Fe‐4S]2+ 

characteristic peak at 410 nm (A, red), and chemical reconstitution restores the spectra (A, green) 

to  levels  close  to  that  of  the wild  type  enzyme.  Conversely,  TeLipA2  Ser283Cys  seems  to  be 

purified with a high content of both [4Fe‐4S] clusters in place (B, red) and chemical reconstitution 

only increases the values at 410 nm slightly (B, green). 

 

5.7.2 Crystallization of TeLipA2 Ser283 Mutants 

Both mutant proteins from TeLipA2 were successfully crystallized under the same condition that 

yielded the crystals of the wild‐type enzyme [182], with small variations. Crystals of TeLipA2 

Ser283Cys were obtained in the exact same conditions, at 0.8 mM protein with 10 mM SAM, after 

24h incubation in condition H12 of Hampton PEGRx screen (0.1 M Bicine pH 8.5, 3% dextran 

sulfate sodium salt, 15% PEG 20,000 (Method 9.9). TeLipA2 Ser283Ala, however, proved much 

harder to crystallize, as the protein precipitated rapidly following any freezing/thawing cycle. This 

created a difficult situation where crystallization could only be attempted immediately after a 

purification cycle had been carried out. 

With a fresh batch of protein, TeLipA2 Ser283Ala was shown to form spherulites [664] at 0.4 mM, 

a lower concentration than the native enzyme. Unfortunately, these results were hard to replicate 

and the use of the spherulites as either microseeds, by crushing them and doing serial dilutions 

(Method 9.10), or as macroseeds, where one spherulite was transferred to a freshly prepared 
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mixture of TeLipA2 Cys283Ala and precipitant, never yielded additional crystals, nor changed the 

morphology of the crystal during the macroseeding experiment. 

 

Figure 136 Crystallization of TeLipA Ser283 mutants. 

A: Spherulite formation obtained with TeLipA2 Ser283Ala. B: Crystals obtained with TeLipA2 

Ser283Ala mutant. Condition H12 from Hampton PEGRx (0.1 M Bicine pH 8.5, 3% w/v dextrane 

sulfate sodium salt, 15% w/v PEG 20,000). 

 

Several crystals obtained for the Ser283Cys mutant of TeLipA2 were exposed to X‐ray radiation at 

Diamond Light Source, at a constant temperature of 100 K, on beamline I03. Despite growing 

easily and being morphologically similar to the native TeLipA2 crystals, all but one of the crystals 

of the mutated enzyme diffracted to 8 Å or worse, and that single full dataset was collected at 

medium resolution (3.5 Å) (Data collection statistics in Appendix A.19).  

The structure was solved using molecular replacement unit Phaser‐MR present in Phenix 

framework [557]. This model was manually improved by use of WinCoot [561], followed by 

successive refinement cycles in phenix.refine [665] until the R‐values could not be improved 

further. However, the relatively low resolution of the dataset severely limited the ability to refine 

it to a high standard, and a high Rwork/Rfree  was obtained that could not be decreased (0.31/0.36). 
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Figure 137 POLYGON analysis of the TeLipA2 Ser283Cys crystal 

Comparison of several quality indicators to structures with similar resolution within the PDB 

database. Histograms are coloured based on weighted number of structures with similar 

resolution. 

 

The structure of Ser283Cys is very similar to that of the native enzyme (RMSD= 2.0 Å), as can be 

seen in Figure 138, with Cys283 forming a bond to the auxiliary cluster of the protein. The general 

conservation of the structure of the auxiliary cluster goes in accordance with the idea that the 

inhibition of product following Ser283Cys mutation does not arise from inability to coordinate the 

[4Fe‐4S]Aux cluster. Instead, cysteine coordination may prevent the release of the unique iron 

following the formation of the mono‐thiolated intermediate, preventing the proposed cluster re‐

arrangement [416]. The rearrangement of the cluster seems necessary for positioning the second 

sulfur atom from the cluster nearer the C8 radical intermediate. 
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Figure 138 Structure comparison of native TeLipA2 with the Ser283Cys mutant. 

A: Superposition of the structure of native TeLipA2 (blue) and the mutant TeLipA2 Ser283Cys 

(green). B: Auxiliary [4Fe‐4S] cluster bound by four cysteines. The bottom cysteine (Cys283) in the 

TeLipA2 Ser283Cys (green) is seen coordinating an iron of the [4Fe‐4S]Aux cluster and is 

superimposed with the coordinating Ser283 of the native TeLipA2 (blue). 
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5.8 Conclusions 

With the methodology for TeLipA2 expression, purification and crystallization well established 

[182], a diverse array of experiments were carried out to increase the available information 

present in the protein’s structure. 

The testing of different reducing conditions in an attempt to obtain a crystal structure with no 

DTT bound in the active site was not successful. It did, however consolidate the knowledge that 

the two thiol functional groups provide more than simply reducing equivalents, to keep the [4Fe‐

4S] clusters from oxidizing and degrading. DTT may indeed coordinate free iron, directly 

competing with sulfide in solution to prevent iron‐sulfide aggregation, and allow a more 

controlled release of iron for cluster reconstitution, while preventing the excessive formation of 

colloidal and protein aggregates. 

Thanks to the efforts of Dr. M. Hiscox, two synthetic substrate analogues, shown to form a lipoyl 

product [634], were available for co‐crystallization experiments. The low solubility of the 

oligopeptides restricted the concentration in the crystallization drop, leading to no crystal 

formation where substrate binding could be observed. The addition of MTAN, an enzyme known 

to use methylthioadenosine as substrate, into the crystallization conditions showed some 

selectivity between the two available peptides and, with further investigation, may provide the 

basis for a successful co‐crystallization experiment. Very recently the group of Prof. Squire Booker 

has published an article revealing the structure of LipA during an intermediate step of sulfur 

insertion [666] which, together with spectroscopic data of a cross‐linked substrate‐LipA species 

containing three iron and three sulfide atoms [632] provides extraordinary evidence for the 

cluster degradation mechanism proposed [39]. The crystallographic data is yet to be available in 

PDB [667] thus an extensive discussion of the information contained was not possible. 

By successfully crystallizing TeLipA2 Ser283Cys mutant, it was shown that Cys283 can coordinate 

the unique iron of the [4Fe‐4S]Aux cluster, explaining the mutant’s ability to form a mono‐

thiolated intermediate of the reaction [634]. As TeLipA2 Ser283Cys’s ability to form the 

dithiolated product is mostly absent, the re‐arrangement of the [4Fe‐4S]Aux to allow for a closer 

donating sulfur to the C8 carbon to the intermediate is likely to require the dissociation of the Ser‐

Fe bond, which is prevented by the mutation. The co‐crystallization of this mutant with the 

substrate would provide a greater insight into the mechanism of action, as a trapped intermediate 

would be presumably easy to obtain. 
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Chapter 6:  Transcription of an RNA Fragment for Co‐

Crystallization Studies With 23S Methyltransferase Cfr 

6.1 Introduction 

As previously discussed (section 1.4) Cfr is an enzyme which catalyses the methylation of A2503, a 

nucleotide present  in the 23S component of the prokaryotic  large ribosomal subunit  (50S) [457, 

668]. Subsequent studies  in the activity of Cfr showed that the segment necessary for 100% Cfr 

activity is limited to an 178 base oligonucleotide corresponding to the helix system H90‐H92 and 

the adjacent single‐stranded stretch that includes A2503 [83]. 

The current accepted mechanism (section 1.4.2) proposes vital roles for two conserved cysteines, 

Cys105 and Cys338. Mutation in any of the two residues leads to a loss of activity [464, 501] and 

the parallels with the related enzyme RlmN suggests Cys338 is likely to suffer methylation by a 

molecule of SAM, as seen in RlmN structure [496]; while Cys105 is responsible for releasing the 

methylated nucleic acid from its covalent bond with the protein. In that regard, mutagenesis of 

Cys105 should allow the creation of a stable covalent RNA:protein adduct, as was shown for RlmN 

[31], which could be an invaluable target for co‐crystallization studies. 

The crystallization of RNA and RNA complexes is notoriously harder than obtaining crystals of 

proteins alone [670]. In that regard, high quantities of RNA are required for crystallization 

screening and optimization, making the yield of commercial in vitro transcription kits often 

insufficient. Some studies have reported the in vivo expression RNA tagged with a streptavidin 

specific aptamer (S1) in order to purify RNA and RNA:protein complexes [671, 672]. Modifications 

on this purification mechanism revealed that the addition of RNA aptamers, small RNA fragments 

that can form specific secondary structures, can be used to protect RNA degradation in vivo [673], 

to allow the purification of large amounts of RNA. 
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Figure 139 23S rRNA secondary structure (3’ half) 

Red circle corresponds to the position of A2503, where Cfr methylation is proposed to occur. Red 

square indicates the region necessary for 100% Cfr activity, as described by Yan and colleagues 

[83]. Figure obtained in the Comparative RNA Website and project (CRW) [669]. 
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6.2 RNA Fragment in vivo Expression and Purification by Straptividin 

Affinity Chromatography 

A gene was designed following the method of Ponchon and Dardel [674], surrounding the DNA 

coding the RNA fragment of interest by the genes of two self‐cleaving ribozymes. These small RNA 

structures are able to catalyse the cleavage of the RNA sequence by an attack of a 2’‐O of a ribose 

to the adjacent 3’ phosphate [675]. In the case of RNA expression, the ribozymes (Hammerhead 

and HDV ribozymes) are able to protect the gene from nuclease activity and T7 transcription 

heterogeneity [674, 676]. 

The purification of the RNA occurs by the presence of an RNA streptavidin tag [671]. This tag binds 

to the Strep‐Tactin column in a similar manner to the usual eight amino acid tag used in protein 

purification [677]. After purification, the addition of Mg2+ would induce the self‐cleavage process 

of the ribozymes releasing the final product, tag‐free. 

 

Figure 140 Gene for the transcription of an RNA fragment. 

The gene coding the substrate fragment for Cfr (23S RNA Fragment) is surrounded by genes of 

two self‐cleaving ribozymes, together with a Streptavidin tag. Several restriction sites are present 

for manipulation of the gene: XbaI/BlpI are used for introduction into the pET‐16b vector; 

AvrII/AscI are present to change the gene of interest; AscI/Bsu36I can be used to add other tags, if 

necessary. 

 

The gene, shown in Figure 140, was ordered from EuroFins MWG and placed in an IPTG inducible 

pET‐16b plasmid (Appendix A.20). The plasmid was transformed into E.coli BL21 (DE3) STAR cells 

(from ThermoFisher®), a strain that contains a mutation in the rne gene, leading to the expression 

of a truncated RNAse E, which lacks the ability to degrade RNA [678]. 

Despite elaborate procedures having been developed for RNA isolation, working with RNA 

remains a practical challenge [679]. RNA is highly susceptible to degradation due to its chemical 
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structure, which becomes particularly problematic because of the ease of ribonuclease (RNAse) 

contamination from the environment [679]. 

A typical method for RNA isolation from cells, and used in this project, is based on a mono‐phasic 

solution of chloroform:phenol and guanidine isothiocyanate [680, 681] (Method 9.22). The 

method takes advantage of the fact that, under acidic conditions, RNA is highly soluble in aqueous 

solution, while most of DNA and proteins are moved towards an organic chloroform:phenol 

mixture. Phenol, which is slightly miscible in water, helps to denature proteins that may remain in 

the aqueous solution, while chloroform, which has a significant higher density (=1.49 g cm‐3) 

than water (=0.99 g cm‐3), helps to form a clear phase separation. The addition of guanidine 

thiocyanate helps in the inactivation of many RNAses and hydroxyquinoline is an often used 

additive to prevent phenol oxidation, chelate metals which may over time cause the degradation 

of RNA and give a clear yellow colour to the organic phase [679], making the separation of both 

phases easier. The precipitation of RNA from the aqueous phase occurs by the addition of 

isopropanol and centrifugation. The total RNA obtained from a 1 L growth was approximately 

1500 g of total RNA, significantly lower than the reported 10‐50 mg of recombinant RNA purified 

by Ponchon et al. [682]. 

1 mg of the extracted RNA was applied onto a Streptactin Sepharose HighPerformance column for 

affinity purification (Method 9.23). The samples were eluted with buffer containing MgCl2 to 

cause the ribozymes to self‐cleave and release the desired fragment [674, 676]. 

 

Figure 141 Chromatographic run of a total RNA sample on a Streptactin column. 

An initial peak, corresponding to the flow through of RNA that does not effectively bind to the 

column can be observed after 5 minutes (1 mL/min). At 22.5 min a gradient was started to 75% 

buffer B (100 mM MgCl2), which caused the elution of a single peak, presumably the target RNA. 

No further peak eluted at higher concentrations of MgCl2. 
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The analysis of the fractions collected from the streptavidin affinity purification of RNA was 

carried out using a bleach agarose gel (Method 9.4.7.1) (Figure 142). The addition of 1% bleach to 

a high percentage agarose gel (2%) was reported to reduce RNA degradation, with little sacrifice 

to the resolution of the RNA bands [683]. 

 

Figure 142 Bleach Agarose RNA gel 

1: Total RNA before purification. 2: DNA ladder (10,000 bp), used as control of the migration in 

the gel. 3: Flow‐through peak. 4: RNA ladder (1,000 nt), with no clear separation visible. 5: 

Purified RNA peak. 

 

Some separation of the components loaded into the column can be observed, with the flow 

through possessing mostly a dark low molecular band, while the purified peak seems to show two 

higher bands present. All samples seem to also contain a band near the top of the gel, possibly 

corresponding to RNA that did not migrate correctly in the gel. Regrettably, the separation of the 

RNA ladder is far from clear, making it difficult to analyse if the purified sample contains the 

necessary fragment. 

Due to the lack of suitable separation of the RNA ladder using the bleach agarose gel, a different 

separation method was attempted, by using a formaldehyde agarose gel (Method 9.4.7.2), first 

described in 1971 [684]. 
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Figure 143 Formaldehyde agarose RNA gel. 

1: DNA ladder (10,000 bp), used as control of the migration in the gel. 2: Total RNA before 

purification. 3,4: RNA samples from the flow‐through peak. 5: RNA ladder (1,000 nt) 6: Purified 

RNA peak. The purified bands migrate above the 1000 nt band of the RNA ladder, a likely 

indication they do not correspond to the desired RNA fragment, but to the 16S and 23S ribosomal 

units from E. coli. 

 

The use of formaldehyde agarose gel allows a better separation of the RNA ladder than the bleach 

agarose gel method. The purified RNA peak shows a significant band of small fragments of RNA, 

likely to correspond to RNA degraded by RNAses. Additionally, two bands above 1000 nt can be 

observed, which are likely to correspond to the 16S and 23S ribosomes of E. coli, which possess a 

size of 1500 nt and 2900 nt, respectively [685, 686]. There is, however, no bands corresponding to 

either the 178 nt 23S RNA fragment, nor to the 361 nt RNA fragment with ribozymes in any of the 

lanes. These results strongly indicate the in vivo transcription has not been successful, or if it does 

occur, only small amounts of the fragment are present. 
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6.3 RNA Purification by RP‐HPLC 

Over the last decade, IP‐RP‐HPLC (Ion Pair Reverse Phase High Performance Liquid 

Chromatography) has become a more commonplace strategy to analyse and purify nucleotides 

[687‐689]. Despite most studies describing the use of a nonporous alkylated poly(styrene‐

divinylbenzene) as the stationary phase, an available system using a (non‐polar) C4 column with 

butyl‐silica as the stationary phase was used to test the separation of RNA. A small sample (10 g) 

of total RNA, purified as discussed in section 6.2, was loaded onto a Vydac® 4.6 x250 mm, 5 m C4 

column (Method 9.24), using the pairing agents TEA and HFIP with a methanol gradient [690]. 

 

Figure 144 Chromatographic profile obtained for the total RNA sample in a C4 reverse column. 

Prior to the beginning of the gradient two peaks can be seen eluting. As the gradient begins to 

rise, an initial broad peak can be observed (RT= 32.0 min) followed by two additional peaks (RT = 

45.0 min and RT= 50.0 min). Red trace: UV at 260 nm and green trace: UV at 280 nm. 

 

As can be observed in Figure 144, two main fragments are immediately eluted with 0% of organic 

phase, with at least 3 other peaks eluting at around 50% organic phase, indicating some 

separation of molecules within the sample is occurring. 
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6.4 RNA Analysis by Mass Spectrometry 

Samples of streptactin purified RNA were analysed by Liquid chromatography–mass spectrometry 

(HPLC‐MS) by J. Herniman, of the Mass Spectrometry Group of University of Southampton. The 

method used for separation is analogous to the one used for RP‐HPLC reported in section 6.3. 

 

Figure 145 Chromatographic profile and mass analysis obtained for the Streptactin purified RNA 

sample. 

The sample of streptactin purified RNA was separated by RP‐HPLC prior to injection into the MS 

unit for analysis. A1 and A2 show the chromatogram obtained for the sample. Analysis of the 

mass/charge B1, and deconvolution of the signal for a more appropriate analysis of data B2 shows 

only low mass/charge signals, indicative of nucleotide fragments no bigger than 10 bases [691]. It 

is possible that the samples suffered degradation, through contamination of RNAses, in an 

analogous result to that observed in the agarose gels, and further efforts need to be made in 

order to minimize this occurrence. 
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6.5 RNA purification Using a Commercial Kit 

To guarantee that the lack of desired fragment during in vivo RNA purification (section 6.2) wasn’t 

due to improper RNA purification, RNA was purified from a 10 mL culture using ThermoScientific's 

GeneJET RNA purification kit, following the manufacturer's instructions. A small yield of RNA was 

obtained in the end of the purification (108 ng/L, 50 L total volume) which was analysed in a 

formaldehyde agarose gel (Figure 146). 

 

Figure 146 Formaldehyde Agarose RNA gel for the samples obtained using a commercial RNA kit 

1, 2: RNA purified from E. coli BL21 (DE3) STAR cell line with an empty pET‐16b inserted, used as a 

control; 3: RNA ladder (1,000 nt); 4,5: RNA purified from E. coli BL21 (DE3) STAR with pET‐16b 

with the gene encoding the RNA fragment present. 

 

The results do not differ significantly from the ones obtained with the guanidine thiocyanate 

(GNTC) purification method. Despite the presence of a broad and faint band below 600 bases in 

the samples with the synthetic gene, the same results can be visible in the control (pET‐16b only), 

a strong indication that the desired fragment is not present in the samples analysed. These results 

also suggest the absence of the desired RNA fragment does not arise from degradation of the RNA 

through the action of exogenous RNases. It seems that this cell line is either not expressing the 

RNA in a suitable amount, or the RNA fragment is being endogenously degraded. 
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6.6 SsCfr Expression and Purification 

The expression and purification of Cfr from Staphylococcus sciuri (Uniprot Q9FBG4) was achieved 

by using two plasmids: pDB182, is a pBAD‐related plasmid (l‐arabinose inducible), which codes for 

the isc operon and has an ampicillin resistance gene. The second, pMC115 [501], is a pCDFDuet‐1 

related plasmid, possessing the cfr gene together with a streptomycin resistance gene and is 

under control of the lac operon which is induced by isopropyl ‐D‐1‐thiogalactopyranoside (IPTG) 

(See Appendix A.21). Both plasmids were graciously provided by Dr. M Challand and Dr. Jim 

Spencer from the University of Bristol. The plasmids were sequentially inserted into E.coli BL21‐

Star (DE3) cells (Method 9.4.3) to use in routine protein expression. 

The use of the protein expression methodology shown in section 3.2 was proven to be inefficient 

when expressing Cfr, as the growth yield for cfr producing cells in the fermenter was remarkably 

low (0.5 g of wet cell paste for a 5 L culture). The low yield raised the possibility that recombinant 

Cfr is toxic at high levels in the E.coli cell system, leading to a very anaemic cell growth [692].  

Growing cells in auto‐induction media is a methodology commonly used to address this issue 

[693], as auto‐induction media has the particular property of possessing both glucose and lactose 

as their energy sources. The bacteria preferentially use glucose, which leads to a growth of the 

cell volume without induction of the gene regulated by the lacI gene. When all the glucose of the 

medium is used up the cells slowly adapt to the presence of lactose, which not only serves as an 

energy source, but one of its metabolites (allolactose) induces the lac operon (in an analogous 

manner to IPTG), leading to a more controlled expression of the protein [693]. 

The methodology for Cfr protein purification was therefore slightly modified (Method 9.5.4). The 

auto‐induction media shows a very high yield of wet cell paste (~38 g/5 L culture), and much of 

the protein is found in the soluble fraction (Figure 147). Additionally, the use of separate 

induction Method for the ISC machinery and the relevant protein seems to decrease the yield of 

unnecessary proteins co‐eluting with the RSAM enzyme, as the purity of SsCfr is higher (92% 

estimated by ImageJ) than both HydG and LipA. 

Unfortunately the protein is also rather unstable in the presence of high imidazole (Buffer B), 

which has led to protein aggregation, and subsequent degradation, resulting in an overall low 

protein yield after purification. In an attempt to improve the stability of the protein after elution 

from the nickel affinity chromatography column, the samples were eluted from the nickel affinity 

column into a larger volume of buffer with no imidazole (5 mL elution in Buffer B into 10 mL of 

Buffer C). The stability of the protein increased dramatically, being able to stay in the solution 

with no observable amount of precipitation for over an hour. Regrettably, this method increased 
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the total volume collected from the nickel affinity chromatography threefold and, consequently, 

the necessary time for the concentration step increased significantly as well. This, in turn, led to 

eventual protein aggregation during the concentration step, and a similar yield of protein was 

obtained in the end. A decrease in glycerol concentration in Buffer C was likewise attempted, as 

the presence of a high concentration of glycerol leads to slower concentration times in the 

Amicon system, but the stability of the protein was severely affected and this change was proven 

unsuitable. 

 

Table 19 Protein estimation from SsCfr purification 

It shows the amount of cellular paste that was obtained in the protein expression as well as the 

values total protein content after each Bradford estimation. 

 

Protein 
Initial Cell Pellet

(g) 

Total Protein 

Ni‐NTA 

chromatography

(mg) 

Total Protein 

Size exclusion 

chromatography 

(mg) 

SsCfr  58  89  10 
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Figure 147 15% SDS‐PAGE analysis of the purification fractions of SsCfr 

A: Ni‐NTA purification analysis: 1 – Cell lysate; 2 – Insoluble fraction; 3 – Clear lysate applied onto 

the column; 4 – Flow through; 5 –Protein molecular weight markers; 6‐13 – Samples collected at 

60% buffer B, corresponding to SsCfr (40 kDa). B: Buffer exchange and size exclusion purification 

analysis: 1‐4 – Fractions collected from the small S‐75 column used to buffer exchange into Buffer 

C; 5 – Protein molecular weight markers; 6 – Dark brown/black [Fe‐S] excess and protein 

aggregate; 7‐9 – Soluble SsiCfr, with a golden‐brown colour 

 

 

 



Chapter 6 

251 

6.6.1 Chemical Reconstitution of SsCfr 

The reconstituted sample of SsCfr (2 M) shows a lower extinction coefficient at 410 nm (410= 

16,400 cm‐1 M‐1) when compared with TiHydg (section 2.3.3) and TeLipA 2 (section 5.2.1), which is 

to be expected as Cfr possesses solely one [4Fe‐4S] cluster [476]. The instability of the protein is 

clearly visible in the UV‐Vis spectra, as a very high background can be observed following 

reconstitution. 

 

Figure 148 UV‐vis spectra of Ss Cfr 

The UV‐vis spectrum of Cfr after reconstitution (green trace, [SsCfr]= 4.8 M) shows a more 

prominent peak at 410 nm when compared with the sample before the reconstitution step (red 

trace , [SsCfr]= 2.0 M), indicative of a successful reconstitution. The significant signal noise at 

higher wavelengths likely arises from iron‐sulfide colloids and protein aggregate. 

 

Furthermore, and unlike the other RSAM enzymes, the extinction coefficient at 410 nm of the 

sample prior to reconstitution (4.8 M) is already close to the expected values for a [4Fe‐4S]2+ 

cluster (410= 14,500 cm‐1 M‐1), possibly indicative that the two vector system (section 6.6) may 

allow for a better in vivo reconstitution. 
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6.7 Preliminary SsCfr Crystallization Studies 

An initial screening for crystallization of SsCfr was carried out using Hampton PEGRx HT broad 

commercial screen in the presence of SAM (Method 9.10). Three different concentrations of 

protein were tested: 0.1 mM; 0.6 mM and 1 mM. The protein rapidly precipitates in the higher 

concentrations, but at 0.1 mM one condition was identified that leads to the formation of needle‐

like crystals (Figure 149). 

 

Figure 149 Needle‐like crystals obtained for SsCfr.  

The crystal like formations of SsCfr (0.1M) in the presence of SAM (3.0 mM) formed after 5‐day 

incubation. Condition A2 from Hampton PEGRx commercial broad screen (0.1 M sodium citrate 

dihydrate pH 5.5, 38% PEG 200) 

 

The crystals were collected into a cryo‐loop and frozen directly in liquid nitrogen, being kept in it 

until the diffraction test at Diamond Light Source, beamline I24 (microfocus line). The collection of 

the sample was particularly challenging, as the needle‐like crystals are hard to observe, very 

fragile and difficult to collect individual fragments. Additionally the direct freezing method was 

proven ineffective for these samples as the sample in the loop was completely dark (Figure 150 

A). Advantage was taken of the grid scan function at DLS, where several locations in the loop are 

tested in quick succession to locate the protein crystal. The diffraction pattern shown in (Figure 

150 B) was obtained after identifying the position of the crystal. 
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Figure 150 Testing of SsCfr needle‐like crystal formation. 

A: Loop bearing the SsCfr needle‐like crystal. B: Crystal diffraction from a needle‐like crystal from 

Cfr. 

 

The resolution of the data is too low for any downstream processing to obtain any information 

regarding the protein’s structure. Nonetheless the diffraction pattern is consistent with that of a 

macromolecule [694], and further optimization of both the conditions to obtain better crystals is 

necessary in order to solve the protein's structure. 

 

6.8 Design of a co‐Expression System for SsCfr and its rRNA Substrate 

The low efficiency of RNA purification (section 6.2), as well as the instability of SsCfr when 

expressed in the absence of its substrate(section 6.6) could, potentially, both be circumvented by 

the co‐expression of a protein:RNA complex. There have been various reports of ribonucleotide 

protein:RNA complexes co‐purified for crystallization (see reviews [695‐697]. 

To attempt to co‐express SsCfr with its related rRNA substrate fragment, the gene designed to 

encode the RNA fragment (section 6.2, Figure 140) was inserted onto the available multiple 

cloning site (MCS1) of the pCDFDuet‐1 vector, containing the cfr gene in MCS2. 

As no compatible ends could be obtained for the RNA fragment encoding gene with the vector, 

primers were designed to mutate the XbaI/BlpI sites surrounding the 23S DNA into compatible 

NcoI/NdeI sites (Figure 151). The primers were used in primer extension PCR (Method 9.14) to 

amplify the target gene with the modified ends. 
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Figure 151 Mutagenesis primers. 

Primers, designed to mutate XbaI and BlpI sites to NcoI and SacI sites, respectively. This last pair 

of restriction enzymes are compatible with the free multiple cloning site (MCS) in pCDFDuet‐1 

plasmid (MCS1). 

 

 

Figure 152 Agarose analysis of the PCR amplification of the RNA fragment encoding gene. 

The amplification of the RNA encoding gene with the primers that introduce a mutation in each 

end, to obtain compatible restriction sites was successful. 1,5: DNA molecular weight marker. 2‐4: 

Amplified DNA, with the expected size (372 bp). 

 

Following amplification and purification of the relevant DNA fragment (Figure 152), the fragment 

and the vector were digested, ligated and transformed successfully (Method 9.4.6). The insertion 
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of the DNA fragment that encodes the rRNA fragment was carried out, not only onto a pCDFDuet‐

1 vector containing the cfr gene, but also onto a different pCDFDuet‐1 vector which contained a 

mutated cfr gene encoding a Cys105Ala mutation on SsCfr. The new pCDFDuet‐1 vector was also 

generously provided by our collaborators Dr. M. Challand and Dr. J. Spencer from the University 

of Bristol. This Cfr Cys105Ala mutation occurs in an amino acid proposed to be required for the 

mechanism of action [464], and a cysteine to alanine mutagenesis in the related enzyme in RlmN 

led to the formation of a stable covalent protein:RNA adduct as reported by McCusker et al. [698]. 

 

6.8.1 Confirmation of the Correct pCDFDuet‐1 Constructs 

In order to confirm whether the 23S DNA amplified fragment (Figure 152) had been successfully 

inserted to the MCS1 of the pCDFDuet‐1 vector plasmids, a PCR amplification of the gene 

fragment was carried out using the same primers (section 6.8, Figure 151), but with the 

pCDFDuet‐1 vector as template. Only if the fragment was successfully introduced into MCS1 of 

the pCDFDuet‐1 vector should PCR amplified copies of the 372 bp DNA fragment be visible by 

agarose gel. As multiple colonies had been selected (Method 9.4.3), plasmid preparation of three 

colonies for both constructs was carried out (Method 9.4.4) to test by PCR amplification. 

 

Figure 153 Agarose gel analysis of the PCR amplification for the RNA encoding gene. 

1, 4, 8, 12: DNA molecular weight marker (10,000 bp). 2: Negative control, where the PCR 

amplification was carried out in pCDFDuet‐1, containing the cfr wt gene in MCS2 but an empty 

MCS1. 3: Positive control, using the pET16b vector containing the RNA encoding gene. 5, 6, 7: PCR 

amplifications of PCDFDuet‐1 vector with cfr wt. 9, 10, 11: PCR amplifications of PCDFDuet‐1 

vector with cfr Cys105Ala. Expected size of the amplification is of 372 bp. 
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The results indicate that of the 6 colonies, only two possessed the correct transformation, one 

from the vector containing the cfr wt gene and one from the vector containing the cfr Cys105Ala 

gene. In order to validate these results, vector DNA that showed positive PCR amplification for the 

RNA fragment encoding gene of interest were tested by restriction enzyme digestion (Method 

9.4.5). The vectors were digested with either restriction enzymes flanking the RNA fragment 

encoding DNA in MCS1 (NcoI/SacI) or flanking the cfr gene in MCS2 (NdeI/XhoI) (see Appendix 

A.21 for the pCDFDuet‐1 plasmid map). 

Additionally, the cfr gene contains the specific sequence recognized by the restriction enzyme 

BamHI. BamHI is also one of the available sites within MCS‐1, and a successful introduction of the 

23S DNA fragment would remove the BamHI site, preventing a double digestion from occurring. 

This fortuitous presence of the BamHI sequence in both the cfr gene and the MCS1 allows an 

additional test for the construct. Following BamHI digestion, only one band should be present, 

corresponding to the size of the plasmid (5125 bp). However, if the ligation wasn’t successful, the 

BamHI site in MCS1 is still present, and a double digestion is observed, with two bands expected, 

at 4068bp and 745 bp. 

NcoI/SacI digestions should show a 4760 bp corresponding to the pCDFDuet‐1 vector plasmid and 

a 365 bp band for the RNA encoding fragment inserted. NdeI/XhoI digestions serve as an internal 

control, as they excise the band corresponding to the Cfr protein, leading to a 1085 bp band in the 

agarose gel. 
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Figure 154 Restriction enzyme digestion analysis by agarose gel.  

1, 6, 11: DNA molecular weight marker; 2‐5: pCDFDuet‐1 plasmid containing the cfr wt gene: 2: 

Non‐digested control; 3: BamHI digestion. The absence of a 745 bp fragment is indicative the 23S 

DNA fragment was successfully inserted in MCS‐1; 4: NcoI/XhoI double digestion. If the 

introduction of the 23S DNA fragment was successful, a band at 372 bp should be observed, 

which seems to be absent. 5: NdeI/XhoI double digest. A band at 1085 bp is expected, 

corresponding to the cfr gene. 7‐10: pCDFDuet‐1 plasmid containing the cfr Cys105Ala gene: 7: 

Non‐digested control; 8: BamHI digestion. The absence of a 745 bp fragment is indicative the 23S 

DNA fragment was successfully inserted in MCS‐1; 9: NcoI/XhoI double digestion. The presence of 

the 372 bp is another indication of the successful assembly of the vector. 10: NdeI/XhoI double 

digest. A band at 1085 bp is expected, corresponding to the cfr gene. 

 

The results generally confirm the correct insertion of the RNA encoding fragment in both 

pCDFDuet‐1 vectors. In both the wt cfr gene and in the mutant BamHI only gives rise to a single 

band of approximately 5000 bp. The digestion with NcoI/SacI, expected to yield the RNA encoding 
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fragment and the pCDFDuet‐1 vector, seem to have failed in cfr wt samples. However with two of 

the controls testing positive for the insertion, the success of the construct was assumed. 

 

6.8.2 Co‐Expression of Cfr With its rRNA Substrate 

With the successful creation of Duet constructs that can express simultaneously SsCfr (WT and 

Cys105Ala) with the RNA fragment, a co‐expression study was carried out. Firstly the pCDFDuet‐1 

vectors, together with a pDB1282 vector were sequentially inserted into BL21(DE3) STAR cells 

(Method 9.4.3). The new cultures were used for protein expression and purification, as described 

in section 6.6 (Method 9.5.4).  

The collected fractions for both Cfr wt and Cfr Cys105Ala were analysed by SDS‐PAGE (Figure 

155). Unfortunately, there does not seem to be any significant differences in the migration of the 

proteins putatively co‐expressed with the rRNA fragment in comparison with Cfr wt expressed 

from the pCDFDuet‐1 vector without the 23S rRNA fragment gene present (section 6.6). The lack 

of an apparent covalent adduct, as described by McCusker and colleagues [31], indicates that 

either the RNA fragment is not being expressed in sufficient amounts , or is being rapidly 

degraded in the cell. 
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Figure 155 15% SDS‐PAGE gels of samples obtained in the purification of Ss Cfr co‐expressed 

with 23S rRNA fragment. 

1: SsCfr WT expressed in the absence of the RNA fragment coding gene (empty MSC1). 2: 

Insoluble fraction collected from the same expression as 1. 3: SsCfr WT co‐expressed with the 

gene encoding an RNA fragment in MCS‐1 of pCDFDuet‐1. 4: Insoluble fraction of the expression 

study 3. 5,10: Protein molecular weight marker. 6: SsCfr Cys105Ala expressed in the absence of 

the RNA encoding gene. 7: Insoluble fraction of the same expression study as 6. 8: SsCfr Cys105Ala 

co‐expressed with the gene encoding an RNA fragment. 9: Insoluble fraction of the same 

expression study as 8. The lack of significant differences in the migration of the samples heavily 

implies there was no measurable formation of protein:RNA adduct. 

 

6.9 Expression of an RNA Fragment Using in vitro Transcription 

As the in vivo co‐expression studies did not yield the expected results, which would facilitate the 

co‐ purification of the enzyme with the substrate bound, an attempt was made at using T7 RNA 

polymerase commercial kit to amplify the correct RNA fragment in vitro, to be subsequently be 

used as a substrate, as reported previously [83, 477, 500]. The protocol provided by the supplier 

was rigorously followed, with the digestion of the purified pET16‐b vector, containing the gene of 
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interest, after the sequence to be transcribed. This will allow T7 RNA polymerase to extend the 

RNA fragment until there are is no further complementary DNA, and it will dissociate from the 

DNA, starting a new reaction. 

 

Figure 156 in vitro transcription 

Formaldehyde agarose analysis of the RNA transcription results. 1, 3: Transcription results. 2: RNA 

molecular weight marker (1,000 nt). 

 

The results, though preliminary, do show a very large band between 300 bases and 400 bases, 

which is consistent with the size of the DNA fragment amplified (382 bp). A second large band can 

be seen below 200 bp, which may correspond to the 23S fragment without the self‐cleaving 

ribozyme ends (183 bases). The exact content of the reaction buffer provided by the kit is not 

divulged by Ambion, but should it contain magnesium or another divalent cation, as reported for 

in vitro transcription [699], it may explain how the fragment was released, by inducing the self‐

cleaving activity of the ribozyme ends [700]. These initial results show how powerful in vitro 

transcription can be in obtaining pure RNA, which will certainly be useful for co‐crystallization 

studies of Cfr. 

 



Chapter 6 

261 

6.10 Conclusions 

In vivo expression has been described as a valuable alternative to produce high amounts of RNA 

[674], a goal which would be attractive for co‐crystallization of the RNA:Cfr complex. Despite the 

different methodologies used for total RNA purification (phenol:chloroform extraction and 

commercial purification kits) and analysis (affinity purification with streptavidin; LC‐MS), there 

was no unambiguous expression of the relevant RNA fragment, despite using protective scaffolds 

to ensure the decrease of RNA degradation [673]. 

An in vivo co‐expression of the RNA:protein complex was also attempted, taking advantage of a 

mutant (Cfr Cys105Ala) which is predicted to form a stable, covalent, intermediate of the reaction, 

but with little success. A major concern regarding the co‐purification of RNA‐protein complexes is 

their breakdown, which can easily occur due to changes in ionic strength, solute concentration 

and subcellular localization [701]. UV radiation has been shown to foment covalent bonds 

between protein and nucleic acids [701], and several developments have been devised to use UV‐

crosslinking, in an attempt to stabilize the complexes prior to cell lysis [702, 703]. It is possible 

that the use of this methodologies would tip the scale in the purification of the Cfr:RNA complex, 

and could be attempted in the near future. 

With the in vivo RNA expression showing less than ideal yields, the use of an in vitro transcription 

kit was attempted. Despite only preliminary results, bands that may correspond to the desired 

transcription product could be observed. The possibility of expressing T7 RNA polymerase could 

allow the accumulation of RNA products in vitro, with a more controlled risk of RNA degradation. 

Cfr purification required changes into the protocol, as the expression of the protein was shown to 

be toxic to the host organism. The use of auto‐induction media was proven to be an effective 

measure against the toxicity and, despite a relatively low yield, the protein was purified and 

crystallized successfully in the presence of SAM. The crystals, needle‐like structures, were very 

fragile had had a poor diffraction pattern, but shine a ray of hope for a successful co‐

crystallization with RNA, provided the substrate can be expressed in sufficient levels. 
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Chapter 7:  Conclusions and future work 

 

7.1 Hydrogenase Maturase HydG 

Within the last five years the understanding of the mechanism of HydG has deepened 

considerably. It is now generally accepted HydG is responsible for transferring the iron [296], 

carbon monoxide [293] and cyanide [47] into the scaffold enzyme HydF [287]. Additionally 

previous theoretical models [310] together with a crystallographic structure of a ‐CTD HydG 

missing the auxiliary cluster [317] revealed a full TIM barrel formation and three distinct regions: 

the conserved RSAM active site, an internal tunnel formed by the TIM barrel and a distinct region 

where the auxiliary cluster is present. 

The identification of a Fe(CO)2CN entity in the [4Fe‐4S]Aux cluster that could be correlated with 

enzymatic function [296], was indicative of the way by which the transfer of products onto the 

maturation partner(s) could take place. At the time, however, criticism was raised over this 

proposal, as the coordination of the unique iron of a [4Fe‐4S] cluster with both amino and 

carboxylate groups of tyrosine as well as with three diatomic ligands had no precedence in 

literature [704, 705].This apparent implausibility was answered by the structural data of HydG 

reported in chapter 3.  

 

7.1.1 Structure of TiHydG 

A fully reconstituted and active HydG from Thermoanaerobacter italicus (10.8 ± 2.2 irons/protein 

molecule and DOA/p‐cresol/cyanide kcat
app≃ 7.0/6.5/4.0 x10‐4 s‐1, respectively) was successfully 

crystallized and the structure solved. A crystallographic dimer was observed in the structure and 

certain key differences in each monomer gave a fortuitous further insight into the mechanism of 

HydG.  

One of the monomers (labelled monomer A) showed a coordinating cysteine bound to the [4Fe‐

4S]RS cluster without the adenosyl moiety, representative of SAM degradation. Monomer B 

instead revealed an intact SAM being coordinated. The accompanying structural changes 

observed when comparing both models allowed the proposal of the disordered loop 345‐360 as 

the likely entrance for the substrate L‐tyrosine. Careful analysis of the anomalous data collected 

near the iron ‐edge of the TiHydG crystal showed an unmistakable fifth iron signal near the 
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auxiliary cluster of monomer A of the enzyme. As the structure was manually updated and 

refined, a final model was put forward.  

It shows this fifth iron, termed ‘labile iron’ due to both its low occupancy as well as its proposed 

role as carrier of diatomic molecules, bound to the [4Fe‐4]Aux cluster by a bridging 2 sulfide. The 

iron in the structure was coordinated in a apparent octahedral conformation to the sulfide bridge, 

a single residue of the protein, His265, two water molecules and a single non‐proteinacious amino 

acid bound in a bidentate manner through the ‐amino and ‐carboxyl groups. The nature of this 

unprecedented cluster was confirmed by Dr. Daniel Suess and Prof. David Britt, which obtained 

EPR data consistent with a S=5/2 iron signal present in the auxiliary cluster. It is this labile iron 

that is now proposed to be responsible for the Fe(CO)2CN synthon observed [296]. 

When analysing the iron anomalous data on the auxiliary cluster of monomer B, the absence of 

the labile iron was apparent, though the bridging sulfide was still in place. Once more the 

asymmetries between both monomers were proven advantageous. Firstly, this structure credence 

to the possibility of labile iron transfer, as the structural elements necessary to bind the iron are 

still in place. Secondly, by directly comparing both structures, it was observed an increase in the 

B‐factor of a specific ‐helix (405‐412) in monomer B. This helix is positioned as a gateway 

between the auxiliary cluster and the solvent, leading to the proposal that it will play a role in the 

interaction with a partner enzyme, likely to be the scaffold maturase HydF. 

The collected structural information for TiHydG did not show the substrate tyrosine bound, even 

when co‐crystallized with increasing amounts of the compound. Different strategies were 

employed to circumvent the low solubility of L‐tyrosine at near biological pH (section 3.5), though 

the results remained unchanged. In the absence of a co‐crystal with the substrate, L‐tyrosine was 

modelled into the active site, using the information for the binding of tryptophan in the related 

amino acid lyase NosL. 

 

7.1.2 Future Work in HydG Crystallography 

As the extensive efforts in co‐crystallization of TiHydG with L‐tyrosine (section 3.5) and synthetic 

analogues (section 5.X) did not yield a relevant structure with ligand density present, one must re‐

evaluate the crystallization process. In particular, the purification of TlHydG showed similar yields 

to that of TiHydG (22 mg protein/L culture for TlHydG and 32 mg protein/L culture for TiHydG), 

and crystallization efforts carried out by Dr. Rebecca Driesener showed the formation of 

crystalline features which diffracted to medium resolution (2.7 Å), in the absence of either SAM or 
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tyrosine. Optimization of the conditions to allow crystallization in the presence of the substrates 

may give rise to a different crystal conformation which will allow tyrosine binding. 

A more ambitious project would be the crystallization of a HydG:HydF complex. HydF was shown 

to crystallize aerobically [706], which limited the information in regards to the nature of the 

preassembled cluster. The authors described the reconstituted form of the enzyme to be more 

unstable, possibly due to the lack of a coordinating partner. The co‐crystallization of HydG with 

HydF, in different reconstitution stages, would provide an incredible understanding on the 

interactivity of the different maturases and perhaps create a closed system where the diatomic 

products could be observed binding to either protein. Preliminary co‐purification studies have 

already been reported by Vallese et al. allowing them to conclude HydF interacts with both HydG 

and HydE [707], and could be used as models for co‐purification. 

 

7.1.3 Mutagenesis Studies of TiHydG His265 

As a means to address the pivotal role of the labile iron in the newly proposed mechanism of 

action, the site directed mutagenesis of the iron coordinating His265 was carried out (Chapter 4). 

Two changes were introduced: His to Ala, to abolish the coordination mechanism of the labile iron 

and His to Glu, as the most likely mutation to maintain the labile iron coordination. 

Spectroscopic analysis revealed how different the cluster content was between the two mutants. 

TiHydG His265Glu was shown to fully reconstitute both [4Fe‐4S] clusters by UV‐spectroscopy 

(410= 34,000 cm‐1 M‐1) and EPR analysis, showing similar results to that of the wild type enzyme. 

Introduction of an alanine in the position of His265, on the other hand, had a dramatic impact on 

the protein. The protein had a tendency to aggregate in solution and chemical reconstitution was 

only successfully accomplished by halving the Fe‐S content added to the sample. As a 

consequence, the UV‐spectra for TiHydGHis265Ala was indicative of an incomplete reconstitution 

(410= 22,300 cm‐1 M‐1). Additionally, EPR analysis by our colleagues at UC Davis (Dr. Daniel Suess 

and Prof. David Britt) revealed an EPR silent sample. This surprising result is hard to explain, with 

either the clusters being absent, possibly due to sample degradation, or by being found in an EPR 

silent state: [2Fe‐2S]2+, [3Fe‐4S]+ and [4Fe‐4S]2+ are all diamagnetic [708]. However, these states 

should not be present in the presence of strong reductants, such as dithionite and so far no 

explanation can be put forward for these results. 

Activity assays carried out with both mutants and the wild type HydG as control consolidated the 

asymmetry between His265Ala and the other two enzymes, showing virtually no turnover for any 

of the substrates. Unlike the inactive alanine mutant, His265Glu was observed to efficiently form 
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cyanide (Kcat
app= 7.1 x 10‐4 His 265Glu vs Kcat

app =4.8 x 10‐4 WT). The activity differences observed in 

His265Glu when compared with the wild type are likely to arise from the stronger coordination of 

carboxylate to the labile iron. 

To verify the nature of the coordination of the labile iron in the mutants, a crystallization 

experiment was carried out. However, the instability of TiHydG His265Ala limited the ability to 

obtain any crystal formation with this enzyme. The crystal structure of TiHydG His265Glu was 

tested and its structure analysed, showing a high degree of similarity between the wild type and 

the His265Glu mutant, with the labile iron being coordinated by the carboxylate moiety of 

glutamic acid, but no amino acid residue is seen coordinating the iron. Instead four water 

molecules are clearly visible, and other ligands may be present, though the electron density 

analysis did not allow for an unambiguous determination of their nature. These results confirmed 

the correct placement of the labile iron in TiHydG His265Glu. 

In order to probe the reason behind such dramatic results across all studies with TiHydG 

His265Ala, the secondary structure content was estimated by CD before and after reconstitution 

for all three HydG enzymes (wild type and mutants). Both wild type and TiHydG His265Glu show 

similar predicted ratios of ‐helix (40% and 37%), ‐strand (10% and 9%) and random coil (50% 

and 55%); values close to the crystallographic structure obtained for each (50% ‐helix, 9% ‐

strand, 41% random coil). The calculated values for the alanine mutant (45% ‐helix, 23% ‐

strand, 31% random coil) are indicative of a different conformational fold taken by the enzyme, 

with a significant increase in ‐strands. It is possible the change in C‐terminal fold leads to an 

increased aggregation of the protein, explaining the instability verified. 

 

7.1.4 Future Work in TiHydG Mutagenesis 

The structural differences hinted at in TiHydG His265Ala could be further verified by analysing the 

CD spectra of HydG mutants unable to coordinate the auxiliary cluster (Cys to Ala/Ser), as a means 

of validating the preliminary results discussed in section 4.6.2. It is to be expected that the 

removal of the coordination of the auxiliary cluster would have a similar effect on the overall fold 

of the protein. 

An important question regarding the activity of TiHydG His265Glu is how efficiently would the 

transfer of the Fe(CO)2CN synthon be with this enzyme. As the coordination of the labile iron is 

proposed to be stronger with glutamic acid in comparison with histidine, due to the ionic nature 

of the interaction, one could predict a more inefficient transfer of the H‐cluster precursors. In 
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vitro maturation of [Fe‐Fe] hydrogenase is a well‐established method [282], which would provide 

a better understanding on the importance of the coordinating histidine residue. 

 

7.1.5 Activity Studies With Substrate Analogues 

Due to the lack of structural information regarding tyrosine binding in HydG, the use of synthetic 

analogues was probed in an attempt to circumvent the issue. The list of potential tyrosine 

analogues is rather extensive, with a good range of compound having been tested previously 

[709, 710]. Previous studies with HydG had failed to identify any substrate analogue which would 

suffer C‐C cleavage, but the activity assays carried out with TiHydG (chapter 4) revealed key 

compounds that interact with the enzyme. 

The reaction with L‐DOPA, despite increasing the amount of uncoupled turnover of SAM, was 

shown to release significant amounts of methylcatechol and cyanide (kcat
app= 6.2 x 10‐4 s‐1 and 5.4 

x 10‐4 s‐1, respectively). Tyrosinamide was another compound shown to be reductively cleaved by 

HydG (p‐cresol kcat
app= 7.0 x 10‐4 s‐1), though as expected no cyanide was observed. Additionally, 4‐

HPHPA and tyramine showed an increase in SAM cleavage (SAM kcat
app= 5.0 x 10‐4 s‐1 and 4.3 x 10‐4 

s‐1, respectively, but little to no p‐cresol formed. Unlike all other compounds tested, the cyclic 

THIQCA was shown to possibly decrease the rate of SAM turnover, potentially indicating a binding 

mode that interfered with SAM binding. These five compounds were used in co‐crystallization 

experiments, but as their solubility levels were not dramatically different from the native 

substrate, the concentration of ligands in the crystallization mix was limited. Only crystallization in 

presence of tyramine and THIQCA showed the formation of crystals, but the structural analysis did 

not show any substrate analogue in the active site. 

Influenced by the report of Krumholz [711] for the formation of ‐iminocarboxylic acids 

coordinating iron, the protocol described was modified to use ammonia as the amine, to possibly 

lead to the formation of Fe‐bound DHG. Preliminary results seem indicative of the successful 

formation of the complex, followed by UV‐Vis; and an activity assay where the complex was 

incubated with HydG in the absence of SAM or L‐tyrosine, showed a greater than average cyanide 

formation, bypassing the first half of the mechanism of HydG. 

 

7.1.6 Future Work in TiHydG Mutagenesis 

C‐C cleavage of L‐tyrosinamide and possibly tyramine should be confirmed by the analysis of the 

presence of predicted products (2‐oxoacetamide and formaldehyde), by coupled assay reactions 
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or mass‐spectrometry and/or NMR. Note that these predicted products assume there is no 

coordination to the labile iron, which in the case of L‐tyrosinamide cleavage product 

dehydroglycinamide, may be an incorrect assumption. 

The ability of the labile iron to coordinate different compounds should also be explored, to gain 

further insights into the mechanism of DHG cleavage. Glycine analogues could be used to test 

their reactivity in the auxiliary cluster active site, in a manner similar to the tyrosine analogues 

tested in Chapter 5, to better understand, together with the available structure of the auxiliary 

cluster active site, what drives the degradation of the glycine derivative into the diatomic 

components. A potential method for testing glycine analogues would be the formation of iron‐

bound ‐iminocarboxylic acids using different amines. The preliminary results show some 

promising developments, but there are significant follow‐up studies necessary. 

Firstly, confirmation of the formation of DHG by mass spectrometry and NMR would provide 

direct evidence the complex has been successfully formed. Additionally, treatment of HydG with 

EDTA, in low enough concentration so that both clusters are intact but the labile iron is removed, 

could increase the cyanide formation rate in the absence of substrate tyrosine, from the initial 

low values reported (cyanide kcat
app= 0.3 x 10‐4 s‐1, approximately). Developing a reliable system for 

iron:glycine complex analogue incorporation will undoubtedly create many opportunities to study 

the less understood half of the mechanism, the formation of diatomic ligands. 

 

7.2 Lipoyl Synthase LipA 

The work carried out by the groups of Prof. P. L. Roach [400, 523, 543, 642] and Prof. S. J. Booker 

[391, 401, 414‐416, 712] have provided overwhelming evidence that LipA is both the catalyst of 

sulfuration as well as the substrate of the reaction, by donating a sulfur atom from its auxiliary 

cluster with concomitant degradation. 

The structural data of LipA (PDBID: 4U0P/4U0O) [543] allowed the modelling of the potential 

active site location, located between both clusters, within a close distance to one of the sulfur 

atoms of the [4Fe‐4S]Aux cluster. This proposed binding mode has also been confirmed by 

hyperfine coupling of the paramagnetic signal of a substrate analogue (2,4‐hexadeinoyl‐H pro) 

radical and the 57Fe signal from the auxiliary cluster, indicating that both elements are within 

bonding distance [712]. However, the lack of a co‐crystal with the substrate bound limits the 

conclusions that can be inferred for the mechanism of the reaction. 
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7.2.1 Studies on TeLipA2 

To remedy the lack of an available co‐crystal with the octanoyl unit bound to the active site of 

TeLipA2, several co‐crystallization experiments were carried (chapter 7) out with two 

octanoylated synthetic peptide analogues, previously shown by Dr. M Hiscox to lead to the 

formation of the lipoyl form of the peptides (Hiscox, thesis). The low solubility of the compounds 

limited the concentration range that was used in the studies, and no structure with a substrate 

present was obtained (section 7.5). 

As the structural information within these data sets consistently revealed the coordination of DTT 

to the [4Fe‐4S]RS as well as the presence of the SAM degradation product 5’‐MTA, an effort was 

made to minimize the presence of each within the crystallization condition, in the hopes that a 

new crystal form could be obtained where the substrate would be bound. Reconstitution of the 

enzyme in the presence of lower DTT, or in the absence of DTT but with different reducing agents, 

revealed the indispensability of the thiol in a successfully reconstitution (section 7.3). The stability 

of lipoyl synthase in the absence of a fully formed auxiliary cluster is greatly diminished and no 

crystals grew under these conditions. Likewise the removal of 5’‐MTA, using MTAN, did not 

produce the desired effect, as no structure with an intact SAM was obtained. 

The crystal structure of LipA (PDBID: 4U0P/4U0O) also revealed a unique coordination of the [4Fe‐

4S]Aux cluster by a serine (Ser283 in the structure) and kinetic analysis shows target‐site 

mutagenesis in that residue leads to either cysteine or alanine lead abolishment of the natural 

reaction cycle [543]. These results led the authors to propose a unique role for Ser283: following 

the formation of the monothiolated intermediate, the serine would be released from binding the 

[4Fe‐3S]Aux cluster, possibly by protonation of the hydroxyl side chain, to allow the re‐

arrangement of the cluster for the second abstraction to occur. 

The structure reported in this work (section 7.6) shows the cysteine mutation is still able to 

coordinate the fourth iron in the [4Fe‐3S]Aux cluster, leading to the proposal that the mutation 

prevents the release and subsequent rearrangement of the auxiliary cluster, justifying the lack of 

lipoylation activity observed in the TeLipA Ser283Cys mutant. Conversely, if no coordination is 

present to the fourth iron of the auxiliary cluster, by Ser283Ala mutation, the reaction was also 

shown to be abortive. The crystallization of this mutant was not successful, however, its high 

instability could be indicative of cluster disassembly in the absence of the substrate, revealing 

how extraordinary the control exerted by Ser283 is in the mechanism of reaction. 
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7.2.2 Future Work in the Mechanism of LipA 

As it currently stands, the first insertion of a sulfur atom in the octanoyl substrate seems to be 

fairly understood: spectroscopic data is able to observe the cross‐linked intermediate [713] and 

the structure based model of octanoic acid in the active site reveals an initial target sulfur of the 

[4Fe‐4S]Aux for the donation to the substrate [543]. The focus should now turn to understand the 

second sulfur insertion, in particular what changes occur in the cluster for a second sulfur to be in 

position to be transferred to the cluster‐bound intermediate. 

An X‐ray structure of TeLipA2 Ser283Cys with the intermediate bound could provide the structural 

insight into the complex prior to the second sulfur insertion. Complementary information could 

be obtained using co‐crystals of LipA with the substrate, which depending on the tight control of 

the stoichiometry of the reaction, could reveal the structure of the enzyme with either the 

intermediate or the product bound. Within these studies, crystallization with a selenium‐

reconstituted sample (section 7.4) could be invaluable to more accurately identify the position of 

the selenium atoms by anomalous data. 

An important consideration to bear in mind in future crystallization studies of LipA is the ability to 

successfully express the small H protein (10 kDa) and synthesize the octanoyl form of the protein 

[414], to use as a co‐crystallization partner. The protein:protein complex, unlike a small synthetic 

analogue, can prove much more stable and will successfully incorporate the octanoic group in the 

correct position of the active site. 

 

7.3 Methyltransferase Cfr 

With the danger of widespread multi‐resistance bacteria being present, understanding the 

mechanisms of resistance and how to counteract them has become the focus of intense studies. 

Within the last decade a significant body of work has led to a better understanding of the 

mechanism of action of Cfr. However, the lack of an available structure, in particularly one with 

the RNA substrate, limits the ability to accurately predict how a potential inhibitor would interact 

[714]. 

 

7.3.1 Studies on SsCfr and RNA Transcription 

The expression and purification of soluble SsCfr was generally successful, despite the enzyme 

being more unstable than the other wild type enzymes in this project. Crystal‐like formations in 
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the presence of SAM were achieved, but further optimization is required in the future to obtain 

relevant structural data.  

Obtaining significant amounts of RNA proved more challenging. In an effort to produce milligram 

amounts of RNA for co‐crystallization studies, in vivo transcription using E.coli followed by total 

RNA purification was attempted. A gene was designed encoding an RNA fragment previously 

shown to lead to measurable Cfr activity [715]. To reduce the endogenous degradation of the RNA 

by RNAses the gene was flanked by two protective ribozymes, and a gene encoding a streptavidin 

RNA tag was also inserted to aid in the purification. Unfortunately, the levels of transcription of 

the desired RNA never reached a level that could be quantified, even when the RNA was 

transcribed in vivo with concomitant expression of Cfr. 

 

7.3.2 Future Work in Cfr 

The results with in vitro transcription of the desired RNA fragment showed some promising 

results, but they require validation to confirm the fragment necessary for Cfr activity is being 

produced. Furthermore, the reported yields of RNA per kit reaction (3‐5 mg) effectively mean less 

than 50 nmol of RNA produced each time, when the necessary quantities for co‐crystallization 

should be in the millimolar range. A solution could be achieved by the expression and purification 

of T7 RNA polymerase. The protocol for T7 RNA polymerase protein expression [716] and 

effective transcription of target genes [717] are available and could be explored as a means to 

produce large amounts of RNA that would not be subject to endogenous degradation. 

If substantial amounts of pure, stable RNA are transcribed, its incubation with Cfr may increase 

the stability of the enzyme, leading to better yields and potentially higher chance of success in co‐

crystallization. 
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Chapter 8:  Experimental section 

8.1 Principles of Protein Crystallization 

The main focus of this project lies in obtaining structural information on different RSAM enzymes, 

and how to apply that knowledge to deepen the understanding of what guides the mechanism of 

action within each enzymatic process. X‐ray crystallography is the best tool available to obtain 

structural data, despite some shortcomings. The most common problem in macromolecular X‐ray 

crystallography studies lies with the formation of stable crystals that diffract to high enough 

resolution to obtain the structural information. This chapter aims to introduce common elements, 

theoretical as well as experimental, specific to this technique. 

 

8.2 The Crystallization Process 

Crystallization can summarily be described as the controlled precipitation of the macromolecule 

through super saturation of the solvent [544]. The formation of the crystal is a phase transition 

phenomenon that involves: nucleation, growth of the nuclei and cessation of growth [718, 719]. 

The formation of the crystallization nucleus is the rate‐limiting step in the crystallization process 

[720], where the sample transitions from a disordered state into a more ordered one, 

theoretically by formation of semi‐ordered intermediates [721]. These semi‐ordered 

intermediates can either be the precursors to amorphous precipitate or microcrystals. Amorphous 

precipitate tends to be predominant either when the protein concentration is solution is well 

above the saturation point, or when it is brought into the saturation point too quickly [722]. 

After formation of nucleation points (microcrystals), they will continue to grow, by addition of 

new molecules to the surface of the crystal, due to either defects in the crystalline order or by the 

random formation of small nucleation spots at the surface of the crystal [723]. As long as the 

metastable protein concentration is maintained, the crystals will continue to grow until the 

saturation zone is reached and cessation of growth occurs. 

A 2D phase diagram (Figure 157) is a common visualization aid for the crystallization process 

described above. It shows the concentration of protein as a function of one parameter of the 

crystallization condition, with all other parameters held constant [724]. The diagram is divided in 

four regions: In the under saturated region, no crystal growth is possible, and crystals that are 

added are quickly dissolved. Above the saturation curve, there is no dissolution of crystals. The 
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first region of the super saturation zone, metastable region, has no spontaneous nucleation. In 

the labile region is where nucleation can occur spontaneously. Finally, in the precipitation zone, 

the concentration of protein is so high that only amorphous precipitate is formed [724]. 

 

 

Figure 157 2D‐Phase Diagram. 

Below the solubility curve, there is the under saturated region where crystals do not form. The 

supersaturated region is divided into three zones: the metastable zone, where spontaneous 

nucleation does not occur; the labile zone, where new crystal formation may happen; and the 

precipitation zone, where due to the high concentration of protein, only amorphous precipitate is 

formed. Adapted from Asherie, N. [724]. 

 

Under supersaturation the system is driven towards equilibrium where the molecule is 

partitioned between entering solid phase and staying in solution. In order to enter the solid phase 

the individual macromolecule loses both the ability to freely rotate and translate, leading to an 

overall loss of entropy of the system. To circumvent this unfavourable energetic barrier, the 

stable bonds formed between molecules reduce the free energy of the system, driving forward 

the ordering process [725]. 
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In order to minimize the formation of amorphous precipitate and promote stable, controlled 

nucleation, it is necessary to bring the system slowly to a limited degree of super saturation. This 

is traditionally achieved by adjusting the conditions to promote crystallization [544, 718, 726]. 

 

8.2.1 Improving the Crystallization Conditions 

The formation of a crystal is the bottleneck of macromolecular X‐ray structure resolution. There 

are various parameters and Method to improve the crystallization process, but the finding of the 

best conditions for crystal growth remains largely empirical [726]. The single most important 

factor in obtaining a protein crystal is the properties of the protein sample itself. The sample 

needs to have a high degree of purity, homogeneity and stability [727]. 

Provided a pure, stable, homogeneous sample of protein is obtained, the biggest variable in the 

crystallization process : is the addition of precipitant agents, external additives which can modify 

the protein precipitation events (Figure 157) [728]. Testing different precipitating agents to 

determine preliminary conditions for crystal growth is a common methodology, known as a broad 

screen procedure, and various commercial solutions are readily available. If an initial condition 

where crystalline‐like formations is observed, that condition can be further optimised by varying 

the precipitant type, precipitant/protein concentrations and other parameters [728, 729]. 

 

8.2.1.1 Salt 

Many proteins are not soluble in pure water, and the addition of salts in the solution is mandatory 

to increase the samples’ stability. The increase of the solubility of proteins in the presence of salts 

can be explained through interactions between charged residues at the surface of the protein and 

the ions in solution [730]. 

The presence of salt in a crystallization system is, however, a complex interaction. As the ionic 

strength of the solution decreases, the solubility of ionic compounds in the solution, such as 

proteins, will decrease as well [731]. This will cause the protein to aggregate by Coulombic 

attraction between opposite charges on different protein molecules, which may lead to the 

formation of crystals. This process of decreasing protein solubility by decreasing the ionic network 

surrounding the molecule is termed “salting‐in” [730, 732]. 

On the other hand, proteins and the salt compete directly to bind water molecules. If the 

concentration of salt in solution is high enough, the macromolecules become deprived of solvent 
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and associate between themselves to satisfy their electrostatic requirements. This is a process 

called “salting‐out” [730, 732]. 

 

Figure 158 Protein solubility as a function of salt concentration. 

At low salt concentrations the proteins ionic requirements are satisfied by protein:protein 

interactions (salting‐in). Decreasing the salt concentration below a certain point will lead to 

protein aggregation to guarantee the proteic ionic requirements (salting‐in). At high salt 

concentrations, the salt ions sequester the solvent, forcing the proteins to aggregate to maintain 

their hydration layers (salting‐out). 

 

8.2.1.2 Polymers 

Polymers, such as polyethylene glycols (PEG) (Figure 159, 94) are molecules which due to their 

flexible nature are able to sequester a great amount of solvent and space [733]. This, in turn, 

forces the macromolecules in solution to aggregate to keep the hydration layers. The larger the 

size of the polymer, the more effective it usually is at forcing the macromolecule to aggregate 

[732]. Another advantage of the use of PEG in the crystallization is their ability to suffer 

vitrification when frozen [734], decreasing the formation of ice crystals that could damage the 

protein. Additionally due to the size of the chains commonly used in crystallography (200‐20,000 

ethylene‐glycol units), it is improbable that they can directly contact the interior of the protein 

and be present in the active site during the structural analysis stage. 
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Figure 159 Structure of commonly used polymers in macromolecular crystallization 

Both polyethylene glycol (PEG) 100 and polyethyelene glycol methyl ether 101 are long chain 

polymers that are available in many commercial crystallization broad screens. 

 

8.2.1.3 Organic Solvents 

Organic solvents are also able to sequester water molecules and can also reduce the dielectric 

constant of the medium. This latter effect reduces the effective electrostatic shielding between 

individual macromolecules [544, 732]. However, most organic solvents are highly volatile, making 

them difficult to accurately handle during the crystallization stage. Regardless, certain 

compounds, such as 2‐methyl‐2,4‐pentanediol (MPD) has been shown to be particularly useful. 

MPD is a small polyalcohol, which can compete for water, lower the solution dielectric constant as 

well as working as a mild detergent [735]. 

 

8.2.1.4 Other Additives 

In additive screening, a small molecule ligand is added into the crystallization solution, in the 

hopes its presence will either stabilize the protein or assist in the formation of crystal contacts. 

Frequently used additives include substrates and products of the protein, metal ions, or any 

ligand or inhibitor, making a foreknowledge of the mechanism of the reaction (in case of 

enzymes) a valuable tool in the crystallization process[544, 736]. 

 

8.2.1.5 Temperature and pH 

Two other important considerations for protein crystallization are the pH and temperature. 

Proteins have a solubility minimum which corresponds to the isoelectric point of the protein 

[737]. Additionally the dipole moment of the protein, its conformation and its aggregation state 

drastically depend on the pH, which can influence the process of salting‐in/salting‐out [730]. Most 

crystallization experiments are carried out either at room temperature (25ºC) or 4ºC. The 
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solubility of proteins in salt solutions tends to increase at low temperatures, whereas in PEG and 

MPD the solubility decreases with decreasing temperature, making the ideal temperature 

dependent on the system being studied [728]. 

 

8.2.2 Vapour Diffusion Method 

The most widely used method for crystal formation is the vapour diffusion method, which can be 

divided into two slightly different techniques: the hanging drop and the sitting drop [544, 720] 

Method. Both are largely equivalent, using the evaporation and diffusion between solutions of 

different concentrations as a means of approaching and achieving super saturation of protein 

macromolecules [544, 720]. 

 

Figure 160 Most common crystallization setups for vapour diffusion. 

A: Sitting drop technique, where a mixture of protein and precipitant is placed in an individual 

well that is connected to the main well for vapour diffusion to occur. B: Hanging drop technique, 

where the protein:precipitant mixture is placed in a cover slip, closing the reservoir. 

 

After mixing a small volume of protein solution and precipitant agent to form a small drop (from 

50 nL to 4 L), the drop is placed next to a reservoir containing a larger volume of precipitant 

(from 25 µL to 1 mL). The system is sealed from the outside, and the difference in precipitant 

concentration between the drop and the well solution causes water to evaporate from the drop 

to an equilibrium state. This evolution of concentrations the crystallization drop in precipitant and 

in protein leads to super saturation state and hence to the nucleation and crystal growth [544, 

729]. 
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8.2.3 Cryo‐cooling of Crystals 

Even though X‐ray diffraction could be considered a non‐destructive scattering technique, 

macromolecular crystals presented to a highly powered X‐ray can suffer extensive radiation 

damage [738, 739]. Collecting the X‐ray diffraction information at lower temperature was shown 

by Hope [740] to significantly reduce the radiation damage of samples. Additionally, at lower 

temperatures, the atomic movements are reduced, which was proposed to contribute to a better 

quality of the data, as the estimation of atom location became more accurate [740, 741]. 

As a result, freezing the crystal samples has become a widespread technique prior to the 

collection of protein X‐ray diffraction data. However, as a significant percentage of volume in 

protein crystals is usually occupied by solvent [742], ice formation of water molecules within the 

crystal structure could lead to volume expansion, damaging the crystalline arrangement.  

As discussed previously the addition of external agents such as PEG (8.2.1.2), MPD (8.2.1.3) and 

very commonly, glycerol [638], are usually added as cryo‐protectants [637]. Cryo‐protectants can, 

however, alter the protein solubility causing crystal cracking or dissolution [743] and identification 

of the optimum cryo‐protecting solution is necessary to solve a protein structure at cryogenic 

temperature [744]. 

 

8.2.4 Crystal Seeding 

Seeding is a technique where the optimization of growth conditions is independent from those 

required for nucleation [546, 745]. It can be divided into two categories, based on the size of the 

seeds: in macro seeding [746], a single grown crystal is transferred through multiple new 

protein:precipitant mix; and micro seeding [747] where sub‐microscopic crystals are added to the 

protein: precipitant mix. 

In the case of micro seeding, a crystal is placed in a stabilizing solution, sometimes the precipitant 

solution itself, and broken into microscopic particles which will then serve as small nucleation 

points. This seed stock usually needs to be diluted, as a high concentration of nucleation points 

can lead to the formation of a shower of microcrystals (Figure 161, dilution 10‐1). On the other 

hand, if the seed stock is too dilute, there is the possibility of not transferring any nuclei, and no 

crystal is formed [747, 748]. 
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Figure 161 Example of a successful micro seeding experiment. 

A pre‐grown crystal of the hydrogenase maturase protein HydG was crushed into small fragments 

in a stabilizing solution, followed by sequential dilution of the seed stock. A small volume of the 

seed stock was injected in crystal drops that did not show protein crystallization. 

 

An alternative method of micro‐seeding that does not require serial dilutions was first described 

by Enrico Stura [749]. In this streak‐seeding technique, a cat whisker is used to dislodge small 

fragments from a pre‐grown crystal. The whisker then passed through the drop from one side to 

the opposite side in one smooth motion, leaving behind small nucleation points. 

In a crystallization experiment it is necessary to guarantee the system is saturated in order for a 

seeding experiment to work. If a saturation condition was not reached, nucleation cannot occur 

and transferring of a formed crystal into the solution will lead to its dissolution [750]. 
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Figure 162 2D‐phase model with and without the addition of crystal seeds. 

Two dimensional representation of a crystallization experiment with and without the addition of a 

crystal seed. The white region corresponds to an under saturated condition, where the addition of 

a seed will dissolve into solution. At the interface between under saturation and saturation the 

nucleation seed will neither dissolve nor increase in size. The next region, super saturation, can be 

divided into three sub‐regions: in the first, metastable super saturation, spontaneous nucleation 

does not occur but any crystal added to the solution will grow. This is the ideal zone for seeding 

experiments. The second, named labile super saturation, has spontaneous nucleation occurring, 

and any seed added will also grow. The final sub‐region is the precipitation zone where no crystal 

growth occurs and amorphous precipitate is formed. Adapted from Luft, J [751]. 

 

8.2.5 Matthews Coefficient 

Protein molecules in crystals are held together by weaker forces, primarily hydrogen bonds 

between hydrated protein surfaces. However, as proteins have very specific 3‐D structures, it 

would be impossible to fulfil all spaces perfectly in the crystal grid. The presence of solvent 

molecules within a protein crystal structure is, in that regard, an important component of the 

crystal. Solvent content of protein crystals was first systematically introduced by Brian W. 

Matthews in 1968 [742], which defined: 
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V୑ ൌ
V

M ൈ n ൈ X
 

Equation 6 Matthews coefficient.  

Calculation of the specific volume occupied by a protein within a unit cell (VM), also known as 

Matthews coefficient. V, volume of the unit cell; M, molecular weight of the protein; n, number of 

asymmetric units in the unit cell (determined by the number of symmetry operators in the space 

group), and X is a variable that relates unique properties on the protein sample. All these 

components reflect the number of molecules in the asymmetric unit. 

 

Most importantly, the Matthews coefficient also helps to evaluate the overall packing features of 

protein molecules in the crystal. Higher solvent content may be indicative that protein packing 

may not be very compact, which can negatively affect the quality of the data obtained. In those 

cases dehydration of the sample, by air drying the crystal, crystallizing in vapour diffusion using 

higher salt content, and soaking with dehydrating compounds may improve the diffraction data 

obtained from the crystals [736, 752]. 

 

8.3 X‐Ray Diffraction 

In 1912 Bragg deduced there was a relation between the incident wavelength and scattering 

angle of the beam and the distance between atomic planes of a crystal lattice in what is now 

known as Bragg’s law: 

n ൈ λ ൌ 2 ൈ d ൈ sinθ 

Equation 7 Bragg’s Law. 

 n, positive integer; , wavelength of the incident beam; d, distance between the crystal planes; , 

angle of diffraction. 

 

The reflected photons can interfere constructively or destructively. As constructive interference 

occurs only at a small number of discrete scattering angles, determined by the crystal lattice, the 

results are the spots (named Bragg spots) observed on diffraction patterns (Figure 163) [515, 

736]. 
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Figure 163 Bragg’s law and consequent diffraction 

The constructive interference of reflected waves in A obeys Bragg’s law (Equation 7) and 

experimentally leads to discrete Bragg spots which can be observed in the diffraction pattern of 

TiHydG crystal B. 

 

A crystal contains many identical copies of a molecule arranged into a three dimensional periodic 

structure, named the lattice. One can think of the lattice as a train of delta functions in 3‐

dimensions, and the crystal as a single molecule convolved with these delta functions. The basic 

repeating unit that forms the lattice is called the unit cell, characterized by the parameters (a, b, c, 

α, β, γ), corresponding to the lengths (a, b, c) and angles (α, β, γ) of the repeating unit. 



Chapter 8 

284 

 

 

Figure 164 Representation of unit cell, crystal lattice and a plane with miller indices. 

A: Unit cell with length a, b, c and angles , , . B: A crystal lattice is an infinite array of repeating 

unit cells. C: A plane that intersects the a, b, c edges in a unit cell, is said to possess Miller indices 

(h, k, l). The represented plane is (2,2,1), as the intercept in the a direction is ½ the length of a and 

b and one full length of c. 

 

In a diffraction experiment, the intensities and the position of reflections are measured. From the 

spots in the diffraction pattern, the diffraction angle θ and d(hkl) can be calculated based on 

Bragg’s law. After a series of d(hkl) have been calculated, the values are investigated to both assign 

the index h,k,l to each reflection as well as calculate the unit cell parameters (a, b, c; , , ) [515, 

736]. 

 

8.3.1 The Structure Factor 

The way in which the separate diffracted rays combine to form an image depends on three factors 

within each ray: the direction, the amplitude and the phase. In X‐ray crystallography, the 

scattered rays are separately observed and their intensities measured as the intensity of the spots 

in the pattern (Figure 163).  

By determining the intensity of the signal, one can calculate the amplitude of the scattered rays, 

through Equation 8.  

I୦,୩,୪ ൌ Aଶ 

Equation 8 Intensity of h,k,l related to the amplitude (A) of the diffracted ray. 
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Furthermore, by identifying the Miller indices (h,k,l) of the crystal plane giving rise to each 

scattered ray, the direction of the ray is specified. Only the phase information of the diffracted ray 

cannot be directly measured, but it is related to the structure factor Fh,k,l. [515]. The structure 

factor F(h,k,l) of any x‐ray reflection h,k,l represents a quantity related to the intensity of the 

reflection which is independent of the method for observation and being related solely to the 

structure that gives rise to that reflection. 

F୦,୩,୪ ൌ A௛,௞,௟exp	ሺiα୦,୩,୪ሻ 

Equation 9 Structure factor Fh,k,l.  

The structure factor Fh,k,l describes the amplitude A and phase  of wave diffracted from a crystal 

plane h,k,l. 

 

If the coordinates of the structure are known, the structure factor Fh,k,l can be easily determined 

by Equation 10. 

F୦,୩,୪ ൌ ෍ fሺ୨ሻe
	ൣଶ஠	୧൫୦୶ౠା୦୷ౠା୦୸ౠ൯൧

ୟ୲୭୫ୱ

୨ୀଵ

 

Equation 10 Structure factor Fh,k,l,  

The structure factor Fh,k,l,  can be determined by the sum of the coordinates of all atoms in the 

unit cell. xj,yj,zj are the positional coordinates of the j
th atom and fj is the scattering factor of the j

th 

atom  

 

However, in a crystal experiment, the coordinates of the structure are what is to be determined 

and the amplitudes are measured. However, the exponential function in Equation 10 is periodic, 

and a Fourier Transform can be applied.  

The Fourier transform of the convolution of two functions is equal to the product of their 

separate Fourier transforms. As such, the diffraction pattern from the crystal is related to the 

Fourier transform of the lattice, multiplied by the Fourier transform of a single molecule [515]. As 

only the electrons of the atoms in the molecule interact appreciably with the X‐ray beam, the 

Fourier transform of the molecule is the Fourier transform of the electron distribution in the 

molecule, often called the electron density map [515]: 
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ρሺx, y, zሻ ൌ
1
V
෍෍෍F୦,୩,୪eሾିଶ஠୧

ሺ୦୶ା୩୷ା୪୸ሻሿ

୪୩୦

 

Equation 11 Electron density calculation.  

ρ (xyz) is the electron density at point (xyz) in the unit cell; V is the volume of the unit cell; Fh,k,l is 

structure factor. x, y, z is the position of the atoms in the normalized unit cell. 

 

Unfortunately, as previously mentioned, a crystallographic experiment only measures the 

amplitudes (A) of the diffracted beams and not the phases (), and consequently only the 

magnitude of the structure factor (|Fh,k,l|) is known (Equation 9). Thus Equation 11 can be re‐

written as Equation 12. 

ρሺx, y, zሻ ൌ
1
V
෍෍෍|F୭ୠୱ|eሾିଶ஠୧

ሺ୦୶ା୩୷ା୪୸ሻିఈ೓,ೖ,೗ሿ

୪୩୦

 

Equation 12 Electron density calculation. 

ρ (xyz) = electron density at point (xyz) in the unit cell; V = the volume of the unit cell; |Fobs | 

structure factor amplitude for the reflection and αh,k,l is the phase angle of Fobs. 

 

The need to determine the phase component which cannot be directly measured in an 

experiment is known as the “phase problem”. For small molecules, the loss of information 

associated with the phase problem can be solved using direct phasing methods. These methods 

are, however, unavailable for large molecules, as the complexity of the calculations rises 

significantly with the complexity of the molecule [753]. 
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8.3.2 Solving the Phase Problem 

8.3.2.1 Molecular Replacement 

If previous knowledge of a similar protein structure is available, molecular replacement (MR) is 

the easiest method to solve the “phase problem” [754, 755]. Using the known model as a 

template, the phase angles of the known model are applied to the indexed diffraction data of the 

unknown crystal structure. Automatic programs have been devised that create rotation and 

translation algorithms to find the highest correlation between the experimental diffraction 

measurements and those calculated from the model. As the number of determined structures 

available continues to rise, so does the potential template models for molecular replacement. 

 

8.3.2.2 Multiple Isomorphous Replacement 

When no similar structure exists, it is necessary to use isomorphous replacement and related 

Method. From Bragg’s law, the crystal lattice can be determined by the diffraction pattern alone, 

and two crystals with the same lattice will have the same index h, k, l. If, theoretically, a salt 

crystal could be found which shared the same crystal grid as the protein direct method could be 

used to solve the structure of the salt to obtain both the intensity and the phase information. The 

phase from the salt could then be used to help determine the phase of the protein crystal This is 

the basic principle of isomorphous replacement [515]. 

In most proteins, when heavy atoms are not available in the structure, they are added to the 

protein, so that the native protein structure and the heavy atom derivative crystals are essential 

the same, or isomorphous [756]. Then, both metal‐bound and native crystals are tested, 

comparing the phases of two heavy atoms in different positions, and using one as a reference. 

The differences of each reflection between the two datasets are attributed to the heavy atoms 

[515, 757]. 

 

8.3.2.3 Anomalous Diffraction 

If the protein already possesses a heavy atom, there is no need to neither modify the structure 

nor obtain three isomorphous crystal structures. The scattering of the heavy atom can be 

modified and its position may be inferred. This method is known as anomalous diffraction (AD) 

[758]. 
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In crystal grids, under normal diffraction conditions, structure factors of the reflections from 

opposite sides of the same plane (h,k,l) are identical in amplitudes, but opposite in phases. This is 

called Friedel’s law. Additionally, as experimentally the incident energy is much greater than the 

binding energies within the atom, the electrons are considered free. The scattering of X‐rays by 

these free electrons is known as Thompson scattering [759]. 

The approximation that the electrons in a macromolecule within a crystal obey the Thompson 

scattering stops being true when the incident X‐ray energy is close to the binding energies of 

electrons. These energy values are known as the absorption edges of the atom and, in the case of 

heavy atoms, their absorption edges coincide with X‐ray energies used for crystallographic 

diffraction [760]. 

When the incident energy is near the absorption edge, some photons are scattered normally, and 

some photons are absorbed and re‐emitted with altered phase. Thus, the scattered photon gains 

an imaginary component to its phase, and Friedel’s law is broken. The scattering becomes a 

complex quantity and is written as: 

݂ ൌ ଴݂ ൅ ݂ᇱ ൅ ݂݅ᇱᇱ 

Equation 13 Scattering factor 

Scattering factor, f. f0 is the Thompson scattering factor; f’ is the real anomalous correcting term; 

if’’ is the imaginary anomalous scattering correction term. 

 

In this case, as the anomalous scattering is caused by heavy atoms the differences between Fh,k,l 

and F‐h,‐k,‐l arise from the heavy atoms’ anomalous scatterings. These differences could be used to 

extract the position of heavy atoms, and further calculate the phases of protein’s structure factors 

[515]. 

Two methods exist that take advantage of anomalous diffraction: single wavelength anomalous 

diffraction (SAD) and multiple wavelength anomalous diffraction (MAD) [736, 761]. In a MAD 

experiment several datasets are collected, not only peak dataset, but also inflection dataset, or 

even remote dataset and the differences between diffraction amplitudes at different wavelengths 

are used to obtain a unique phase choice [762, 763]. In SAD, only one single crystal anomalous 

scattering is used. The knowledge that the imaginary anomalous scattering correction term breaks 

the symmetry of Friedel pairs makes it possible to determine the heavy atom substructure using 
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direct Method, which are usually only available for small molecules, which in turn allows to solve 

the phases of the protein diffraction data [550]. 

 

8.3.2.4 Data Analysis 

After a set of diffraction images is obtained analysis and reduction of the data needs to be carried 

out. 

 

Figure 165 General process of data processing. 

The diffraction images are indexed and then reflections are integrated. All reflections from the 

data collection are merged and scaled. Adapted from Incardona et al. [551]. 

 

Synchrotron beamlines now possess pipelines that automatically carry out the majority of the 

data processing. In Diamond Light Source (DLS) the pipeline begins using X‐ray Detector Software 

(XDS) [554]. Auto indexing algorithms are able to calculate the unit cell dimensions and 

orientation of the crystal, as long as beam position, crystal‐detector distance and radiation 

wavelength are known [764]. After an initial orientation has been found, the differences between 

the observed diffraction spot positions and the predicted positions calculated are minimized. 

Once refinement of the crystal orientation for one image is complete all spots in the images are 

integrated. Integration predicts the position of each Bragg spot, estimates their intensities and 

associates an error to that estimation [748]. This outputs a list of reflections (hkl) and their 

unscaled intensities (XDS). 
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Following integration, Pointless and Scala [555, 621] are used to determine the space group and 

scale the intensities obtained from XDS. Placing every image in a relative scale (scaling) removes 

the effects of both the variations in the intensity of the X‐ray source and in the intensity of the 

diffraction caused by changes in the volume of the crystal as it rotates. 

The processing by Scala also includes the use of Truncate [765] which estimates the amplitudes of 

the reflections from the averaged intensities. This process forces all negative observations to 

become positive, and the weakest reflections are inflated, in order not to underestimate those 

observations [133]. 

The amplitudes of the reflections are then determined from their scaled intensities, but the 

phase, as described previously, cannot be directly determined without solving the ‘phase 

problem’ ([743, 766]. After scaling, a scaled structure factor file is obtained for data refinement 

and structure determination.  

Qualitative factors should be considered during data collection process to get a good data set. 

Several variables can be experimentally changed, such as exposure time for each collection to 

maximize completeness and minimize radiation damage, crystal: detector distance to maximize 

data signal and minimize overloads . The data quality after scaling is usually judged by the global 

Rmerge factor [767], though other factors such as redundancy, l/noise ratio, mosaicity factor are 

also important parameters to judge the data quality [555]. 

R୫ୣ୰୥ୣ ൌ
∑ ∑ |I୦,୩,୪െ൏ I୦,୩,୪ ൐୧୦,୩,୪

∑ ∑ ൏ I୦,୩,୪ ൐୧୦,୩,୪
 

Equation 14 Rmerge 

Calculation of Rmerge of the diffraction data. <Ih,k,l> is the of Friedel related observations in a unique 

reflection. 

 

8.3.2.5 Data Refinement 

Structure refinement aims to optimise the agreement between an atomic model and both the 

observed diffraction data and chemical restraints [768]. In other words, the target of refinement 

is to minimize the difference between structure factors calculated from the model and the 

observed structure factors. 
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WinCoot is a program that allows for the observation of protein coordinates and associated 

electron density, together with manual manipulation of the model to improve the fit of the 

density [561]. Together with manual improvements of the fit, Phenix.refine [558] is a program 

which automatically provides several adjustments, such as fixing rotamers, introducing water 

molecules as well as building ligands into the positive density.  

This process can be repeated iteratively through cycles of refinement which is reflected in the R‐

factor (Rwork) defined as: 

R ൌ
∑|F୭ୠୱ| െ |Fୡୟ୪ୡ|

∑|F୭ୠୱ|
 

Equation 15 R‐factor calculation.  

Fobs is structure factors from measured diffraction intensity; Fcalc is the structure factors calculated 

from the model.  

 

During the refinement process, R‐factor should become smaller and smaller, with a value of below 

0.2 in high resolution structures usually representing a well‐defined protein structure [769, 770]. 

As a method to reduce over‐refinement and to function as a quality control process the calculated 

and observed structure factors, the free R‐factor (or Rfree) was introduced [770]. Rfree is computed 

in the same way as the conventional Rwork, but applied to a small set of randomly chosen 

intensities which are not used during the refinement of the structural model [770, 771], becoming 

a less biased measure of the refinement process. High differences between the values of Rfree and 

Rwork are usually indicative that too many parameters were introduced in the structure model 

artificially reducing the Rwork value. 
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8.4 Materials 

Table M1 Chemicals used in this study and their suppliers 

Chemical  Supplier 

SAM dihydrochloride 

Sigma Aldrich 

SAH 

Iron (III) chloride 

Iron (II) chloride 

Sodium sulphite nonahydrate 

L‐tyrosine 

Tyramine 

L‐DOPA 

L‐Tyrosinamide 

N‐methyl‐L‐tyrosine 

HTHIQCA 

Trifluoroacetic acid 

Triethylamine 

Bacto‐tryptone 

Oxoid 

Yeast extract 

DTT 

Melford 

IPTG 
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Chemical  Supplier 

Antibiotics  Melford 

Imidazole 

Fisher Scientific 

HEPES 

Glycerol 

NaCl 

30% polyacrylamide‐bis solution

Formic acid 

Sodium dodecyl sulfate 

Sodium carbonate 

Bacto‐agar 

HPLC‐grade solvents for HPLC 

4‐HPPA 

Astatech, inc. 

4‐HPHPA 

 

Table M2 Consumables used in this study and respective suppliers 

Consumable  Supplier 

24‐well crystallization plates 

Greiner Bio‐One 

96‐well crystallization plates 

0.22 m filters  Millipore 



Chapter 8 

294 

Consumable  Supplier 

50 mL Falcon Tubes 

 

Fisher Scientific 

15 mL Falcon tubes 

PAGE‐Ruler protein ladder 

EZ‐run protein ladder 

GeneRuler 1Kb DNA ladder 

RiboRuler low range RNA ladder 

Nancy‐520 nucleotide dye 

Sigma‐Aldrich Bradford reagent 

Antifoam 204 

E.Z.N.A. miniprep kit II 

VWR International 

E.Z.N.A. agarose gel extraction kit 

EDTA‐free cOmplete protease inhibitor tablets Roche 

Pre‐packed Sephadex G‐25 PD‐10 columns 

GE Healthcare 

Superdex 75 

Chelating sepharose Fast Flow 

Streptavidin Sepharose High Performance 

PES based spin filters, 10 kDa cut‐off  Sartorius Stedim Biotech 

Far UV quartz cuvettes, 1 cm path  Starna Scientific Ltd. 

Analytical HPLC columns  Phenomenex 
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Table M3 Enzymes used in this study and respective suppliers 

Enzyme  Supplier 

BSA  Melford 

Restriction enzymes (and buffers) New England Biolabs 

Phusion polymerase  Fisher Scientific 

 

8.5 Equipment 

8.5.1 DNA/RNA amplification and analysis 

PCR DNA amplifications and RNA in vitro transcription were carried out in a Eppendorf 

Mastercycler gradient. Agarose gels were run in an electrophoresis apparatus (Bio‐Rad). Gel 

images were collected in SynGene GeminyBV UV transilluminator, and analysed with GeneTools. 

DNA and RNA quantification was carried out in a Nanodrop ND‐1000 spectrophotometer. 

 

8.5.2 Bacterial growth 

Media for bacterial growth was sterilized in a PriorClave steam autoclave (PriorClave ltd). Small 

scale (100 mL) bacterial cultures were incubated in an Innova 4400 incubator shaker, 37ºC with 

180 rpm agitation (New Brunswick, Scientific). 5L cultures for protein expression were grown in a 

BioFlo ® 110 fermenter unit (Eppendorf UK Ltd). Bacterial plate cultures were grown in an 

Economy Incubator Size 2 (Gallenkamp). 

 

8.5.3 pH determination 

pH measurements were performed using a Mettler Delta 340 pH meter connected to a Mettler 

Toledo Inlab 413 Combination Electrode calibrated at pH 4.0, pH 7.0 and pH 10.0 before use and 

stored in 3 M potassium chloride. 
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8.5.4 Anaerobic protein purification 

All experiments involving oxygen sensitive proteins were carried out at constant temperature 

(20ºC) inside an anaerobic glove box (Belle Technology, Portesham, UK, O2 < 2 ppm), maintained 

at less than 2 ppm O2. The anaerobic glove box was equipped with a Pharmacia Acta FPLC (GE 

Healthcare, Buckinghamshire, UK) and a VC 130 Sonicator (Sonics and Materials, Newtown, 

Connecticut, USA). All containers (bottles, jars, tubes, beakers etc.) and equipment required 

during the experiments were degassed overnight inside the glove box. Buffers and solutions were 

bubbled with N for 10 min before being introduced into the glovebox and were allowed to 

deoxygenate overnight before use. Purification was carried out with Pharmacia XK columns and 

protein solutions were concentrated by ultrafiltration using an Amicon pressure‐cell or spin filters.  

 

8.5.5 SDS‐PAGE analysis 

The migration of protein samples through a polyacrylamide gel was carried out in an 

electrophoresis apparatus (Bio‐Rad). Gel images were collected in SynGene GeminyBV, using the 

available white light. Densitometric analysis of SDS‐PAGE gels was carried out with ImageJ. 

 

8.5.6 Centrifugation  

Samples were centrifuged at 4 ºC using a Sorval centrifuge fitted with a SLC6000 or a JA‐14 rotor. 

For small volumes (< 1.5 ml) a bench top microcentrifuge (Centrifuge 5415 D) was used at room 

temperature. 

 

8.5.7 UV‐Vis spectroscopy  

General absorbance readings and UV‐vis spectra were recorded on a Thermoscientific BioMate 3 

spectrophotometer. Anaerobic UV‐vis spectra of RSAM enzymes was collected in a Lamba 2 

spectrophotometer (Perkin‐Elmer), or on a USB2000 spectrophotometer using a light source Mini‐

D2‐GS (Ocean Optics (Duiven, The Netherlands)).  
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8.5.8 CD spectroscopy 

CD spectroscopy analysis was carried out with a Jasco J‐710CD, under a constant flux of nitrogen 

(20 psi). Lamps were cooled by a chilled water loop. 

 

8.5.9 HPLC Analysis 

Chromatographic separation of compounds was achieved on a workstation (Gilson 321 Pump with 

H1 Heads and a Gilson 234 Autoinjector) equipped with a dual wavelength Gilson‐UV‐Vis‐155 

detector and a Shimadzu RF‐10AXL fluorimeter. Chromatograms were analysed using Gilson 

Unipoint Software (version 5.11).  

 

8.5.10 Crystallography 

Crystal trays were manually prepared inside the glove box (Belle Technology, Portesham, UK), 

maintained at less than 2 ppm O2. Crystal growth was monitored using a Meiji EMZ‐13TR 

microscope with an Infinity 1 camera situated inside the glove box and connected via a USB cable 

to a laptop outside. Images were taken using the associated Infinity Capture or Infinity Analyse 

software. 

 

8.6 Media, buffers and solutions 

Table M4 2xTY media. 

Component  Quantity 

Bacto‐Tryptone  80g 

YeastExtract  50g 

NaCl  25g 

Water  5000mL 
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Table M5 Autoinduction media. 

Component  Quantity 

Bacto‐Tryptone  100g 

YeastExtract  25g 

NaCl  25g 

Na2HPO4  6 

NaH2PO4  3 

Water  5000mL 

 

Table M6 Purification Buffers (LipA and HydG). 

Component  Quantity 

  Buffer A  Buffer B  Buffer C  Buffer D 

HEPES  25 mM – 4.77g  25 mM – 4.77g  25 mM – 4.77g  25 mM – 4.77g 

NaCl  500 mM – 29.22g  500 mM – 29.22g  500 mM – 29.22g  0 

MgCl2  0  0  0  500 mM – 47.61g 

Glycerol  10% ‐ 100g  10% ‐ 100g  10% ‐ 100g  10% ‐ 100g 

Imidazole  20 mM – 1.36g  500mM – 34.05g  0  0 

Dithiothreitol  0  0  5 mM – 0.77g  5 mM – 0.77g 

Water  Adjust to 1L  Adjust to 1L  Adjust to 1L  Adjust to 1L 

pH adjusted to 7.4 
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Table M7 Purification Buffers (Cfr). 

Component  Quantity 

  Buffer A  Buffer B  Buffer C 

Bis‐Tris Propane  50 mM – 14.12g  50 mM – 14.12g  50 mM – 14.12g 

NaCl  500 mM – 29.22g  500 mM – 29.22g  0 

KCl  0  0  500 mM – 37.28g 

Glycerol  20% ‐ 100mL  20% ‐ 100mL  10% ‐ 100mL 

Imidazole  20 mM – 1.36g  500mM – 34.05g  0 

Dithiothreitol  0  0  5 mM – 0.77g 

Water  Adjust to 1L  Adjust to 1L  Adjust to 1L 

pH adjusted to 8.4 

 

Table M8 GNTC Buffer for RNA extraction 

Component  Quantity 

Guanidine thiocyanate  4M (70.9 g) 

Sodium citrate  1.1g 

Sodium citrate  25 mM (1.1g) 

0.5% Sodium lauryl succinate 2.5 mL 

Water  150 mL 

pH adjusted to 7.0 
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Table M9 5X MOPS buffer 

Component  Quantity 

MOPS  0.2 M (83.72 g) 

Sodium acetate  0.05 M (8.23 g) 

EDTA  0.005 M (20 mL of a 0.5 M solution) 

Water  2L 

   

pH adjusted to 7.0 

 

SDS‐PAGE: 

Table M10 SDS‐PAGE resolving gel (4 gels) 

Component  Volume/mL 

Water  4.6 

30% Acrylamide Mix  10 

1.5M Tris pH 8.8  5 

10% SDS  0.2 

10% Ammonium persulfate  0.2 

TEMED  0.008 
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Table M11 SDS‐PAGE stacking gel (4 gels) 

Component  Volume/mL 

Water  5.4 

Components  Volume/mL 

30% Acrylamide Mix  1.34 

1.5M Tris pH 8.8  1 

10% SDS  0.08 

10% Ammonium persulfate  0.08 

TEMED  0.008 

 

Table M12 SDS‐PAGE loading Buffer 

Component  Quantity 

0.2M Tris‐HCl pH 6.8  2.5mL 

DTT  154mg 

SDS  200mg 

Bromophenol Blue  10mg 

Glycerol  1mL 

Water  Adjust to 5mL 
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Table M13 SDS‐PAGE running buffer 

Component  Quantity 

Tris Base  15.1g 

Glycine  94g 

SDS  5g 

Water  5L 

 

Table M14 SDS‐PAGE Gel staining solution 

Component  Quantity 

Coomasie Brilliant Blue  25g 

Methanol  450mL 

Glacial Acetic Acid  100mL 

Water  450mL 

 

Table M15 SDS‐PAGE Gel destaining solution 

Component  Volume/mL 

Methanol  375 

Glacial Acetic Acid  250 

Water  4375 
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Iron Quantification by the Fish Method: 

Table M16 Reagent A: 

Component  Quantity 

KMnO4  0.22g 

Water  5mL 

HCl (1.2M)  5mL 

 

Table M17 Reagent B: 

Component  Quantity 

Ascorbic Acid  4.4g 

Ammonium Acetate  4.85g 

Ferrozine  40mg 

Neocuproine  40mg 

Water  12.5mL 
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Table M18 TiHydG identified crystallization conditions 

Screening 

kit 

Hampton 

Condition 
Components 

Pact 

premier 
E12   

20% w/v polyethylene 

glycol 3,350 

0.2M Sodium 

Malonate 

Pact 

premier 
F1 

0.1 M Bis‐Tris 

Propane, pH 6.5 

20% w/v polyethylene 

glycol 3,350 
0.2M Sodium Fluoride 

PEGRx HT  A8 

0.1 M MES 

monohydrate, pH 

6.0 

22% v/v Polyethylene 

glycol 400 
 

PEGRx HT  C2 
0.1 M Imidazole, 

pH 7.0 

20% w/v Jeffamine ED‐

2001, pH 7.0 
 

PEGRx HT  C9  0.1 M Tris, pH 8.0 
28% w/v polyethylene 

glycol 4000 
 

PEGRx HT  C11 
0.1 M Bis‐Tris, pH 

6.5 

20% w/v polyethylene 

glycol monomethyl 

ether 5,000 

 

PEGRx HT  D2 
0.1 M imidazole, 

pH 7.0 

20% w/v polyethylene 

glycol 6,000 
 

PEGRx HT  F6 
0.1 M Bicine, pH 

8.5 

30% w/v Polyethylene 

glycol 1500 
10% Isopropanol 

PEGRx HT  G7 
0.1 M Imidazole, 

pH 7.0 

2% v/v polyethylene 

glycol 400 

24% polyethylene 

glycol monomethyl 

ether 5000 
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Table M19 LipA Crystal Condition 

Hampton Condition  Components 

PEG RX2 48 
0.1M Bicine, 

pH 8.5 

15% w/v 

Polyethylene 

glycol 20.000 

3% w/v 

Dextran 

sulphate 

sodium salt 

 

Table M20 PCR reaction mix 

Component  Quantity 

Phusion HF Buffer  10L 

2 mM dNTP  5 L 

Primer  1.0 M 

Template DNA  10 ng 

Phusion DNA Polymerase  0.5 L 

Water  Up to 50 L 
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Table M21 DNA analytical digestion reaction mix 

Component  Quantity 

Plasmid DNA 
50‐250 

ng/L 

Buffer (10X)  1L 

Restriction enzyme (each)  0.5 L 

Water  Up to 50 L 

 

Table M22 DNA ligation mix 

Component  Quantity 

Insert DNA  75 ng 

Vector DNA  25 ng 

T4 DNA ligase buffer (10X)  2 L 

T4 DNA Ligase  1 L 

Water  Up to 20 L 

 

Table M23 Agarose Gel 

Component  Quantity 

Water  50 mL 

Agarose  0.6 g 

Nancy‐520 Stain  2.5 L 
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Table M24 Buffer TAE (50X) 

Component  Quantity 

Water  1000 mL 

Tris Base  242 g 

Acetic Acid 

(Glacial) 
57.1 mL 

0.5M EDTA, 

pH 8.0 
100 mL 

 

RNA Extraction: 

Table M25 Buffer L 

Component  Quantity 

Water  100 mL 

Tris‐HCl  121.1 mg 

Magnesium Acetate  142.3 mg 

pH adjusted to 7.4 

 

Table M26 NaCl solution 

Component  Quantity 

Water  100 mL 

NaCl  2.92 mg 
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Table M27 40 mM Phosphate Buffer 

Component  Quantity 

Water  100mL 

Monosodium 

phosphate 

monohydrate 

23.34mg 

Disodium 

phosphate, 

heptahydrate 

61.86mg 

pH adjusted to 7.0 

 

Bleach Agarose: 

Table M28 1% agarose gel 

Component  Quantity 

Water  50 mL 

Agarose  0.5 g 

Sodium hypochlorite (6%)  500 �L 

 

 

 

 

 

 



Chapter 8 

309 

Formaldehyde Agarose: 

Table M29 2% agarose gel 

Component  Quantity 

Water  37 mL 

Agarose  1 g 

10X MOPS  5 mL 

Formaldehyde (37%)  8 mL 

 

Table M30 Buffer MOPS (10X) 

Component  Quantity 

Water  1000 mL 

MOPS  41.9 g 

Sodium 

Acetate.3H2O 
8.2 g 

EDTA  3.72 g 

 

8.7 General Microbiological Techniques 

Standard sterile techniques were applied throughout microbiological experiments. Growth media 

(Table M4 2xTY media.) and heat stable solutions were sterilized in a PriorClave autoclave 

(Priorclave Ltd) at 121 °C for 25 min. Solutions that could not be sterilized, due to their heat 

lability, were filter sterilised through 0.22 m filters (Millipore), for e.g., the appropriate antibiotic 

for growth. Liquid bacterial cultures were incubated in an Innova 4400 Incubator Shaker (New 

Brunswick Scientific) at 180 rpm. Bacterial plate cultures were grown at 37 °C overnight in an 

Economy Incubator Size 2 (Gallenkamp). 
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Table M31 Stock solutions and amount of antibiotics added to growth media. 

Antibiotic  Stock concentration  Final concentration 

Ampicillin  100 mg/mL in H2O  100 g/mL 

0Streptomycin  50 mg/mL in H2O  50 g/mL 

 

8.7.1 Small scale culture 

The appropriate antibiotic was added to 2xTY media (100 mL) (Table M4 2xTY media.), followed 

by the introduction of a small inoculum from a glycerol stock (section 9.4.2). The culture was left 

overnight, at 37ᵒ C, under agitation (180 rpm). 

 

8.7.2 E.coli cell competence by treatment with CaCl2 

2xTY media (Table M4 2xTY media.) was inoculated with 1 mL overnight cultures of E. coli (TOP10: 

analytical digests and DNA isolation, BL21(DE3): protein expression studies, BL21(DE3) STAR: RNA 

expression studies). The resulting culture was incubated with shaking (37 °C, 180 rpm) until an 

OD600 of 0.4 of reached. The culture was immediately placed on ice for 20 min, to guarantee a 

constant cold temperature, and then harvested by centrifugation (50 mL, 4 ᵒC, 4,000 rpm, 10 

min). The supernatant was decanted and the pellet resuspended in 10 mL ice cold 0.1 M CaCl2. 

The culture was then incubated under agitation at 4 ᵒC (20 min),  followed by harvesting once 

more by centrifugation (4 ᵒC, 4,000 rpm, 10 min). The supernatant was discarded and the cells 

gently resuspended in 5 mL ice cold 0.1 M CaCl2 +15% glycerol. The cultures were aliquoted (150 

L) in microtubes and frozen at ‐80 ᵒC. 

 

8.7.3 Competent cell transformation 

150 μL of competent E. coli cells were defrosted on ice (10 min) and gently resuspended. The 

plasmid DNA (10μl, 10 ng/μL) was added and the mixture was incubated on ice (30 min). The cells 

were heat shocked (42 ᵒC, 30 seconds) in a water bath. Cells were then returned to ice and 250μl 

2x TY medium added. Cells were then incubated under agitation (200rpm, 37◦C, 1hr), after which 
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time they were plated out in agar plates supplemented with the corresponding antibiotic, and 

incubated at 37ᵒC overnight. A control without the addition of plasmid DNA was also grown and 

plated in the same conditions. 

Single colonies were then picked from the plasmid DNA plates when the control plate was shown 

empty or with negligible colony growth when compared to the plasmid plates. The colonies were 

grown in 10mL 2xTY with the appropriate antibiotic overnight (180 rpm, 37ᵒC). Glycerol stocks 

were made from the overnight (500μl culture, 500μl autoclave sterilised 75% glycerol) and stored 

at ‐80ºC. 

 

8.7.4 Isolation of plasmid DNA (miniprep) 

E. coli cells were harvested from overnight cultures (10 mL, 8,000 rpm, 4 ˚C, 10 min) and plasmid 

DNA isolated/purified using the E.Z.N.A. miniprep kit II as per the manufacturer’s instructions. The 

relevant plasmid was eluted from the purification column with sterile deionised water (50 μL) and 

stored at –20 °C until required. 

 

8.7.5 Analytical digestion of purified DNA 

Purified DNA was digested with appropriate restriction enzymes and relevant NEB buffer, as 

discussed by the manufacturer. See Table M21for the assay mixture. 

 

8.7.6 DNA‐vector ligation 

Purified vector and insert DNA were digested (see Method 8.7.5) with two restriction enzymes 

giving rise to compatible ends (see Method 8.7.5). The ligation mix as described in Table M22 and 

allowed to incubate for 15 minutes at room temperature. The sample can then be used directly in 

cell transformation (see Method 8.7.3). 
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8.7.7 DNA agarose gel electrophoresis 

1% w/v agarose was added to 1X TAE buffer (Table M24). The solution was incubated under 

agitation for 5 min followed by heating in a microwave to melt the agarose. The solution was 

allowed to cool and 0.05% (v/v) Nancy‐520 nucleotide dye was added to the agarose solution, 

which was then cast in a gel mould with a comb and allowed to solidify. 50 L of DNA sample and 

5 L DNA ladder were loaded onto the gel. The gel was run in an electrophoresis apparatus in 1X 

TAE buffer at 100v for 45 min. The gel was visualized in Syngene GeminyBV under the 

transilluminator UV light. 

 

8.7.7.1 RNA Bleach Agarose Gel Electrophoresis 

The same methodology described in 9.4.6 applies to the analysis of RNA by agarose gel, with slight 

modifications. 2 % w/v agarose was added to TAE followed by heating in the microwave. After the 

solution was cooled, 0.5 mL (1%) sodium hypochlorite was added to the gel, together with 0.05% 

(v/v) Nancy‐520 nucleotide dye. 250 ng of RNA (quantified by Nanodrop) were loaded in each 

lane. The gel was run at 60 V for 120 minutes. 

 

8.7.7.2 RNA Formaldehyde Agarose Gel Electrophoresis 

1 g of agarose was mixed with 20 mL 5X MOPS buffer (Table M30) and 72 mL water before 

dissolving by heating. In a fume hood, 17.6 mL of formaldehyde was added to the cooled solution 

and mixed thoroughly. and 0.05% (v/v) Nancy‐520 nucleotide dye was added to the agarose 

solution, which was then cast in a gel mould with a comb and allowed to solidify. 250 ng of RNA 

(quantified by Nanodrop) were loaded in each lane. The gel was run at 60 V for 120 minutes. 

 

8.8 Expression and purification of RSAM enzymes 

8.8.1 Large scale expression 

2xTY (Table M4) media was sterilized in a fermenter unit (New Brunswick BioFlo® 310). Ampicillin 

(Table M31) and antifoam (0.1 mg/L) (Antifoam 204) were added, followed by inoculation with 50 

mL of a small scale culture (see Method 8.7.1). The culture was incubated at 37ᵒ C, with variable 

agitation (50‐250 rpm). Agitation was controlled by the level of O2 present in the media, with the 
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optimal O2 values being set at 40% of the available at full aeration. Cell growth was followed by 

optical density at 600 nm. When OD600=0.8, expression of the relevant protein then induced by 

addition of filter sterilized 20% L‐arabinose (50mL/L). The expression of the protein was carried 

out at 27ᵒ C for six hours. Cells were harvested by centrifugation (6000 rpm, 4ᵒ C, 20 min) and cell 

paste was stored at ‐80ᵒ C. 

 

8.8.2 Auto‐induction large scale expression 

Autoinduction media (Table M5) (4x 1.25L) was sterilized by autoclaving in 4L flasks. A small scale 

culture (50 mL) of the desired strain was incubated at 37ºC overnight. 12.5 mL of a filter‐sterilized 

60% (v/v) glycerol solution, 6.25 mL of a filter sterilized 10% (w/v) glucose solution and 31.25 mL 

of a 8% (w/v) lactose solution were added to each of the four flasks. Additionally, streptomycin 

(Table M31) was also added. A small scale culture (see Method 8.7.1) was inoculated into the four 

flasks and the culture was grown at 27ºC overnight under constant agitation (180 rpm). The 

following morning the cells were harvested by centrifugation (8000 rpm, 4ºC, 15 min) and the cell 

paste was stored at ‐80ºC until its use for purification. 

 

8.8.3 General purification 

The purification steps were carried out in an anaerobic glovebox (Belle Technologies MR1 

anaerobic glove box). Cell paste was thawed and resuspended in buffer A (Table M6) together 

with lysozyme (10 mg) and protease inhibitor tablets as per the manufacturer’s instructions 

(cOmplete™ EDTA‐free protease inhibitor cocktail tablets by Roche®, 1 tablet/50 mL). The mixture 

was incubated under agitation until completely resuspended. The cells were lysed by sonication (4 

x 10 min, 1 second pulse, 20 W). The cell debris was removed by centrifugation (18,000 rpm, 4ᵒ C, 

30 min) and the clear supernatant applied to a nickel charged column (Chelating sepharose FF, 

pre‐equilibrated with buffer A). The column was washed with five column volumes of buffer A, to 

elute proteins from the host organism. A step gradient (100 mL to 60% buffer B) was introduced 

to elute the samples bound to the affinity column. Samples (100 L) from collected fractions (15 

mL) were taken for SDS‐PAGE analysis. The darkest fractions, likely to indicate the presence of 

[4Fe‐4S] containing proteins, were pooled together and concentrated using an Amicon 

concentrator (Merck Millipore®) to 20 mL. The concentrated sample was applied to a small (50 

mL) S‐75 gel filtration column, pre‐equilibrated with buffer C, for buffer exchange. The fractions 

collected were chemically reconstituted (see Method 8.9.1) and concentrated once more using an 
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Amicon, to a final volume of 3 mL. The 3 mL reconstituted sample was applied onto a size 

exclusion S‐75 column (300 mL) where the separation between iron‐sulfide:protein aggregates 

and pure protein was achieved. The collected fractions of golden brown protein were pooled 

together, reconstituted and concentrated to 1 mM of protein concentration. The samples were 

then aliquoted and frozen at ‐80 ᵒC. 

 

8.8.4 Cfr purification of RSAM proteins 

The purification steps were carried out inside an anaerobic glove box. The cell paste was 

resuspended in Buffer A (3mL/g) with the addition of lysozyme (10mg/100mL) and EDTA‐free 

protease tablets (1tablet/50mL), and allowed to incubate in a cold bath for 1h, under agitation. 

The cells were then lysed by sonication (10 min, 1 second pulse, 20W). Cell debris was removed by 

centrifugation (14000 rpm, 4 ᵒC, 30 min) and the supernatant collected was then loaded onto a Ni 

affinity column pre‐equilibrated with buffer A (Table M7). The column was then further washed 

with buffer A to remove unbound protein. After the complete removal of the unbound proteins, a 

gradient step with buffer B (Table M7 Purification Buffers (Cfr).) was used to elute the desired 

protein (50mL; 60% Buffer B), and the protein was collected in fractions from the AKTA purifier.  

The protein was eluted in 5 mL fractions into 15 mL flasks, where 10 mL of buffer C (Table M7) 

without DTT were already present, in an attempt to dilute the amount of imidazole present. A 

small sample of each fraction was taken for SDS‐PAGE analysis and protein quantification with the 

method of Bradford (see Method 8.8.5). The fractions were then pooled together and 

concentrated to 30 mL.  

During the concentration step, protein precipitation was observed. The protein was transferred 

into 50 mL Falcon tubes and spun‐down (6000 rpm, 10 min) to remove the insoluble protein. The 

soluble fraction was subsequently loaded to a small S‐75 gel filtration column for buffer exchange 

into buffer C, for storage. 

Samples were taken again from each fraction and the purest fractions (as detected by SDS‐PAGE) 

were chemically reconstituted (see Method 8.9.2) and concentrated once more using an Amicon, 

to a final volume of 3 mL. The 3 mL reconstituted sample was applied onto a size exclusion S‐75 

column (300 mL) where the separation between iron‐sulfide:protein aggregates and pure protein 

was achieved. The collected fractions of golden brown protein were pooled together, 

reconstituted and concentrated to 1 mM of protein concentration. The samples were then 

aliquoted and frozen at ‐80 ᵒC. 
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8.8.5 Protein estimation by Bradford quantification 

5 mg of BSA were dissolved in 1 mL water. This stock solution was used to make the dilutions 

shown in Table M32. 

 

Table M32 BSA dilutions for protein quantification by the Bradford method. 

Final concentration 

(mg/mL) 

Stock BSA 

(L) 

Water 

(L) 

1  200  800 

0.5  100  900 

0.25  50  950 

0.125  25  975 

0.05  10  990 

0.025  5  995 

0.0125  2.5  997.5 

 

Protein samples were diluted 1/100 in water. 20 L of the protein sample or a standard were 

added to a 1 mL cuvette, to which was then added 1mL Bradford reagent. The absorbance was 

measured at 595 nm and the standard values were used to plot a calibration curve which was 

used to calculate the protein concentration. 
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8.8.6 15% SDS‐PAGE denaturing gel 

The resolving gel mix (Table M10) was poured to plates and the surface covered in isopropanol 

(50%) to prevent the formation of bubbles. Once the gel had solidified, the isopropanol was 

removed and stacking gel ( 

 

 

Table M11) was applied, together with a Teflon comb. After the stacking gel was set, the comb 

was removed and the gel washed with distilled water. A 1:1 mix of protein sample and loading 

buffer (Table M12) (total volume 40 L) was mixed and heated at 95 ᵒC for 5 min. 10uL of each 

sample was applied to a well, along with a protein ladder. The separation was carried out in a 

BioRad electrophoresis apparatus, running at 180V, 45 min in SDS‐PAGE running buffer ( 

 

 

Table M13). After the run was complete, the gels were stained using the SDS‐staining solution ( 

Table M14) and heated in the microwave for ~1min. The gels were destained overnight with the 

destaining solution ( 

Table M15) prior to visualization in the SynGene GeminyBV. 

 

8.9 Chemical reconstitution and iron content analysis of RSAM enzymes 

 

8.9.1 Chemical reconstitution of dual [4Fe‐4S] cluster containing proteins 

The pooled protein fraction was allowed to incubate under agitation for 90 min. For the first 

chemical reconstitution, following Ni‐NTA affinity chromatography, 10 equivalents of FeCl3, in 

respect to the protein concentration, were added dropwise over 30 min. The solution was then 

stirred for a further 60 min before the dropwise addition of 10 equivalents of Na2S.9H2O over 60 

min. The solution is further stirred for 120 min before being centrifuged (6,000 rpm, 10 min) to 

remove excess iron sulfide. For the reconstitution that follows the size exclusion chromatography, 
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only 5 molar equivalents of FeCl3 and Na2S are added, with the general protocol remaining 

equivalent. 

 

8.9.2 Chemical reconstitution of single [4Fe‐4S] cluster containing proteins 

The methodology for chemical reconstitution is analogous to the reported in section 9.6.1, with 

the only change being the molar equivalent amounts of FeCl3/Na2S added in each of the 

reconstitution steps: 5 molar equivalents of each are added in the first reconstitution step, 

following Ni‐NTA affinity purification and buffer exchange into an imidazole free buffer; and 3 

Meq of FeCl3/Na2S are added following size exclusion chromatography. 

 

8.9.3 Iron quantification by the modified method of Fish 

FeSO4.9H2O (5mg) was dissolved in 1 mL water and diluted 1/100. The standards shown in Table 

M33 were made with the dilute solution, to calculate a standard curve. 

 

Table M33 Fe2+ dilutions for protein quantification by the Fish method. 

Fe2=stock solution 

(180 M)/L 
H2O /L  Nmol Fe2= 

400  600  72 

350  650  63 

300  700  54 

250  750  45 

200  800  36 

150  850  27 

100  900  18 
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Fe2=stock solution 

(180 M)/L 
H2O /L  Nmol Fe2= 

50  950  9 

30  970  5 

10  990  2 

0  1000  0 

 

Protein samples were diluted 1/100. To each standard and sample, 500 μL of Reagent A (Table 

M16) was added. The samples were then heated at 60’C for 2h before cooling to room 

temperature. 100 μL of reagent B (Table M17) was added and the samples were allowed to stand 

for 10 min before measuring the absorbance at 562 nm. The standard values were used to plot a 

calibration curve which was used to calculate the iron content of the proteins analysed. 

 

8.10 Activity assay of HydG proteins 

All manipulations of HydG occurred inside an anaerobic glove box to ensure anaerobic conditions. 

Previously reconstituted HydG samples (50 M final concentration) were incubated with SAM 

(500 M) and L‐tyrosine or a substrate analogue (4000 M). Dithionite was added (1000 M) to 

initiate the reaction. One control was made without the addition of L‐tyrosine, to account for 

uncoupled turnover of SAM. The reaction mixtures were incubated at 37 ᵒC, 1h and the reaction 

stopped by the addition of 20% perchloric acid (15 L). Protein aggregate formed due to the 

addition of perchloric acid was removed by pelleting with centrifugation (13,000 rpm, 10 min).  

The supernatant was collected and 40 L were injected into a C18 Kinetex 5U 100A reverse phase 

column (4.6 x 150 mm, 5 μm, 130 Å, 0.8 mL/min) and analysed by HPLC. DOA formation was 

followed by measuring the changes in Abs254nm and to measure p‐cresol formation fluorescence 

was used, em=274 nm; ex=312 nm. The fluorescence scanner gain was set at 3, and the 

sensitivity at 3, to give a total of 16x magnification of signal. Standards of known concentrations 

(100 M, 250 M, 500 M) of DOA and p‐cresol were created to obtain a standard curve with 

which to calculate the amount of product formed. 
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The method used for elution of the samples was as follows. (A – 2mM ammonium formate, pH3.0; 

B – methanol):  

20% B – 0 min 

20% B – 5 min 

65% B – 25 min 

100% B – 27 min 

100% B – 37 min 

The data was processed using Unipoint software. 

8.10.1 Cyanide fluorescence conversion 

From the supernatant used for HPLC analysis of the formation of DOA and p‐cresol, 10 L was 

mixed with 45 L methanol, 5 L 20% NH3, 15 L taurine (83 mM) and 25 L NDA (10 mM in 

methanol). The mixture was incubated for 30 minutes, to allow extensive formation of the 

cyanide‐bound fluorescent product in solution. The reaction was stopped by addition of 20% 

perchloric acid (15 L), immediately followed by neutralization of the acid by addition of 30 L 1.0 

M phosphate buffer, pH 7.4 and 20 L 1.0 M NaOH. 40 L of this sample were injected into a C18 

Kinetex 5U 100A reverse phase column (4.6 x 150 mm, 5 μm, 130 Å, 0.8 mL/min) and analysed by 

HPLC. Presence of cyanide was detected by fluorescence em=418 nm; ex=454 nm, with the gain 

of the fluorimeter being set at 1 and the sensitivity at 2, for a total of 32x magnification of signal. 

A set of standards of potassium cyanide were done to use as a calibration curve of the amount of 

cyanide formed. 

Table M34 KCN dilutions of the standard curve used for cyanide quantification 

Cyanide stock    Cyanide final 
Vbuffer (L) 

ci (M)  vi (L)  cf (M)  vf (L) 

50  4.5  1.25  180  138.5 

50  9  2.5  180  134 

50  18  5  180  125 

50  36  10  180  107 

50  90  25  180  53 
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Cyanide stock    Cyanide final 
Vbuffer (L) 

ci (M)  vi (L) 
 

cf (M)  vf (L) 

   

500  18 
 

50  180  125 

500  36 
 

100  180  107 

500  72 
 

200  180  71 

 

The method used for elution of the samples was as follows. (A – 2mM ammonium formate, pH3.0; 

B – methanol):  

40% B – 0 min 

40% B – 5 min 

100% B – 15 min 

100% B – 25 min 

60% B ‐ 26 min 

60% B – 35 min 

The data was processed using Unipoint software. 

 

8.11 Screening of crystallization conditions with Hampton PEGRx HT 

and/or Molecular Dimensions PACT Premier commercial broad 

screens 

 

All manipulations of the proteins occurred inside an anaerobic glove box to ensure anaerobic 

conditions (O2 < 2 ppm). A reconstituted and concentrated (1.0 mM) sample of the RSAM enzyme 

was thawed and mixtures with SAM and SAM + substrate were created as shown in Table M35 

and Table M36. 
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Using a 96‐well plate, 100 L of the screening solution were loaded into the reservoir from which 

1 L was pipetted to the wells of a 96‐well plate. 1 L of the protein mixes was then pipetted to 

the same well, forming a 1:1 mixture of protein and precipitant solution. The 96‐well plate was 

sealed with sealing film and the plate was incubated at constant temperature (20 ᵒC). The higher 

concentration of precipitant in the reservoir leads to water loss inside the drop, due to osmosis, 

which increases localized concentration of both the sample and precipitant in the drops, 

encouraging crystal growth. 

 

Table M35 Protein mix for co‐crystallization with SAM. 

Solution 
Stock 

Conc/mM 

Final 

Conc/mM 

Volume 

Added/L 

       

Protein  1.0  0.875  131.25 

SAM  80  10  18.75 

Total      150 

 

Table M36 Protein mix for co‐crystallization with SAM and the enzyme‐specific substrate 

Solution 
Stock 

Conc/mM 

Final 

Conc/mM 

Volume 

Added/L 

       

Protein  1.0  0.725  108.75 

SAM  80  10  18.75 

Substrate  20  3  22.5 

Total      150 

 

8.11.1 Manual reproducibility of the identified crystallization conditions 

After the identification of crystallization conditions by using the commercial screen, the same 

conditions were replicated with purchased materials and kept inside an anaerobic glove box, to 

use in a manner analogous to the described in Method 8.11. 
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8.12 Reproducibility of crystallization conditions in the 24‐well format 

and 96‐well format 

Crystallization in 24‐well format is similar to the methodology described for crystallization in the 

96‐well format (Method 8.11). The crystallization stock solutions did not vary (Table M35 and  

Table M36), but the crystallization conditions were manually created following the 

manufacturer’s guidelines. All crystallization conditions were kept inside the anaerobic glovebox. 

500 μL of crystallization solution was added to the reservoir and a mixture of 1 μL protein and 1μL 

well solution were used to form the crystal drops in the cover slips. 

 

8.13 Microseeding using seed beads 

To prepare the seed stock, a freshly grown crystal was removed from its drop and mixed with 

fresh crystallization condition (100 L). A small bead, purchased from Molecular Dynamics, was 

added to the Eppendorf, which aids in the crushing and homogeneous mixing of crystal particles 

across the seed stock. Serial dilutions of the seed stock are created, and 0.1 L of the different 

dilutions are added to previously prepared drops of protein:precipitant. 

 

8.14 Crystallization of concentrated TiHydG with L‐tyrosine 

The crystallization experiment was carried out following the same general procedure detailed in 

Method 8.11, but changing the overall concentration of the constituents in the protein mix, as 

shown in Table M37. 

Table M37 Protein mix for co‐crystallization of high concentration of TiHydG with SAM and L‐

tyrosine 

Solution 
Stock 

Conc/mM 

Final 

Conc/mM 

Volume 

Added/L 

TiHydG  3.0  0.88  44 

SAM  80  10  18.8 
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Solution 
Stock 

Conc/mM 

Final 

Conc/mM 

Volume 

Added/L 

L‐tyrosine  20  6/9  45/67.5 

Buffer      42.25/19.75 

Total      150 

 

8.15 Crystallization of TiHydG, under different concentrations of protein 

and SAM 

The co‐crystallization studies with lower concentrations of TiHydG or SAM were carried out 

following the same general procedure depicted in Method 8.11, but changing the overall 

concentration of the protein mix, as shown in Table M38. For the crystallization, the condition F1 

from PEGRx HT commercial screen (see Table M18) was used. 

Table M38 Protein mix for co‐crystallization with lowered concentration of SAM. 

Solution 
Stock 

Conc/mM

Final 

Conc/mM 

Volume 

Added/L 

       

TiHydG  1.0  0.875  131.25 

SAM A  80  3  5.63 

Buffer      13.12 

       

SAM B  80  1  1.88 

Buffer      16.82 

       

SAM C  80  0.5  0.94 

Buffer      17.76 

Total Volume (L)      150 
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Table M39 Protein mix for co‐crystallization with lower concentration of TiHydG 

Solution 
Stock 

Conc/mM 

Final 

Conc/mM 

Volume 

Added/L 

       

TiHydG 

(A) 
1.0  0.875  131.25 

SAM  80  3  5.63 

Buffer      0 

TiHydG B  1.0  0.44  66 

Buffer      65.25 

       

TiHydG C  1.0  0.29  43.5 

Buffer      87.75 

Total 

Volume 

(L) 

    150 

 

8.16 Crystallization of 0.3 mM TiHydG with 12 mM L‐tyrosine 

 

The co‐crystallization studies with forty‐fold excess of L‐tyrosine followed the same general 

procedure depicted in section Method 8.11, but changing the overall concentration of the protein 

mix Table M40. The condition F1 from PEGRx HT commercial screen (see Table M18) was used for 

the crystallization. 
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Table M40 Protein mix for co‐crystallization of TiHydG with SAM and L‐tyrosine 

Solution 
Stock 

Conc/mM 

Final 

Conc/mM 

Volume 

Added/L 

TiHydG  1.0  0.29  43.5 

SAM  80  3  5.63 

L‐tyrosine  20  12  90.0 

Buffer      10.87 

Total      150 

 

8.17 Primer extension PCR 

4 sets of primers are required for this PCR technique, two of them (A and D) complementary to 

the terminal sequence of the protein and two (B and C) with a non‐complementary branch where 

the mutation is located. In order to design the two mutations (H285A and H285E) the following 

primers were ordered: 

 

A – 5’‐ AGG AAT TAA CCA TGG GCA GCA GCC ‐3’ 

D – 5’‐ CTC CTG TTA CTC GAG TTA AAA GTA ‐3’ 

His265Ala mutant: 

B – 5’‐ AAT GGT GCG CGG ACC‐3’ 

C – 5’– GGT CCG GCG ACC ATT –3’ 

His265Glu mutant: 

B – 5’‐ AAT GGT GAG CGG ACC‐3’ 

C – 5’– GGT CCG GAG ACC ATT –3’ 
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PCR reaction: 

The PCR reaction mix was placed in an Eppendorf Mastercycler under the following protocol: 

Initial denaturation – 98ºC, 30 sec 

30x cycles: 

Denaturation – 98ºC, 10 sec 

Annealing – 57ºC, 30 sec 

Extension – 72ºC, 45 sec 

Final extension – 72ºC, 10 min 

 

After the protocol finished, the samples were analysed by agarose gel. 

 

8.18 Circular dichroism analysis of TiHydG mutants 

TiHydG His265Glu, TiHydG His265Ala and TiHydG WT were purified and samples were 

concentrated to 1 mM and frozen at ‐80 ᵒC before chemical reconstitution. Different samples 

were expressed, purified and reconstituted as discussed in section 8.8. Both reconstituted and 

non‐reconstituted samples for all three enzymes were desalted using a disposable PD‐10 column 

(GE Healthcare), into 10 mM phosphate buffer, pH 7.4. Samples were diluted in the same buffer 

to a concentration of 0.2 mg/mL and placed in high quality 1 mm quartz cuvette. To minimize 

potential errors, the same cuvette was used to obtain the spectra of both the samples and the 

buffer for substraction. 

The quartz cuvette was sealed with a cap and parafilm to minimize oxygen contamination that 

could degrade the [4Fe‐4S] clusters. Only one sample was removed from the anaerobic glove box 

at a time for measurement. The samples were analysed in a Jasco J‐710CD spectrophotometer, 

under a constant flux of nitrogen (20 psi). 
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8.19 TiHydG crystallization with L‐amino acids and reconstitution 

additives 

A similar experiment to that described in Method 8.14 was carried out, with a concentrated 

sample of TiHydG being used to allow the addition of L‐amino acids without diluting the overall 

mix of the reaction. 

 

Table M41 Protein mix for co‐crystallization of high concentration of TiHydG with SAM and L‐

tyrosine 

Solution 
Stock 

Conc/mM 

Final 

Conc/mM 

Volume 

Added/L 

TiHydG  3.0  0.88  44 

SAM  80  10  18.8 

Additive  Variable  Variable  Variable 

Buffer      Variable 

Total      150 

The different amino acids and additives were mixed using the general table, leading to 40 

different conditions tested. Stock solutions of FeCl2.SO4 (50 mM), Na2S.9H2O (30 mM), glycine (40 

mM), L‐methionine (40 mM) and L‐cysteine (40 mM) were made in Buffer C and mixed to a final 

concentration shown in Table M42. 
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Table M42 Table of additives for co‐crystallization with TiHydG. Concentration values are final 

concentration of samples 

Additives  Amino acid ligands 

  Glycine  L‐methionine  L‐cysteine   

 
0.5 

mM 

1.0 

mM 

5.0 

mM 

0.5 

mM 

1.0 

mM 

5.0 

mM 

0.5 

mM 

1.0 

mM 

5.0 

mM 
None 

FeCl2 (5.0 mM)                     

Na2S (3.0 mM)                     

FeCl2/Na2S (5.0 

mM/3.0 mM) 
                   

None                   
Positive 

control 

 

8.20 Soaking of pre‐grown crystals with potential ligands 

Pre‐grown crystals using the methodologies described in Method 8.11 and 8.13 were transferred 

into a fresh drop with the crystallization condition mixed with the soaking ligand at relevant 

concentrations. The well was sealed and the crystal was allowed to incubate in a saturating 

mixture of the ligand for a set amount of time (between 2h and 24h), before being flash frozen in 

liquid nitrogen and stored for further analysis. 

 

8.21 Synthesis of iron‐bound ‐iminocarboxylic acids 

Stock solutions of glyoxylate (1000 mM), FeCl2 (200 mM) and ammonia (2000 mM) were made in 

water, in strictly anaerobic conditions, using an anaerobic glove box (O2 < 2 ppm). 450 L of 

glyoxylate were mixed with varying concentrations of FeCl2 (150, 187.5, 250 L, to a final 

concentration of 30, 37.5 and 45 mM) and ammonia (60, 56.25, 52.50 L, to a final concentration 

of 120, 112.5 and 105 mM), to obtain the Xfe ratio of 0.2, 0.25 and 0.3, respectively. Samples were 
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incubated, under agitation, for 1h, and any precipitate formed was removed by centrifugation 

(6,000 rpm, 10 min). The UV‐ spectra of the samples was measured using the Lamba 2 

spectrophotometer. Controls where only two of the components were mixed were carried out in 

parallel. 

 

8.21.1 Synthesis of iron‐bound ‐iminocarboxylic acids, with lower concentration of 

substrates 

The same protocol as described in 8.21 was carried out using diluted substrates as shown in Table 

M43. 

Table M43 Concentrations used for the formation of Fe‐bound dehydroglycine. XFe is calculated 

as [Fe]/([Fe]+[NH3]). 

[Glyoxylate] mM  [FeCl2] mM  [NH3] mM  XFe 

45.00  1.50  13.50  0.10 

45.00  2.25  12.75  0.15 

45.00  3.00  12.00  0.20 

45.00  3.75  11.25  0.25 

45.00  4.5  10.50  0.30 

 

8.21.2 TiHydG Activity Assay in the Presence of ‐iminocarboxylic acid 

50 M of reconstituted TiHydG was incubated with a diluted sample of the Fe‐DHG complex, 

formed as described in section 9.18.1, using the concentration of iron present in the mixture to 

estimate a 10‐fold (500 M) of iron present in relation with the enzyme. The reaction was 

initiated by the addition of dithionite, 1000 M, as described in section 9.7. The samples were 

incubated for 1h, at 37ᵒC, and cyanide formation was estimated following the general cyanide 

fluorescence protocol, Method 8.10.1. 
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8.22 TeLipA2 Crystallization With High Glycerol Content 

To increase the concentration of glycerol in the crystallization condition, two glycerol stock 

solutions were made: one with Buffer C, to mix with the protein sample; and one with the 

crystallization solution, to add to the well solution. 

As the protein solution already contains 10% glycerol in the purification Buffer C, only a small 

volume of glycerol stock was needed to increase the concentration in the protein mix: 

Table M44 Protein mix to increase the glycerol concentration 

Solution  Stock Conc Final Conc  Volume Added/L

       

LipA  1.0 mM  0.65 mM  97.2 

SAM  80 mM  10 mM  18.75 

Glycerol  75% 

(10)+3%  6 

(10)+8%  16 

(10)+12.5%  25 

(10)+17.0%  34 

Final volume (mL)      150 

 

To create the desired crystallization solutions enriched with glycerol, the values in Table M44 

were used. 

 

Table M45 Protein mix for co‐crystallization TeLipA2 with SAM and MTAN 

Solution 
Stock 

Conc/mM 

Final 

Conc/mM 

Volume 

Added/L 

TeLipA 2  1.0  0.78  116.3 

SAM  80  10  18.8 

MTAN  0.5  0.05  15 

Total      150 
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8.23 TeLipA2 Chemical Reconstitution With Different Reducing Agents 

The protein fraction was initially reconstituted as described in section 9.6.1 with 10 Meq. 

FeCl3/Na2S, followed by size exclusion chromatography, with a modified Buffer C* (25 mM Hepes, 

pH 7.4, 500 mM NaCl, 10% glycerol, 0 mM DTT), to clear the excess Fe‐S aggregate formed. The 

golden fractions corresponding to pure TeLipA2 were pooled together and divided equally into 

five tubes to test the extent of the reconstitution with different reducing agents. 

1.0 mM of DTT (5.0 mM in the control), 1.0 mM BME or 1.0 mM TCEP were added slowly, allowing 

the protein to incorporate the reducing agent under agitation for 30 minutes, prior to the addition 

of FeCl3. To all samples but one, the control, 5 Meq of FeCl3 and Na2S were added slowly under 

agitation. Only 2.5 Meq of FeCl3 and Na2S were added to the control. 

 

8.24 TeLipA2 Crystallization in the Presence of MTAN 

The general protocol, described in section 9.9, for crystallization of LipA was followed, with the 

only modification being the addition of MTAN to the protein mix prior to setting up the crystal 

tray. The protein mix solution was prepared as described in Table M46. 

Table M46 Protein mix for co‐crystallization TeLipA2 with SAM and MTAN 

Solution 
Stock 

Conc/mM 

Final 

Conc/mM 
Volume Added/L 

TeLipA 2  1.0  0.78  116.3 

SAM  80  10  18.8 

MTAN  0.5  0.05  15 

Total      150 

 

8.25 RNA Extraction by Guanidine thiocyanate Chloroform:Phenol 

E.coli cells (BL21 and BL21 Star) transformed with the pET16b plasmid containing the rRNA gene 

of interest were grown overnight at 37ºC in 1L flasks with 250mL 2X TY with ampicillin (100 

μg/mL). The cells were then centrifuged at 6000 g, for 30 minutes. The supernatant was discarded 

and the cells resuspended in GNTC buffer (Table M1), 10 mL/g cell tissue. To this solution 0.1 V 2.0 
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M sodium acetate, pH 4.0; 1 V acid phenol (equilibrated in water); 0.3 V chloroform are added 

stepwise, with vortexing between each step. After incubation on ice, two forms should be visible: 

organic and aqueous. The samples were centrifuged 10,000 rpm, for 25‐minutes at 4ᵒ C, to 

guarantee good phase separation. The aqueous layer (on top) was carefully removed onto a new 

tube, where 1.1 V isopropanol were added. The samples were incubated overnight at ‐20ᵒ C. Next 

day the samples were centrifuged at 10,000 rpm, 25 min 4ᵒ C and the supernatant discarded. 1.1 

V of 70% ethanol were added and the RNA pellet resuspended carefully. Samples were once again 

centrifuged at 10,000 rpm, 25 min 4ᵒ C and the supernatant discarded. The RNA sample was 

resuspended in 500‐1000 L nuclease free water and stored at ‐20ᵒ C. 

 

8.26 RNA purification by Streptactin Affinity Chromatography 

A small volume (50 L) of RNA sample, purified as described in 8.25, was injected into a 

Streptavidin affinity column, previously equilibrated with 10 mM phosphate buffer, pH 7.0. The 

column was washed with 3 CV of 10 mM phosphate buffer, pH 7.0 and the elution of non‐binding 

RNA occurs. A gradient (50 minutes, 100%, 0.5 mL/min) of 10 mM phosphate buffer, pH 7.0 with 

100 mM MgCl2 was used to release the bound RNA. The column was washed with 10 mM 

phosphate buffer, pH 7.0, 2.5 mM dethiobiotin to remove all RNA fragments still bound to the 

column. 

 

8.27 RNA Analysis by HPLC 

50 L of RNA sample (20 ng/L) was injected into a Vydac® 4.6 x250 mm, 5 m C4 column for 

separation by RP‐HPLC. The buffer system used was a HFIP (200 mM)/TEA (8 mM) mixture in 98% 

H2O for the aqueous buffer and 98% MeOH for the organic solvent. 

The method used for elution of the samples was as follows:  

0% B – 0 min 

0% B – 15 min 

100% B – 75 min 

0% B – 90 min 
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Appendix A  

A.1 Plasmid maps for studies in HydG 

 

 

Figure A1 pBAd/His derived pFM024 plasmid, containing the isc operon as well as the gene coding 

Solfulobus solfataricus LipA, tagged C‐terminally by a 6His fragment for affinity purification,  

 

 

Figure A2 Modified pFM024 plasmid (pRD002), containing the Thermotoga lettingae (Tl) HydG 

gene, tagged N‐terminally by a 6His fragment for affinity purification 
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Nucleotide sequence for theTlhydG gene present in plasmid pRD002 

CACTATAGGGCGAATTGGCGGAAGGCCGTCAAGGCCGCATCCATGGGCAGCAGCCATCACCATCATCACC

ACAGCCAGGATCCGATGTATACCTTTGTGAAAAAAATCCTGGATAGCGAAAGCTTTATCCCGCATGAAGAA

ATTAATCGTCTGCTGAGCCTGACCAAAAACCCGGACAAAAAATACATTGAAGAGATCCTGGAAAAAAGCCT

GAATAAAGAACGTCTGGATCTGAGCGAAACCGCAGCACTGCTGAATGCAGAAAATCCGGAACTGGTTGAA

ATGATTTTTACCGCAGCAAAATCCCTGAAAGAGAAAATTTACGGTAATCGCATTGTTCTGTTTGCACCGCTG

TATATTGGTAACGAATGCATTAACAATTGCAGCTATTGTGGTTTTCGCAGCGAGAATAAACAGGTGATTCG

TAAAACCCTGACCGATGAAGAACTGACCAATGAACTGTTTGCCCTGACCAGCAAAGGTCATAAACGTCTGA

TTGTTGTGTTTGGTGAACATCCGGTTTATAGCCCTGAATATATTGCCAAAACCATCGAAAAAATCTATAGCT

ATCGCAATGGCAATGGTGAAATTCGTCGTGTTAATGTTAATGCCGCACCGCAGACCGTTGAAGGTTATAAA

ACCATTCGTAATGCAGGCATTGGCACCTTTCAGATTTTTCAAGAAACCTATCATCTGCCGACCTACAAAAAA

TACCATAAAGCAGGTCCGAAAAGCAGCTATACCTATCGTCTGTTTGGTCTGGATCGTGCAATGATTGCAGG

TATTGATGATGTTGGTATTGGTGCACTGTTTGGCCTGTATGATTGGAAATTTGAAGTTATGGGTCTGATGTG

TCATACCCGTCATCTGGAAGAACGTTTTGGTGTTGGTCCGCATACCATTAGCTTTCCGCGTATTGAACCGGC

AGTTGGTACACCGCTGACAGAAAAACCGCCTTATGCAGTTAGCGATTATGATTTTAAACGCCTGGTTGCCAT

TATTCGTCTGAGCGTTCCGTATACCGGTCTGATTCTGACCGCACGTGAAAAAGTTCAGCTGCGTGATGAAG

TTATTAAACTGGGTGTTAGCCAGATTGATGCAGGTAGCAGCATTGGTGTGGGTAGCTATGCACAGAAAGA

TCAAGAAATTGTTCGCAAAAGCCAGTTTATTCTGGGTGATACCCGTACCCTGGATGAAGTGATCAAAGAAC

TGGCAATGGAAGGCTATATTCCGAGCTTTTGTACCGCATGTTATCGTGCAGGTCGTACCGGTCAGCATTTTA

TGGAATTTGCAATTCCGGGTTTCGTGAAAGAATTTTGTACCCCGAATGCCCTGCTGACCTTTAAAGAATATC

TGATTGATTACGCCACCAACGAAACCAAACTGATTGGTGAAAAACTGATCGAAAAAGAACTGCTGAAAATT

CCGGATAGCCGTCGTGAAACCGTGCGCAAAATGCTGGTTAATATTGAAAAAGGTGAACGTGATGTGCGCC

TGTAACTCGAGCTGGGCCTCATGGGCCTTCCGCTCACTGCCCGCTTTCCAG 

 

TlHydG amino acid sequence, with the [4Fe‐4S] cluster‐coordinating cysteines in red 

MGSSHHHHHHSQDPMYTFVKKILDSESFIPHEEINRLLSLTKNPDKKYIEEILEKSLNKERLDLSETAALLNAENPE

LVEMIFTAAKSLKEKIYGNRIVLFAPLYIGNECINNCSYCGFRSENKQVIRKTLTDEELTNELFALTSKGHKRLIVVFG

EHPVYSPEYIAKTIEKIYSYRNGNGEIRRVNVNAAPQTVEGYKTIRNAGIGTFQIFQETYHLPTYKKYHKAGPKSSY

TYRLFGLDRAMIAGIDDVGIGALFGLYDWKFEVMGLMCHTRHLEERFGVGPHTISFPRIEPAVGTPLTEKPPYAV

SDYDFKRLVAIIRLSVPYTGLILTAREKVQLRDEVIKLGVSQIDAGSSIGVGSYAQKDQEIVRKSQFILGDTRTLDEVI

KELAMEGYIPSFCTACYRAGRTGQHFMEFAIPGFVKEFCTPNALLTFKEYLIDYATNETKLIGEKLIEKELLKIPDSR

RETVRKMLVNIEKGERDVRL 
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Figure A3 Plasmid pRD003, containing the Thermoanaerobacter italicus (Ti) HydG gene, tagged N‐

terminally by a 6His fragment for affinity purification 

 

Nucleotide sequence for the TihydG gene in plasmid pRD003 

CACTATAGGGCGAATTGGCGGAAGGCCGTCAAGGCCGCATCCATGGGCAGCAGCCATCACCATCATCACC

ACAGCCAGGATCCGATGGTTAAAGAAAAAGCCGATTTCATCAACGACGAAAAAATTCGTCAGGATCTGGA

AAAAGCCAAAAAAGCAACCAGCAAAGATGCCCTGGAAATTATCGAGAAAGCGAAAAATCTGAAAGGCATC

ACACCGGAAGAAGCAGCAGTTCTGCTGAATGTTGAAGATGAAGATCTGCTGAACGAGATGTTTAAAGTTG

CCCGTTATATCAAAGAAGAGATCTACGGTAATCGCATCGTTATTTTTGCACCGCTGTATGTGAGCAATTATT

GCGTGAATAATTGCCGCTATTGCGGTTATCGTCATAGCAATGAACAGCAGCGTAAAAAACTGACAATGGAA

GAAGTTCGTCGCGAAGTTGAAATTCTGGAAGAAATGGGTCATAAACGTCTGGCAGTTGAAGCCGGTGAAG

ATCCGGTTAATTGTCCGATTGATTATATCGTGGATGTGATCAAAACCATCTACGATACCAAACTGAAAAATG

GTAGCATTCGTCGCGTGAATGTTAATATTGCAGCAACCACCGTGGAAAACTACAAAAAACTGAAAAAAGTG

GGCATCGGCACCTATGTTCTGTTTCAAGAAACCTATCATCGTCCGACCTATGAATATATGCATCCGCAGGGT

CCGAAACACGATTATGATTATCATCTGACCGCAATGGATCGTGCAATGGAAGCAGGTATTGATGATGTTGG

TCTGGGTGTTCTGTATGGTCTGTATGATTACAAATATGAAACCGTGGCCATGCTGTATCATGCAAATCATCT

GGAAGAGAAATTTGGTGTTGGTCCGCATACCATTAGCGTTCCGCGTCTGCGTCCGGCACTGAATATTAGCA

TTGATAAATTTCCGTACATCGTGAGCGATAAAGATTTCAAAAAACTGGTTGCCGTTATTCGTATGGCAGTTC

CGTATACCGGCATGATTCTGAGCACCCGTGAAAAACCTAAATTTCGCGAAGAAGTGATTAGCATCGGTATT

AGCCAGATTAGCGCAGGTAGCTGTACCGGTGTTGGTGGTTATCATGAAGAAATTAGCAAAAAAGGTGGTA

GCAAACCGCAGTTTGAAGTGGAAGATAAACGTAGCCCGAACGAAATTCTGCGTACCCTGTGTGAACAGGG

TTATCTGCCGAGCTATTGTACCGCATGTTATCGTATGGGTCGTACCGGTGATCGTTTTATGAGCTTTGCAAA

AAGTGGCCAGATCCATAACTTTTGTCTGCCGAATGCAATCCTGACCTTCAAAGAATTTCTGATCGATTATGG
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TGATGAGAAAACCAAAAAAATCGGCGAAAAAGCGATTGCCGTTAACCTGGAAAAAATCCCGAGCCGTACC

GTTCGTGAAGAAACCAAACGTCGTCTGACCCGTATTGAAAATGGTGAACGTGATCTGTACTTTTAACTCGA

GCTGGGCCTCATGGGCCTTCCGCTCACTGCCCGCTTTCCAG 

 

TiHydG amino acid sequence, with the [4Fe‐4S] cluster‐coordinating cysteines in red 

MGSSHHHHHHSQDPMVKEKADFINDEKIRQDLEKAKKATSKDALEIIEKAKNLKGITPEEAAVLLNVEDEDLLNE

MFKVARYIKEEIYGNRIVIFAPLYVSNYCVNNCRYCGYRHSNEQQRKKLTMEEVRREVEILEEMGHKRLAVEAGE

DPVNCPIDYIVDVIKTIYDTKLKNGSIRRVNVNIAATTVENYKKLKKVGIGTYVLFQETYHRPTYEYMHPQGPKHD

YDYHLTAMDRAMEAGIDDVGLGVLYGLYDYKYETVAMLYHANHLEEKFGVGPHTISVPRLRPALNISIDKFPYIV

SDKDFKKLVAVIRMAVPYTGMILSTREKPKFREEVISIGISQISAGSCTGVGGYHEEISKKGGSKPQFEVEDKRSPN

EILRTLCEQGYLPSYCTACYRMGRTGDRFMSFAKSGQIHNFCLPNAILTFKEFLIDYGDEKTKKIGEKAIAVNLEKIP

SRTVREETKRRLTRIENGERDLYF 

 

 

Figure A4 Plasmid pRD004, containing the Thermotoga maritima (Tm) HydG gene, tagged N‐

terminally by a 6His fragment for affinity purification 

 

Nucleotide sequence for the TmhydG gene in plasmid pRD004 

CACTATAGGGCGAATTGAAGGAAGGCCGTCAAGGCCGCATCCATGGGGCATCATCATCACCATCATCAGG

ATCCGATGTGCATGTATGTTTTTGTTAAAGAACGTGTGGAAAGCCGCAGCTTTATTCCGGAAGAAAAAATC

TTTGAGCTGCTGGAAAAAACCAAAAATCCTGATCCGGCACGTGTGCGTGAAATTATTCAGAAAAGCCTGGA
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TAAAAATCGCCTGGAACCTGAAGAAACCGCAACCCTGCTGAATGTTGAAGATCCGGAACTGCTGGAAGAA

ATTTTTGAAGCAGCACGTACCCTGAAAGAACGCATTTATGGTAATCGTATTGTTCTGTTTGCACCGCTGTAT

ATTGGCAACGATTGTATTAATGATTGCGTGTATTGCGGTTTTCGCGTGAGCAATAAAGTTGTTGAACGTCG

CACCCTGACCGAAGAACAGCTGAAAGAAGAAGTTAAAGCACTGGTTAGCCAGGGTCATAAACGTCTGATT

GTTGTTTATGGTGAACACCCGAATTACAGCCCTGAATTTATTGCACGTACCATCGATATTGTGTATAACACC

AAATATGGCAACGGTGAAATTCGTCGTGTTAATGTTAATGCAGCACCGCAGACCATTGAAGGCTATAAAAT

CATTAAAAGCGTGGGCATTGGCACCTTTCAGATTTTTCAAGAAACCTATCACCGCGAAACGTACCTGAAACT

GCATCCGCGTGGTCCGAAAAGCAATTATAACTGGCGTCTGTATGGTCTGGATCGTGCAATGATGGCAGGT

ATTGATGATGTTGGTATTGGTGCACTGTTTGGTCTGTATGATTGGAAATTTGAAGTTATGGGCCTGCTGTAT

CATACCATTCATCTGGAAGAACGTTTTGGTGTTGGTCCGCATACCATTAGCTTTCCGCGTATTAAACCGGCA

ATTAATACCCCGTATAGCCAGAAACCGGAACATGTTGTTAGTGATGAGGACTTCAAAAAACTGGTGGCAAT

TATTCGTCTGAGCGTTCCGTATACCGGCATGATTCTGACCGCACGTGAACCGGCAAAACTGCGTGATGAAG

TTATTAAACTGGGTGTGAGCCAGATTGATGCAGGTAGCCGTATTGGCATTGGTGCCTATAGCCATAAAGAA

GATGACGAAGATCGTAAACGTCAGTTTACCCTGGAAGATCCGCGTCCGCTGGATCAGGTTATGCGTAGCCT

GCTGAAAGAGGGTTTTGTTCCGAGCTTTTGTACCGCATGTTATCGTGCAGGTCGTACCGGTGAACATTTTAT

GGAATTTGCAATTCCGGGTTTTGTGAAAAACTTTTGCACCCCGAATGCCCTGTTTACACTGCAAGAATATCT

GTGTGATTATGCCACCGAAGAAACCCGTAAAGTTGGTGAAGAAGTGATTGAACGCGAACTGCAAAAAATG

AATCCGAAAATTCGTGAACGTGTTCGTGAAGGTCTGGAAAAAATCAAACGTGGTGAACGTGATGTGCGCT

TTTAACTCGAGCTGGGCCTCATGGGCCTTCCTTTCACTGCCCGCTTTCCAG 

 

TmHydG amino acid sequence, with the [4Fe‐4S] cluster‐coordinating cysteines in red 

MGHHHHHHQDPMCMYVFVKERVESRSFIPEEKIFELLEKTKNPDPARVREIIQKSLDKNRLEPEETATLLNVEDP

ELLEEIFEAARTLKERIYGNRIVLFAPLYIGNDCINDCVYCGFRVSNKVVERRTLTEEQLKEEVKALVSQGHKRLIVV

YGEHPNYSPEFIARTIDIVYNTKYGNGEIRRVNVNAAPQTIEGYKIIKSVGIGTFQIFQETYHRETYLKLHPRGPKSN

YNWRLYGLDRAMMAGIDDVGIGALFGLYDWKFEVMGLLYHTIHLEERFGVGPHTISFPRIKPAINTPYSQKPEH

VVSDEDFKKLVAIIRLSVPYTGMILTAREPAKLRDEVIKLGVSQIDAGSRIGIGAYSHKEDDEDRKRQFTLEDPRPL

DQVMRSLLKEGFVPSFCTACYRAGRTGEHFMEFAIPGFVKNFCTPNALFTLQEYLCDYATEETRKVGEEVIEREL

QKMNPKIRERVREGLEKIKRGERDVRF 

   



Appendix A 

338 

A.2 Standard curves for the quantification of products in Ti/Tl HydG 

activity assays 

 

Figure A5 Standard curves for deoxyadenosine (A), p‐cresol (B) and cyanide (C). 
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A.3 Crystallization data for TiHydG WT crystals 

 

Figure A6 X‐ray diffraction of TiHydG crystal A8. A: Associated diffraction pattern from 12 keV 

synchrotron radiation to 1.9 Å resolution. B: Loop containing a crystal of TiHydG, grown in the 

presence of SAM (0.8 mM HydG, 10 mM SAM), directly frozen after formation in condition A8 of 

Pact Premier screen (0.1M MES monohydrate, pH 6.5; 22% v/v PEG 400). Loop size – 0.5–0.7 mm, 

Beam size – 80 x 20 μm. C: Fluorescence scan near the iron ‐edge. The red line shows the 

fluorescent count related to the presence of iron atoms in the structure. f’ and f’’ correspond to, 

respectively, the real and imaginary correction components of the atomic structure factor. 
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Table A1 Data collection statistics for TiHydG crystal A8. Highest resolution shell shown in 

parenthesis 

  HydG  HydG Fe (SAD) 

Crystallization condition  A8 Pact Premier 

Data collection 

Space group  P1 

Cell dimensions 

a, b, c (Å)  54.10; 55.77; 85.13 

α, β, γ ()  90.20; 96.17; 112.61 

    Peak 

Wavelength (Å)  0.97625  1.73891 

No of reflections  152031 (4487‐2072)  182547 (2928‐1044) 

No of unique reflections  63203 (2193‐796)  55964 (848‐440) 

Resolution (Å)  51.42‐1.88 (8.41‐1.88) 51.41‐1.82 (8.16‐1.82) 

Rsym or Rmerge  0.033 (0.028‐0.396)  0.040 (0.045‐0.323) 

I / σI  14.5 (34.3‐2.1)  18.7 (28.6‐2.7) 

Completeness (%)  86.1 (98.4‐40.3)  64.5 (81.3‐4.1) 

Redundancy  2.4 (2.6‐2.1)  1.6 (1.5‐1.0) 

Twinning score  2.35, no twinning  2.26, no twinning 
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Figure A7 X‐ray diffraction of TiHydG crystal E12. A: Associated diffraction pattern from 12 keV 

synchrotron radiation to 1.8 Å resolution. B: Loop containing a crystal of TiHydG, grown in the 

presence of SAM and L‐tyrosine (0.8 mM HydG, 10 mM SAM, 3 mM tyrosine), directly frozen after 

formation in condition E12 of Pact Premier screen (0.2M sodium malonate; 20% w/v PEG 3350). 

Loop size – 0.3–0.4 mm, Beam size – 80 x 20 μm. C: Fluorescence scan near the iron ‐edge. The 

red line shows the fluorescent count related to the presence of iron atoms in the structure. f’ and 

f’’ correspond to, respectively, the real and imaginary correction components of the atomic 

structure factor. 
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Table A 2 Data collection statistics for TiHydG crystal E12. Highest resolution shell shown in 

parenthesis 

  HydG  HydG Fe (SAD) 

Crystallization condition  E12 Pact Premier 

Data collection 

Space group  P1 

Cell dimensions 

a, b, c (Å)  53.86; 55.57; 85.27 

α, β, γ ()  90.33; 95.79; 112.33 

    Peak 

Wavelength (Å)  0.97625  1.7921 

No of reflections  200142 (6910‐2418)  123660 (1615‐1311) 

No of unique reflections  78324 (3043‐933)  40747 (756‐509) 

Resolution (Å)  51.34‐1.83 (8.18‐1.83) 84.65‐1.73 (7.74‐1.73) 

Rsym or Rmerge  0.036 (0.025‐0.403)  0.034 (0.033‐0.472) 

I / σI  14.2 (37.2‐1.9)  18.4 (37.3‐1.8) 

Completeness (%)  94.2 (98.0‐66.2)  66.7 (88.4‐4.7) 

Redundancy  2.6 (2.6‐2.3)  1.6 (1.7‐1.2) 

Twinning score  2.37, no twinning  2.42, no twinning 
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Figure A8 X‐ray diffraction of TiHydG crystal C11. A: Associated diffraction pattern from 12 keV 

synchrotron radiation to 2.0 Å resolution. B: Loop containing a crystal of TiHydG, grown in the 

presence of SAM and L‐tyrosine (0.8 mM HydG, 10 mM SAM, 3 mM tyrosine), directly frozen after 

formation in condition C11 of Hampton PEGRx HT screen (0.1M Bis‐Tris, pH 6.5; 20% w/v PEG‐ME 

5000). Loop size – 0.5–0.7 mm, Beam size – 80 x 20 μm. C: Fluorescence scan near the iron ‐

edge. The red line shows the fluorescent count related to the presence of iron atoms in the 

structure. f’ and f’’ correspond to, respectively, the real and imaginary correction components of 

the atomic structure factor. 
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Table A3 Data collection statistics for TiHydG crystal C11. Highest resolution shell shown in 

parenthesis 

  HydG  HydG Fe (SAD) 

Crystallization condition  C11 Hampton PEGRx 

Data collection 

Space group  P1 

Cell dimensions 

a, b, c (Å)  54.34; 56.9; 85.14 

α, β, γ ()  88.69; 83.46; 66.33 

    Peak 

Wavelength (Å)  0.97625  1.72921 

No of reflections  57392 (3010‐794)  174961 (6319‐2596) 

No of unique reflections  26361 (1721‐297)  58842 (2682‐726) 

Resolution (Å)  84.56‐1.99 (8.90‐1.99) 52.14‐1.73 (7.75‐1.73) 

Rsym or Rmerge  0.125 (0.089‐0.922)  0.033 (0.034‐0.230) 

I / σI  5.7 (11.6‐2.0)  19.8 (38.2‐3.0) 

Completeness (%)  93.7 (97.8‐94.1)  60.5 (80.7‐5.2) 

Redundancy  2.3 (2.6‐2.2)  1.5 (1.5‐1.1) 

Twinning score  2.77, no twinning  2.37, no twinning 

 



Appendix A 

345 

Table A4 Refinement statistics for the crystallographic datasets of TiHydG, following refinement. 

Due to the lack of novel structural information when comparing with the higher resolution 

structure discussed in Chapter 03, the refinement of these datasets was not carried out to 

completion. 

  A8 Pact 

Premier 

E12 Pact 

Premier 

C11 PEG Rx 

Rwork / Rfree  0.21/0.26  0.24/0.28  0.22/0.24 

No. atoms:       

 Chain A / 

Chain B 

7215/7059  7200/7098  7126/6984 

 Ligand/ion  100  102  88 

 Water  289  362  486 

B‐factors:       

 Chain A / 

Chain B 

50.5/45.1  53.2/41.8  25.9/23.1 

 Ligand/ion  51.5  47.92  25.4/20.3 

 Water  41.7  39.2  39.5 

R.m.s 

deviations: 

     

 Bond lengths 

(Å) 

0.030  0.037  0.017 

 Bond angles 

() 

0.814  1.36  1.774 
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A.4 Crystallization data for TiHydG WT crystals with 6 mM L‐tyrosine 

 

Figure A9 X‐ray diffraction of TiHydG crystal grown with 6 mM L‐tyrosine. A: Associated 

diffraction pattern from 12 keV synchrotron radiation to 3.0 Å resolution. B: Loop containing a 

crystal of TiHydG, grown in the presence of SAM and L‐tyrosine (0.8 mM HydG, 10 mM SAM, 6 

mM L‐tyrosine), directly frozen after formation in condition C2 of Hampton PEGRx HT commercial 

screen (0.1 M Imidazole, pH 7.0; 20% Jeffamine® ED‐2001, pH 7.0). Loop size – 0.4–0.5 mm, Beam 

size – 90 x 35 μm. 
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Table A5 Data collection statistics. Highest resolution shell shown in parenthesis 

  HydG 

Crystallization condition  C2 Hampton PEGRx 

Data collection   

Space group  P1 

Cell dimensions   

a, b, c (Å)  54.18; 56.36; 85.22 

α, β, γ ()  89.66; 83.75; 66.82 

   

Wavelength (Å)  0.97625 

No of reflections  77277 (5900‐909) 

No of unique reflections  18100 (1342‐199) 

Resolution (Å)  84.64‐3.00 (13.42‐3.00) 

Rsym or Rmerge  0.169 (0.041‐0.537) 

I / σI  6.3 (20.9‐2.1) 

Completeness (%)  98.2 (97.1‐98.7) 

Redundancy  4.3 (4.6‐4.4) 

Twinning score  2.34, no twinning 

 

   



Appendix A 

348 

A.5 Crystallization data for low protein (0.3 mM) TiHydG WT crystals 

with 12 mM L‐tyrosine 

 

Figure A10 A: Loop containing a crystal of TiHydG, grown in the presence of SAM and L‐tyrosine 

(0.3 mM HydG, 3.0 mM SAM, 12.0 mM L‐tyrosine), directly frozen after formation in condition F1 

of Hampton PEGRx HT screen (0.1M Bis‐Tris proptane, pH 65.;0.2M sodium fluoride; 20% PEG 

3350). The loop showed a large formation of ice surrounding the sample. Loop size – 0.4–0.5 mm, 

Beam size – 50 x 50 μm. B: Associated diffraction pattern from 7.1 keV synchrotron radiation to 

2.3 Å resolution.  
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Table A6 Data collection statistics. Highest resolution shell shown in parenthesis 

  HydG 

Crystallization condition  F1 Hampton PEGRx 

Data collection   

Space group  P1 

Cell dimensions   

 a, b, c (Å)  53.9; 56.0; 84.9 

 α, β, γ ()  90.0; 83.9; 67. 2 

   

Wavelength (Å)  1.73745 

No of reflections  272295 

No of unique reflections  13095 

Resolution (Å)  100.0‐2.31 (2.39‐2.31) 

Rsym or Rmerge  0.086 (0.485) 

I / σI  19.24 (3.98) 

Completeness (%)  87.6 (44.5) 

Redundancy  6.81 (3.38) 

Twinning Z‐score  1.071, no twinning 
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A.6 TiHydG mutant activity 

 

Figure A11 Standard curves for deoxyadenosine (A), p‐cresol (B) and cyanide (C) 
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A.7 TiHydG His265Glu crystallization 

 

Figure A12 A: Associated diffraction pattern from 12 keV synchrotron radiation to, 2.2 Å 

resolution. B: Loop containing a crystal of TiHydG His265Glu, grown in the presence of SAM (0.8 

mM HydG, 10 mM SAM, directly frozen after formation in condition F1 of Hampton PEGRx HT 

(0.1M Bis‐Tris proptane, pH 65.; 0.2M sodium fluoride; 20% PEG 3350). Loop size – 0.3–0.4 mm, 

Beam size – 10 x 10 μm. C: Fluorescence scan near the iron ‐edge. The red line shows the 

fluorescent count related to the presence of iron atoms in the structure. f’ and f’’ correspond to, 

respectively, the real and imaginary correction components of the atomic structure factor. 
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Table A7 Data collection statistics. Highest resolution shell shown in parenthesis 

  HydG H265E  HydG H265E Fe (SAD) 

Crystallization condition  F1 Hampton PEGRx 

Data collection 

Space group  P1 

Cell dimensions 

a, b, c (Å)  53.74; 55.03; 84.71 

α, β, γ ()  90.75; 95.87; 111.91 

    Peak 

Wavelength (Å)  0.97944  1.73767 

No of reflections  198522 (6168‐2475)  375676 (26924‐4596) 

No of unique reflections  75876 (2434‐974)  55077 (3859‐636) 

Resolution (Å)  44.98‐ 1.75 (7.83‐1.75) 51.02‐2.02 (9.03‐2.02) 

Rsym or Rmerge  0.063 (0.047‐0.309)  0.103 

.I / σI  8.5 (18.2‐2.1)  11.3 (28.1‐3.0) 

Completeness (%)  84.1 (97.5‐36.0)  90.0 (95.5‐86.3) 

Redundancy  2.6 (2.5‐2.5)  6.8 (7.2‐7.0) 

Twinning score  2.26, no twinning  2.20, no twinning 
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Table A8 Score values for molecular replacement using Phaser. 

  Hampton PEGRx F1 

LL G‐score (best)  9513.579 

TF Z‐score (best)  13.6 

 

Table A9 Refinement statistics for TiHydG His265Glu dataset, following refinement 

Refinement 
TiHydG His265Glu 

F1 PEG Rx HT 

Resolution (Å)  44.98‐ 1.75 (7.83‐1.75) 

No. reflections (free set)  75876 (2434‐974) 

Rwork / Rfree  0.18/0.23 

No. atoms:   

Chain A / Chain B  3596/3540 

Ligand/ion  89 

Water  731 

B‐factors:   

Chain A / Chain B  32.0/26.3 

Ligand/ion  30.2 

Water  35.7 

R.m.s deviations:   

Bond lengths (Å)  0.009 

Bond angles ()  1.481 
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A.8 TiHydG activity with substrate analogues 

 

 

Figure A13 Standard curves for deoxyadenosine (A) p‐cresol (B) and cyanide (C). 
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A.9 TiHydG crystallization with THIQCA 

 

Figure A14 A: Associated diffraction pattern from 12 keV synchrotron radiation to, 2.2 Å 

resolution. B: Loop containing a crystal of TiHydG, grown in the presence of SAM and THIQCA (0.8 

mM HydG, 10 mM SAM, 30 mM THIQCA), directly frozen after formation in condition F1 of 

Hampton PEGRx HT (0.1M Bis‐Tris proptane, pH 65.;0.2M sodium fluoride; 20% PEG 3350). The 

loops showed a large formation of ice surrounding the sample. Loop size – 0.4–0.5 mm, Beam size 

– 50 x 50 μm. C: Fluorescence scan near the iron ‐edge. The red line shows the fluorescent count 

related to the presence of iron atoms in the structure. f’ and f’’ correspond to, respectively, the 

real and imaginary correction components of the atomic structure factor. 
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Table A 10 Data collection statistics. Highest resolution shell shown in parenthesis 

  TiHydG THIQCA 

Crystallization 

condition 
F1 Hampton PEGRx 

Data collection   

Space group  P1 

Cell dimensions   

a, b, c (Å)  54.0; 55.9; 84.8 

α, β, γ ()  89.8; 83.8; 66.9 

   

Wavelength (Å)  1.74037 

No of reflections  346982 

No of unique 

reflections 
24812 

Resolution (Å)  100‐2.17 (2.25‐2.17) 

Rsym or Rmerge  0.124 (1.17) 

I / σI  15.47 (1.75) 

Completeness (%)  91.9 (64.8) 

Redundancy  7.23 (5.01) 
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Table A 11 Score values for molecular replacement using Phaser 

  TiHydG + THIQCA 

LL G‐score (best) 12068.483 

TF Z‐score (best)  8.0 
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A.10 TiHydG crystallization with tyramine 

 

 

Figure A15 A: Associated diffraction pattern from 12 keV synchrotron radiation to 3.0 Å 

resolution. B: Loop containing a TiHydG crystal, grown with SAM and L‐tyramine (0.8 mM HydG, 

10 mM SAM, 3 mM L‐tyramine), directly frozen after 72h formation in condition F1 of Hampton 

PEGRx HT screen (0.1M Bis‐Tris proptane, pH 65.;0.2M sodium fluoride; 20% PEG 3350) Loop size 

– 0.2–0.3 mm, Beam size – 20 x 20 μm. 
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Table A 12 Data collection statistics. Highest resolution shell shown in parenthesis 

  TiHydG L‐tyramine 

Crystallization condition  F1 Hampton PEGRx 

Data collection   

Space group  P1 

Cell dimensions   

a, b, c (Å)  53.99; 56.14; 85.42 

α, β, γ ()  90.08; 84.02; 67.23 

 

Wavelength (Å)  0.97949 

No of reflections  153984 (5267‐1850) 

No of unique reflections  17364 (692‐202) 

Resolution (Å)  45.72‐2.96 (13.24‐2.96) 

Rsym or Rmerge  0.136 (0.658‐0.055) 

I / σI  12.5 (31.5‐2.8) 

Completeness (%)  90.7 (93.5‐48.7) 

Redundancy  8.9 (9.2‐7.6) 

Twinning Z‐score  2.12 
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Table A13 Score values for molecular replacement using Phaser. 

  TiHydG + L‐tyramine 

LL G‐score (best)  4387.405 

TF Z‐score (best)  7.6 
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A.11 TiHydG crystallization with L‐cysteine 

 

Figure A16 Testing of TiHydG crystal soaked with L‐Cys A: Associated diffraction pattern from 12 

keV synchrotron radiation to 1.8 Å resolution. B: Loop containing a crystal of TiHydG soaked with 

5.0 mM of L‐cysteine for 4 hours. Crystal pre‐grown in the presence of SAM (0.8 mM HydG, 20 

mM SAM), directly frozen after formation in condition F1 of PEGRx HT Hampton screen (0.1M Bis‐

Tris proptane, pH 65.; 0.2M sodium fluoride; 20% PEG 3350). Loop size – 0.3–0.4 mm, Beam size – 

25.5 x 15 μm. C: Fluorescence scan near the selenium ‐edge. The red line shows the fluorescent 

count related to the presence of iron atoms in the structure. f’ and f’’ correspond to, respectively, 

the real and imaginary correction components of the atomic structure factor. 
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Table A14 Data collection information for TiHydG crystal soaked 4h with L‐cysteine (5.0 mM). 

  HydG + L‐cys  Fe (SAD) 

Crystallization condition  F1 Hampton PEGRx 

Data collection 

Space group  P1 

Cell dimensions 

a, b, c (Å)  60.64; 85.18; 91.95 

α, β, γ ()  93.97; 92.12; 95.23 

    Peak 

Wavelength (Å)  0.97949  1.73842 

No of reflections  577632 (15918‐7622)  536659 (27037‐6528) 

No of unique reflections  148387 (4750‐1908)  111838 (6586‐1321) 

Resolution (Å)  51.46‐1.77 (7.92‐1.77) 42.36‐2.01 (8.99‐2.01) 

Rsym or Rmerge  0.081 (0.846‐0.043)  0.112 (1.041‐0.055) 

I / σI  6.7 (17.6‐1.1)  7.2 (17.7‐1.2) 

Completeness (%)  83.3 (95.3‐36.1)  86.4 (93.6‐63.0) 

Redundancy  3.9 (4.0‐3.4)  4.8 (4.9‐4.1) 

Twinning score  3.46, no twinning  3.30, no twinning 
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Table A15 Score values for molecular replacement using Phaser. 

 

TiHydG +  

5.0 mM Cysteine + 

10 mM SAM 

LL G‐score (best)  15807.34 

TF Z‐score (best)  13.1 
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A.12 TiHydG crystallization with CO/CN 

Table A16 Data collection statistics. Highest resolution shell shown in parenthesis. Refinement of 

the datasets is still ongoing and the current Rwork/Rfree is shown at the end of the table. 

 
TiHydG + 0.1 

mM KCN 

TiHydG + 0.5 

mM KCN 

TiHydG + 1.0 

mM KCN 

TiHydG + 2.0 

mM KCN 
TiHydG + CO 

Soaking time  2h  2h  2h  48h  48h 

Crystallization 

condition 
F1 Hampton PEGRx 

Data collection           

Space group  P1  P1  P1  P1  P1 

Cell dimensions           

a, b, c (Å) 
53.62; 54.89; 

84.79 

53.20; 54.54; 

83.73 

53.66; 55.09; 

84.79 

54.0; 55.8; 

85.2 

53.8; 55.1; 

84.9 

α, β, γ () 
90.76; 95.76; 

11.96 

90.82; 95.88; 

111.76 

90.65; 95.91; 

112.21 

89.4; 83.2; 

67.3 

90.1; 96.4; 

112.45 

           

Wavelength (Å)  097946  0.97945  0.97941    0.9998 

No of reflections 
508014 

(7996‐7004) 

129167 

(9044‐1633) 

385905 

(24653‐3992) 
278648  176981 

No of unique 

reflections 

77937 (1229‐

1152) 

35883 (2618‐

3949 

94685 (6462‐

1027) 
29054  10425 

Resolution (Å) 
50.83‐1.63 

(7.29‐1.63) 

44.59‐2.32 

(10.38‐2.32) 

50.93‐1.70 

(7.60‐1.70) 

100.0‐1.82 

(1.89‐1.82) 

100.0‐2.06 

(2.13‐2.06) 
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TiHydG + 0.1 

mM KCN 

TiHydG + 0.5 

mM KCN 

TiHydG + 1.0 

mM KCN 

TiHydG + 2.0 

mM KCN 

TiHydG + 

CO 

Rsym or 

Rmerge 

0.068 (0.051‐

0.596) 

0.181 (0.633‐

0.083) 

0.055 (0.532‐

0.034) 
0.073 (0.575)  0.092 

I / σI 
15.1 (31.8‐

2.2) 
5.5 (14.3‐1.6) 

11.8 (32.7‐

2.1) 
9.0 (1.86)  1.5 (0.2) 

Completeness 

(%) 
70.1 

96.6 (96.0‐

94.7) 

96.7 (95.9‐

90.5) 
94.1 (90.8)  58.3 (50.7) 

Redundancy  6.5 (6.5‐6.1)  3.8  4.1 (3.9‐3.8)  3.4 (3.31)  3.19 (3.02) 

Twinning Z‐

score 

2.23, no 

twinning 

2.27, no 

twinning 

2.20, no 

twinning 

2.36, no 

twinning 

1.19, no 

twinning 

Current Rwork  0.195  0.264  0.255  0.234  0.203 

Current Rfree  0.236  0.328  0.301  0.298  0.264 
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Table A17 Anomalous data collection statistics. Highest resolution shell shown in parenthesis.  

 
TiHydG + 0.1 

mM KCN 

TiHydG + 0.5 

mM KCN 

TiHydG + 1.0 

mM KCN 

TiHydG + 2.0 mM 

KCN 

Soaking time  2h  2h  2h  48h 

Crystallization 

condition 

F1 Hampton 

PEGRx 
     

Data collection         

Space group  P1  P1  P1  P1 

Cell dimensions         

a, b, c (Å) 
53.64; 55.03; 

85.25 

53.78; 55.18; 

84.77 

53.70; 55.13; 

85.19 

53.90; 55.19; 

84.94 

α, β, γ () 
91.16; 95.50; 

112.06 

90.61; 95.88; 

111.67 

90.73; 95.72; 

112.25 

90.103; 96.423; 

112.108 

         

Wavelength (Å)  1.736479  1.73889  1.73524  1.73775 

No of reflections 
448754 (17501‐

5812() 

317390 (21096‐

2998) 

342006 (23960‐

4323) 
62104 

No of unique 

reflections 

64942 (2706‐

808) 

46707 (3334‐

410) 

50082 (3558‐

578) 
4921 

Resolution (Å) 
50.91‐1.88 

(8.41‐1.88) 

15.0‐2.14 (9.57‐

2.14) 

45.09‐2.09 

(9.35‐2.09) 

49.57‐2.96 (3.06‐

2.96) 

Rsym or Rmerge 
0.067 (0.049‐

0.719) 

0.107 (0.693‐

0.067) 

0.088 (0.641‐

0.051) 
0.004 (0.188) 

I / σI  15.6  13.3 (32.4‐2.8)  14.2 (38.6‐2.8)  2.2 (0.2) 



Appendix A 

367 

 
TiHydG + 0.1 

mM KCN 

TiHydG + 0.5 

mM KCN 

TiHydG + 1.0 

mM KCN 

TiHydG + 2.0 mM 

KCN 

Completeness (%)  86.1  90.6 (85.6‐72.7)  91.3 (96.1‐87.7)  94.4 (92.5) 

Redundancy  6.9 (7.2‐6.5)  6.8 (7.3‐6.3)  6.8 (7.5‐6.7)  3.5 (2.9) 

Twinning Z‐score  2.1, no twinning 
2.03, no 

twinning 

2.07, no 

twinning 
2.26; no twinning 
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A.13 Quantification of cyanide formation by TiHydG in the presence of an 

a‐iminocarboxylic acid complex 

 

Figure A17 Standard curve used in cyanide quantification. 

   



Appendix A 

369 

A.14 Plasmid map of TeLipA2 

 

Figure A18 pFM025 (section 10.1 Figure A1) derived pMH003 plasmid, containing the isc operon 

as well as the gene coding Thermosynechococcus enlongatus LipA 2, tagged C‐terminally by a 6His 

fragment for affinity purification,  

 

Telipa2 gene sequence introduced in pFM024, to form pMH003 

 

ATGGCACTGAGTCGTCCGCTGCCGAGCTGGCTGCGTAAACCGCTGGGTAAAGCAAGCGAAATTAGCACCG

TTCAGCGTCTGGTTCGTCAGTATGGTATTCATACCATTTGTGAAGAAGGTCGTTGTCCGAATCGTGGTGAAT

GTTATGGTCAGAAAACCGCAACCTTTCTGCTGCTGGGTCCGACCTGTACCCGTGCATGTGCATTTTGTCAGG

TTGAAAAAGGTCATGCACCGGCAGCAGTTGATCCGGAAGAACCGACCAAAATTGCAGCAGCCGTTGCAAC

CCTGGGTCTGCGTTATGTTGTTCTGACCAGCGTTGCACGTGATGATCTGCCGGATCAGGGTGCAGGTCAGT

TTGTTGCCACAATGGCAGCAATTCGTCAGCGTTGTCCGGGTACAGAAATTGAAGTTCTGAGTCCGGATTTT

CGTATGGATCGTGGTCGTCTGAGCCAGCGTGATTGTATTGCACAGATTGTTGCAGCACAGCCTGCATGCTA

TAATCATAATCTGGAAACCGTTCGTCGTCTGCAAGGTCCGGTTCGTCGTGGTGCAACCTATGAAAGCAGCC

TGCGTGTTCTGGCAACCGTTAAAGAACTGAATCCGGATATTCCGACCAAATCAGGTCTGATGCTGGGCCTG

GGTGAAACCGAAGCAGAAATTATTGAAACCCTGAAAGATCTGCGTCGTGTTGGTTGTGATCGTCTGACCCT

GGGCCAGTATCTGCCTCCGAGCCTGAGCCATCTGCCGGTTGTGAAATATTGGACACCGGAAGAATTTAACA

CCCTGGGTAATATTGCCCGTGAACTGGGTTTTAGCCATGTTCGTAGCGGTCCGCTGGTTCGTAGCAGCTATC

ATGCAGCAGAAGGTGGTCATCATCATCACCATCATTAACTCGA 
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Translated sequence of TeLipA2 protein, with the [4Fe‐4S] coordinating cysteines and serine in 

red 

MALSRPLPSWLRKPLGKASEISTVQRLVRQYGIHTICEEGRCPNRGECYGQKTATFLLLGPTCTRACAFCQVEKG

HAPAAVDPEEPTKIAAAVATLGLRYVVLTSVARDDLPDQGAGQFVATMAAIRQRCPGTEIEVLSPDFRMDRGR

LSQRDCIAQIVAAQPACYNHNLETVRRLQGPVRRGATYESSLRVLATVKELNPDIPTKSGLMLGLGETEAEIIETLK

DLRRVGCDRLTLGQYLPPSLSHLPVVKYWTPEEFNTLGNIARELGFSHVRSGPLVRSSYHAAEGGHHHHHH 

   



Appendix A 

371 

A.15 TeLipA 2 crystallization with 2.5 molar equivalents of FeCl3/Na2S 

Table A18 Data collection information for the TeLipA2crystal reconstituted with 2.5 molar 

equivalent of FeCl3 and Na2S. Highest resolution shell shown in parenthesis 

 

TeLipA2 

2.5 molar equivalent 

reconstitution 

Crystallization 

condition 

H12 Hampton 

PEGRx 

Data collection   

Space group  C2221 

Cell dimensions   

a, b, c (Å) 
73.36; 162.00; 

59.12 

α, β, γ ()  90.00; 90.00; 90.00 

   

Wavelength (Å)  0.97625 

No of reflections  52351 (3609) 

No of unique 

reflections 
13984 (981) 
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TeLipA2 

2.5 molar equivalent 

reconstitution 

Resolution (Å)  43.49‐2.38 (10.65‐2.38) 

Rsym or Rmerge  0.056 (0.034‐0.305) 

I / σI  10.3 (23.4‐2.0) 

Completeness (%)  96.5 (95.7‐93.5) 

Redundancy  3.7 (3.1‐3.7) 

Twinning Z‐score  2.74, no twinning 
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Table A19 Refinement statistics for the crystal structure of TeLipA 2 reconstituted with 2.5 Meq. 

FeCl3/Na2S 

Refinement 

TeLipA2 

2.5 molar 

equivalent 

reconstitution 

Resolution 

(Å) 
43.49‐2.38 

Rwork / Rfree  0.225/0.278 

No. atoms:   

Chain A / 

Chain B 
7285/6971 

Ligand/ion  134 

Water  470 

B‐factors:   

Chain A  74.92 

Ligand/ion  78.97 

Water  67.16 
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Refinement 

TeLipA2 

2.5 molar 

equivalent 

reconstitution 

R.m.s 

deviations: 

 

Bond lengths 

(Å) 

0.007 

Bond angles 

() 

0.649 
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Table A20 Score values for molecular replacement using Phaser. 

  TeLipA2 + ESVK(o)AV 

LL G‐score (best) 2533.572 

TF Z‐score (best)  48.2 
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A.16 Crystallization of TeLipA 2 reconstituted with sodium selenide 

 

Figure A19 Testing of TeLipA2 crystal reconstituted with Na2Se A: Associated diffraction pattern 

from 12 keV synchrotron radiation to 4.0 Å resolution. B: Loop containing a crystal of TeLipA2 

reconstituted with 5 molar equivalents of FeCl3/Na2Se, grown in the presence of SAM (0.8 mM 

LipA, 10 mM SAM), directly frozen after formation in condition H12 of PEGRx HT Hampton screen 

(0.1M Bicine, pH 8.5; 3% w/v dextran sulfate sodium salt, 15% w/v PEG 20,000). Loop size – 0.4–

0.5 mm, Beam size – 80 x 20 μm. C: Fluorescence scan near the selenium ‐edge. The red line 

shows the fluorescent count related to the presence of iron atoms in the structure. f’ and f’’ 

correspond to, respectively, the real and imaginary correction components of the atomic 

structure factor. 
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Table A21 Data collection information for the TeLipA2crystal reconstituted with FeCl3/Na2Se. 

Highest resolution shell shown in parenthesis 

 
TeLipA2 

FeCl3/Na2Se reconstitution 

Crystallization condition  H12 Hampton PEGRx 

Data collection   

Space group  C2221 

Cell dimensions   

a, b, c (Å)  137.32; 219.02; 84.08 

α, β, γ ()  90.00; 114.17; 90.00 

   

Wavelength (Å)  0.97779 

No of reflections  122,345 (8884) 

No of unique reflections  19,007 (1408) 

Resolution (Å)  63.08‐4.00 (17.89‐4.00) 

Rsym or Rmerge  1.287 (0.220‐3.922) 

 



Appendix A 

378 

 
TeLipA2 

FeCl3/Na2Se reconstitution 

I / σI  0.4 (1.5‐0.0) 

Completeness (%)  96.5 (95.7‐93.5) 

Anomalous completeness (%)  

Redundancy  6.4 (6.2‐6.3) 

Twinning Z‐score  2.74, no twinning 
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A.17 Crystallization of TeLipA 2 with substrate analogues 

 

 

Figure A20 Testing of TeLipA2 crystals reconstituted with peptide analogues. A: Crystal grown in 

the presence of ESDK(o)AD peptide. A1: Associated diffraction pattern from 12 keV synchrotron 

radiation to 1.9 Å resolution. A2: Loop containing a crystal of TeLipA2 reconstituted with 5 molar 

equivalents of FeCl3/Na2Se, grown in the presence of SAM (0.8 mM LipA, 10 mM SAM), directly 

frozen after formation in condition H12 of PEGRx HT Hampton screen (0.1M Bicine, pH 8.5; 3% 

w/v dextran sulfate sodium salt, 15% w/v PEG 20,000). Loop size – 0.4–0.5 mm, Beam size – 80 x 

20 μm. B: Crystal grown in the presence of ESVK(o)AV peptide. B1: Associated diffraction pattern 

from 12 keV synchrotron radiation to 2.1 Å resolution. B2: Loop containing a crystal of TeLipA2 

reconstituted with 5 molar equivalents of FeCl3/Na2Se, grown in the presence of SAM (0.8 mM 

LipA, 10 mM SAM), directly frozen after formation in condition H12 of PEGRx HT Hampton screen 

(0.1M Bicine, pH 8.5; 3% w/v dextran sulfate sodium salt, 15% w/v PEG 20,000). Loop size – 0.4–

0.5 mm, Beam size – 80 x 20 μm.   
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Table A22 Data collection information for the TeLipA2 crystals grown with peptide substrate 

analogues. 

  TeLipA2 

Substrate  ESDK(o)AD  ESVK(o)AV 

Crystallization condition  H12 Hampton PEGRx 

Data collection     

Space group  C2221  C2221 

Cell dimensions     

a, b, c (Å)  70.74; 161.36; 59.15  72.86; 162.39; 58.84 

α, β, γ ()  90.0; 90.0; 90.0  90.0; 90.0; 90.0 

     

Wavelength (Å)  0.97625  0.97625 

No of reflections  234519 (17297‐2246)  89491 (6347‐1085) 

No of unique reflections  26281 (1926‐327)  20583 (1519‐277) 

Resolution (Å)  59.15‐1.91 (8.54‐1.91) 44.06‐2.08 (9.30‐2.08) 

Rsym or Rmerge  0.071 (0.028‐0.478)  0.041 (0.445‐0.024) 

I / σI  17.5 (41.6‐5.5)  14.1 (36.5‐2.5) 

Completeness (%)  98.3 (98.4‐93.6)  96.1 (98.1‐97.9) 

Redundancy  8.9 (9.0‐6.9)  4.3 (4.2‐3.9) 

Twinning Z‐score  2.92, no twinning  3.92, no twinning 
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  TeLipA2 

Current R‐work  0.294 0.283 

Current R‐free  0.337 0.342 
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Table A23 Score values for molecular replacement using Phaser. 

  TeLipA2 + ESDK(o)AD TeLipA2 + ESVK(o)AV 

LL G‐score (best)  3598.52  3469.96 

TF Z‐score (best)  58.4  55.1 
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A.18 Crystallization of TeLipA 2 with substrate analogue ESDK(o)AD and 

MTAN 

 

Figure A21 Testing of TeLipA2 crystals reconstituted with ESDK(o)AD and MTAN. A: Associated 

diffraction pattern from 12 keV synchrotron radiation to 1.9 Å resolution. B: Loop containing a 

crystal of TeLipA2 reconstituted with 5 molar equivalents of FeCl3/Na2Se, grown in the presence of 

SAM (0.8 mM LipA, 10 mM SAM, 5.0 mM ESDK(o)AD, 100 M MTAN), directly frozen after 

formation in condition H12 of PEGRx HT Hampton screen (0.1M Bicine, pH 8.5; 3% w/v dextran 

sulfate sodium salt, 15% w/v PEG 20,000). Loop size – 0.4–0.5 mm, Beam size – 80 x 20 μm.  

   



Appendix A 

384 

Table A24 Data collection information for the TeLipA2 crystals grown with peptide substrate 

analogue ESDK(o)AD as well as MTAN.  

  TeLipA 2 

Substrate  SAM + ESDK(o)AD + MTAN

Crystallization condition  Hampton PEGRx H12 

Data collection   

Space group  C 2 2 2 

Cell dimensions   

a, b, c (Å)  73.73; 164.76; 59.58 

α, β, γ ()  90.0; 90.0; 90.0 

   

Wavelength (Å)  0.97625 

No of reflections  14787 (1140‐154) 

No of unique reflections  4528 (343‐61) 

Resolution (Å)  59.58‐3.55 (15.88‐3.55) 

Rsym or Rmerge  0.121 (0.342‐0.025) 

I / σI  6.8 (22.0‐2.9) 

Completeness (%)  97.3 (99.5‐90.6) 

Redundancy  3.3 (3.3‐2.5) 

Twinning Z‐score  2.93, no twinning 
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  TeLipA2 

Current R‐work  0.278 

Current R‐free  0.322 
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Table A25 Score values for molecular replacement using Phaser. 

 
TeLipA2 +  

ESDK(o)AD + MTAN 

LL G‐score (best)  3173.10 

TF Z‐score (best)  50.9 
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A.19 Crystallization of TeLipA 2 Ser283Cys 

 

Figure A22 Testing of TeLipA2 Ser283Cys crystal. A: Loop containing a crystal of TeLipA2 

Ser283Cys (0.8 mM LipA, 10 mM SAM), directly frozen after formation in condition H12 of PEGRx 

HT Hampton screen (0.1M Bicine, pH 8.5; 3% w/v dextran sulfate sodium salt, 15% w/v PEG 

20,000). Loop size – 0.4–0.5 mm, Beam size – 90 x 45 μm. b: Associated diffraction pattern from 

12 keV synchrotron radiation to 3.0 Å resolution.  
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Table A26 Data collection information for the TeLipA2 Ser283Cys crystals. The refinement process 

is ongoing and the current Rwork and Rfree values are presented at the bottom of the table. 

  TeLipA2 Ser283Cys 

Substrate  SAM 

Crystallization condition  Hampton PEGRx H12 

Data collection   

Space group  C 2 2 21 

Cell dimensions   

a, b, c (Å)  72.51; 162.48; 58.59 

α, β, γ ()  90.0; 90.0; 90.0 

   

Wavelength (Å)  0.97625 

No of reflections  24849 (2109‐300) 

No of unique reflections  6549 (497‐89) 

Resolution (Å)  43.39‐3.02 (13.51‐3.02) 

Rsym or Rmerge  0.059 (0.603‐0.028) 

I / σI  12.3 (29.7‐2.4) 

Completeness (%)  92.6 (98.1‐91.8) 

Redundancy  3.8 (4.2‐3.4) 

Twinning Z‐score  3.34, no twinning 
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  TeLipA2 Ser283Cys 

Rwork current  0.313 

Rfree current  0.364 

 

Table 20 Score values for molecular replacement using Phaser. 

 
TeLipA2 +  

ESDK(o)AD + MTAN 

LL G‐score (best)  3173.10 

TF Z‐score (best)  50.9 
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A.20 Gene encoding the Cfr‐substrate rRNA Fragment 

 

Figure A23 Pet‐16b plasmid map, showing BlpI and XbaI sites, where the gene of interest was 

inserted. 
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Figure A24 Pet‐16b Sequence for Transcription of an rRNA Fragment 
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A.21 Plasmid map of cfr containing pCDFD1 vector 

 

 

Figure A25 pCDFDuet‐1 vector, containing the cfr gene from Staphylococcus sciuri, tagged N‐

terminally by a 6His fragment for affinity purification. 

 

Nucleotide sequence for the Sscfr gene present in plasmid pCDFD1_Cfr 

 

ATGCATCACCATCACCATCACAAAGAAATGAATTTTAATAATAAAACAAAGTATGGTAAAATACAGGAATTT

TTAAGAAGTAATAATGAGCCTGATTATAGAATAAAACAAATAACCAATGCGATTTTTAAACAAAGAATTAG

TCGATTTGAGGATATGAAGGTTCTTCCAAAATTACTTAGGGAGGATTTAATAAATAATTTTGGAGAAACAG

TTTTGAATATCAAGCTCTTAGCAGAGCAAAATTCAGAGCAAGTTACGAAAGTGCTTTTTGAAGTATCAAAG

AATGAGAGAGTAGAAACGGTAAACATGAAGTATAAAGCAGGTTGGGAGTCATTTTGTATATCATCACAAT

GCGGATGTAATTTTGGGTGTAAATTTTGTGCTACAGGCGACATTGGATTGAAAAAAAACCTAACTGTAGAT

GAGATAACAGATCAAGTTTTATACTTCCATTTATTAGGTCATCAAATTGATAGCATTTCTTTTATGGGAATG

GGTGAAGCTCTAGCCAACCGTCAAGTATTTGATGCTCTTGATTCGTTTACGGATCCTAATTTATTTGCATTAA

GTCCTCGTAGACTTTCTATATCAACGATTGGTATTATACCTAGTATCAAAAAAATAACCCAGGAATATCCTC

AAGTAAATCTTACATTTTCATTACACTCACCTTATAGTGAGGAACGCAGCAAATTGATGCCAATAAATGATA

GATACCCAATAGATGAGGTAATGAATATACTCGATGAACATATAAGATTAACTTCAAGGAAAGTATATATA
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GATTATATCATGTTGCCTGGTGTAAATGATTCTCTTGAGCATGCAAACGAAGTTGTTAGCCTTCTTAAAAGT

CGCTATAAATCAGGGAAGTTATATCATGTAAATTTGATACGATACAATCCTACAATAAGTGCACCTGAGAT

GTATGGAGAAGCAAACGAAGGGCAGGTAGAAGCCTTTTACAAAGTTTTGAAGTCTGCTGGTATCCATGTC

ACAATTAGAAGTCAATTTGGGATTGATATTGACGCTGCTTGTGGTCAATTATATGGTAATTATCAAAATAGC

CAATAGCTCTAGC 

 

SsCfr amino acid sequence, with [4Fe‐4S] coordinating cysteines in red 

 

MHHHHHHKEMNFNNKTKYGKIQEFLRSNNEPDYRIKQITNAIFKQRISRFEDMKVLPKLLREDLINNFGETVLNI

KLLAEQNSEQVTKVLFEVSKNERVETVNMKYKAGWESFCISSQCGCNFGCKFCATGDIGLKKNLTVDEITDQVL

YFHLLGHQIDSISFMGMGEALANRQVFDALDSFTDPNLFALSPRRLSISTIGIIPSIKKITQEYPQVNLTFSLHSPYSE
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