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ABSTRACT
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Doctor of Engineering

CosT OPTIMIZATION TOOLS FOR ADVANCED GAS TURBINE TECHNOLOGIES

by Stephan Langmaak

This thesis presents two studies that illustrate how cost modelling can be integrated into
the various design process stages, ranging from strategic gas turbine and airframe system
design to preliminary and detailed component design and production planning.

The first study investigates which cruise speed the next generation of short-haul aircraft
with 150 seats should fly at and whether a conventional two- or three-shaft turbofan, a
geared turbofan, a turboprop or an open rotor should be employed in order to make the
aircraft’s direct operating cost robust to uncertain fuel and carbon (COj) prices in the
Year 2030, taking the aircraft productivity, the passenger value of time and the modal
shift into account. To answer this question, an optimization loop was set up in MATLAB
consisting of nine modules covering gas turbine and airframe design and performance,
flight and aircraft fleet simulation, operating cost and optimization. If the passenger value
of time is included, the most robust aircraft design is powered by geared turbofan engines
and cruises at Mach 0.80. If the value of time is ignored, however, then a turboprop
aircraft flying at Mach0.70 is the optimum solution. This demonstrates that the most
fuel-efficient option, the open rotor, is not automatically the most cost-efficient solution
because of the relatively high engine and airframe costs.

The second study shows how a factory cost model can be combined with a paramet-
ric component production time model, to not only calculate costs at the manufacturing
operation level for production planning, but also the total unit costs of future integrally
bladed disc (blisk) designs for component trade-off studies. As future process times can
only be estimated and the correlation between operation times and blisk design parame-
ters, including the number of blades, the disc diameter and other design variables, is never
perfect, all operation times have uncertainty distributions. These are cascaded through

the model to generate a probability distribution of the unit cost.
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Chapter 1

Cost Optimization

1.1 Background

1.1.1 Costing within the Aerospace Industry

Cost estimating is the process of predicting the cost of a work activity or output by inter-
preting historical data or knowledge, which is usually done by creating a cost model [1].
Cost modelling, as practised in industry, is nevertheless largely based on experience rather
than science, because it lacks a consolidating theory [1, 2]. Cost estimation is also informa-
tion intensive, as it requires knowledge capture from various disciplines and it is affected
by unpredictable factors outside design, such as inflation and market conditions [1, 2.
Unfortunately, the aerospace industry is a typical example of high-tech but low-volume
manufacturing, where it is very challenging to obtain well documented and comprehensi-
ble costing information [1]. Often sparse and inaccurate data increases the challenge of
creating objective cost estimates and validating these [3, 4].

Parametric tools use historical data to unravel patterns and probabilistic relationships
between product features and cost without having to understand the details of fabrication
processes, materials and their interactions [4]. Activity-Based Costing (ABC), on the
other hand, is based on the laws of physics and fundamental manufacturing knowledge,
such as production operations [5]. Few quantitative cost models exist between the two
ends of this spectrum because no suitable method has been found that can deal with
multi-fidelity data from multiple levels of product definition [5]. The cost model presented
in Chapter 4 aims to bridge the gap by making use of the synergy effects from using an

ABC and a parametric model in conjunction.



2 CHAPTER 1. COST OPTIMIZATION

In the past, aerospace product prices were simply based on cost plus profit plus contin-
gency, as the market was not very competitive [6]. The aerospace industry was therefore
not forced to fully understand and reduce its cost base. Consequently, only a few cost
experts dealt with cost estimation for high-level bidding processes or detailed process-
time-based models [6].

Within the last 15 years, however, market pressure from low cost airlines and reduced
government defence budgets have forced aerospace companies to adapt to the conventional
rule of profit, which is price minus total cost [6]. This, and the emergence of long-term
‘power-by-the-hour’ service contracts provided by companies such as Rolls-Royce (R-R),
has increased the interest of gas turbine manufacturers in reducing and controlling their

manufacturing costs [5].

1.1.2 Design Optimization

The design phase contributes less than 10 % to the total product cost [1]. It is nevertheless
extremely important to be able to have accurate cost predictions as early as possible in
the design process, because 70-80 % of the manufacturing cost is controlled during this
phase [1, 7, 8].

Consequently, the ultimate goal for aircraft design is that it is driven by a balanced
trade-off between cost and performance, leading to affordability and sustainability for
operators over the life cycle of the aircraft [1]. The design optimization process within
the aerospace industry has tended to focus on aerodynamics, weight and structural per-
formance and over time highly reliable computational stress and fluid dynamics analysis
packages have been developed [5].

Unfortunately, unit cost has rarely been included in the iterative optimization loop
because it is difficult to find the true relationship between design variables and manufac-
turing cost [1, 3, 7]. The fact that cost predictions can only be made for a relatively well
defined product means that cost estimates are typically highly inaccurate during the early
stages of design. Such crude cost evaluations could lead to false results during design op-
timization, which is why cost models tend to only be used for a limited number of design
studies [2].

The cost estimating paradox is therefore that when accurate cost information is needed

during the conceptual design phase, it is not readily available. Once the design is fixed,



1.2. RESEARCH MOTIVATION 3

however, cost predictions become more reliable, leading to costly re-engineering and mod-
ification work [1, 9]. It can be concluded that the cost models that are available today are
not adequate for designing aerospace systems. Industries that deal with similarly complex
systems face comparable challenges, however, including civil engineering [10].

In order to generate a similar level of accuracy for cost predictions as for performance
estimates, more information is required [2]. The challenge for the aerospace industry is
therefore to control all aspects of cost and link these into the design decision making
process during the conceptual design phase [1]. This can only be achieved by developing

appropriate costing tools and integrating them into the optimization framework.

1.2 Research Motivation

This thesis presents two projects, the System Study and the Component Study, that show
how cost modelling can be integrated into the various design process stages as illustrated
in Fig. 1.1. While the System Study focuses on strategic gas turbine and airframe system
design at the ‘Innovation & Opportunity Selection Stage’, the Component Study deals with
preliminary and detailed component design and manufacturing planning during ‘Stage 1’
and ‘Stage 2’. The costing and technology aspects of the two studies are jointly covered
in Chapters 1 and 2, before the methodology and results of each study are discussed
separately in Chapters 3 and 4. Finally, Chapter 5 draws conclusions from the two projects

and makes recommendations for future work.

Strategic Engine  Preliminary & Detailed

System Design Component Design
Al A
r N ~
PRODUCTION & SERVICE
Stage 0 Stage 1 Stage 2 Stage 3 Stage 4 Stage 5 Stage 6
Innovatlon_ & | Preliminary Full Concept Product Product_lon & Contln_umg End OFf Life
Opportunity Concept Definiti Realisati Service Service Di |
Selection Definition ehntion ealisation Support Support 15posa
Innqvatiun& Concept Preliminary Critical Entry Into
Business Review & Design Design Service
Opportunity Formal Offer Review Review
Review to Customer ) .
Contract First Engine
Signature to Test

Figure 1.1: Design Phases within the Product Life-Cycle (adapted from
Ref. [11]).
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1.2.1 System Study

It takes around 5 years to develop a gas turbine engine, which then typically remains
in production for more than two decades [11, 12]. Similar to the rest of the aerospace
industry, gas turbine makers therefore have to make multi-billion investments into these
large and long-term projects and it normally takes at least 15 years until the costs are
recuperated [12]. Consequently, the strategic design team must make a sound prediction
30 years into the future and optimize the product in such a way that it remains competitive
throughout that period.

The Advisory Council for Aeronautics Research in Europe (ACARE) [12] states: “The
future is uncertain, except that changes will be rapid and marked, especially in the price
of resources, and this scenario will become a normal phenomenon.” Such uncertainties led
to the development of the principle known as ‘robust design’, which involves a departure
from the classic search for the global optimum. Instead, objective function plateaus are

sought that balance nominal performance against performance variability [13]. Thus:

The System Study uses a ‘robust design’ methodology
to find the optimum cruise speed, gas turbine and airframe
to minimize the direct operating cost
of the next generation of short-range 150-seat aircraft

in light of uncertain oil and carbon (COgz) prices in the Year 2030.

Although 2030 is less than two decades away, this timeframe was chosen because 2025 to
2030 is the likely service entry window for the next generation of short-range aircraft [14].
In the 2020s, the engine system options described in Section 2.1 on page 27 will also be
mature enough to potentially be used on such an airframe. No prognosis beyond the
Year 2030 is made because of the unpredictability of many factors thereafter, not just oil
and carbon prices, but also technological capabilities and aircraft rollout dates [15].

The significance of the System Study is reflected in the richness of the literature on
the subject, some of which is captured in Table 1.1. Although as a whole the 11 references
listed in Table 1.1 cover most of the work carried out in the System Study, each reference
primarily focuses on one of the four sub-headings given in Table 1.1, which are discussed
accordingly in the following sub-sections. Even though the System Study does not vary

the aircraft capacity, the flight distance, nor the passenger number (i.e. the demand for
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air travel), the uniqueness of the methodology used lies in its all-encompassing approach
to attempt to truly optimize the different engine and airframe system options to allow a
fair quantitative comparison. For this reason, the model created to carry out the System
Study was written entirely in MATLAB without using existing commercial or open source
code.

Table 1.1: System Study Literature Review.

Cost Envi . Uncer- Pt

0s nvironmen . erformance
Project System tainty

Objectives Study Ref. Ref. Ref. Ref. Ref. Ref. Ref. Ref. Ref. Ref. Ref.

[16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26]

comparison of different gas
turbine systems

uncertain future fuel and CO.
prices

optimization based on operating
cost

trade-off between various engine

and airframe design parameters v v v X v v v v X X X X

variable aircraft capacity X X X X v X X X X X

various flight distances X X X X X v X v v X X X
v

impact of cruise speed on
aircraft utilization

influence of cruise speed on

the modal shift v X v X X X X X X X X X
passenger value of time v X v X X X X X v X X X
variable passenger numbers X X X X X X X o/ X X X
Cost

In 1940, Mentzer and Nourse [16] analytically investigated the trade-off between the fixed
and variable cost of civil aircraft, i.e. the balance between aircraft acquisition and fuel
cost, by improving aerodynamic efficiency and specific fuel consumption. Their paper also
discusses the effect of the passenger value of time and the cruise speed on the aircraft’s
utilization and operating cost.

This discussion is taken further in the paper by Morrison [17] from 1984 that defines
aircraft design optimization as a compromise between the cost of fuel and the cost of time
of the aircraft, crew and passengers. It argues in the historical context of the higher fuel

prices in the 1970s than in the 1960s, that engineers would subsequently trade the cost of
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time for the cost of fuel by designing aircraft that are optimized for lower cruise speeds.
As induced drag becomes more critical than parasite drag at lower cruise speeds, these
aircraft would have larger wing spans.

The review paper by Lee et al. [18] analyses historical aircraft performance, cost and
emissions data and discusses future trends. Just like Mentzer and Nourse [16] and Morri-
son [17], Lee et al. [18] does not provide practical gas turbine and airframe system design

solutions for the future, as indicated in Table 1.1.

Environment

The next three papers listed in Table 1.1 investigate the trade-off between aircraft emis-
sions and cost. While Antoine et al. [19] and Bower and Kroo [20] both use a genetic
algorithm to create a Pareto Front that highlights the conflict between noise, NOy and
operating cost, Kernstine et al. [21] investigates which new aircraft technologies reduce
the environmental impact most effectively in terms of cost-benefit ratios. Unfortunately,
the three papers do not state what the optimum compromise between these conflicting

targets would look like, nor what the practical incentive is to implement it.

Uncertainty

In contrast to the other papers, Mavris et al. [22] and Ryerson and Hansen [23] examine
how uncertainty affects the optimum engine system. Mavris et al. [22] applies this to a
turbofan aircraft using probability distributions, to not only model uncertain fuel prices,
but also aircraft production quantities, aircraft utilization and other economic factors.
By subsequently varying several aircraft design parameters, Mavris et al. [22] creates an
operating cost distribution for the various designs and effectively selects robust solutions
by only choosing designs which have a 70 % chance of meeting various design and cost
constraints. As Table 1.1 shows, Mavris et al. [22] does not explore different engine
options and the value of time.

Instead of using probability distributions to model uncertainty, Ryerson and Hansen [23]
plots the operating cost of a narrow body jet, a regional jet and a turboprop aircraft against
a range of fuel prices and flight distances and explores the effect of the fuel price on the
passenger numbers. It concludes that as fuel prices increase, the turboprop aircraft offers

lower operating costs over a wider range of distances than the two jet aircraft. Although
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the value of time is included in the analysis, the paper does not provide an insight into
the system design trade-offs involved nor optimizes them. Just like Mavris et al. [22], it

also ignores the modal shift and aircraft utilization.

Performance

Guynn et al. [24], Peters [25] and Hendricks and Tong [26] compare direct drive and geared
open rotors to geared and conventional turbofan designs in terms of thrust, specific fuel
consumption, noise and weight. Unlike the System Study, the three papers only present

one design point for each system.

1.2.2 Component Study

There is limited literature on models that estimate the manufacturing cost of a design,
also known as unit cost, using parametric process time estimation in combination with a

bottom-up calculation of the resources consumed by every manufacturing process:

While the Component Study’s bottom-up Factory Cost Model
determines the £-per-hour cost rate of every manufacturing operation,
the parametric Scalable Blisk Cost Model
uses the correlation between historical operation times
and integrally bladed disc (blisk)! design data
to estimate the operation times of a future blisk based on its design parameters.

The unit cost of the new blisk design is then predicted

by multiplying the regressed operation times by the respective cost rates

and adding up the resulting costs.

A similar hybrid cost model that combines bottom-up and parametric costing is de-
scribed by Qian and Ben-Arieh [27]. It estimates the machining times by multiplying the
volume of material removed by the machine’s material removal rate. Unfortunately, this
approach is restricted to simple cylindrical parts as it depends on volumetric equations
to calculate the amount of material removed. These equations would have to be changed

manually in order to predict the cost of other geometries.

1 Blisks are used by the aerospace industry in gas turbine compressors and are described in more detail

in Section 2.2.1 on page 36.
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Although the Scalable Blisk Cost Model is also confined to a limited range of integrally
bladed disc designs, the model accounts for uncertainty and is based on a more complex
method of manufacture where more than half of the operations are only carried out under
certain design conditions. Furthermore, the number of extra features, such as holes and
seals, is not restricted. The Factory Cost Model itself has the flexibility to determine the

costs of any factory or manufacturing cell.

1.3 System Costing

1.3.1 Fuel and Carbon Prices
Fuel Price Variability

Between 1971 and 2009, the 12-month average oil price fluctuated between $17 and $99
per barrel in 2012 prices, which in turn caused the fuel cost fraction to vary between
14 % and 42 % of the Direct Operating Cost (DOC)? of U.S. passenger airlines [28, 29], as
Fig. 1.2 shows. In July 2008, for example, jet fuel prices peaked at $4.33 per U.S. gallon,
but plummeted to $1.28 by late December that year [30]. Similarly, between June 2014
and January 2015 the oil price dropped from around $110 to below $50 per barrel [31].
This short-term volatility is caused by market inelasticity both on the supply and the
demand side, which means that small changes on either side of the economic equation
have a large effect on price [32]. Figure 1.2 indicates that the first oil price peak between
1980 and 1981 was mainly due to political events, including the Organization of Petroleum
Exporting Countries (OPEC) Oil Embargo of 1973, the Iranian Revolution in 1979 and
the Irag-Iran War in 1980 [33]. Although several more wars in the Middle East contributed
to the second peak in 2008, financial speculation and an increasing demand from China
and India had a significant impact on the oil price as well [33]. Figure 1.2 also illustrates
that, unlike the high-bypass turbofan, the open rotor concept designs were developed as oil
prices were dropping which is why they never went into full production [34]. The turbofan
and the open rotor, also known as the unducted fan or propfan, are covered in more detail

in Section 2.1 on page 27.

2As implied by the name and defined in Table 1.2 on page 15, Direct Operating Cost is the cost directly
incurred by operating an aircraft, i.e.: (1) the cost of fuel; (2) engine and airframe depreciation and

maintenance costs; (3) landing, navigation, crew and ground charges.
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Figure 1.2: Correlation Between QOil Price and Direct Operating Cost from

1971 to 2009 (based on data from Refs. [28, 29, 33]).

Figure 1.3 displays the Direct Operating Cost of U.S. airlines per Revenue-Passenger-
Kilometre (RPK) in 2012 prices, as well as the DOC’s three constituent cost elements [28,
29]. While the engine and airframe depreciation and maintenance costs and the landing,
navigation, crew and ground charges were the bigger cost factors in the past, they have
been declining steadily since 1971. Although the fuel cost has, on average, also decreased
over the last 30 years, it has varied significantly because of the volatility of the oil price.
While the standard deviation of the yearly engine and airframe depreciation and mainte-
nance costs is 0.62 U.S. cents (¢) per RPK with respect to the linear trend, the standard
deviation of the fuel cost of 1.27 ¢/RPK is twice as high.
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Figure 1.3: Direct Operating Cost Elements from 1971 to 2009 (based on data
from Refs. [28, 29]).

Although the oil price in 2008 was six times higher than in 1971, Figure 1.3 highlights
that the Direct Operating Cost per RPK halved during that period because of significant

efficiency improvements, including;:

e The average utilization of U.S. aircraft, for example, increased from 50 % in 1971 to

80 % in 2009 [28].

e Continuously improving engine efficiencies, including the service entry of the high-
bypass turbofan in 1970, lighter and more aerodynamic airframes and other tech-
nologies reduced the total energy intensity of airliners by more than 60 % between

1970 and 2000 [15)].

e The rollout of the first twin-aisle aircraft, the Boeing 747, in 1970 enabled the average
capacity of planes with more than 90 seats to increase by 21 % in North America,

for example, from 122 seats in 1972 to 148 in 2008 [30].

e The introduction of the two-man cockpit in the 1980s and the increasing market
share of low-cost airlines since the 1970s have contributed to reduced operating

costs [35, 36, 37].

According to various forecasts, oil prices will continue to increase and exhibit increasing
volatility [12, 32]. The uncertainty of future oil prices is reflected by the U.S. Energy

Information Administration’s (EIA) large price disparity between the best and worst case
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scenarios for 2030 of around 73 and 196 $/barrel in 2012 prices, respectively [29, 38].
The United Kingdom (UK) Department of Energy & Climate Change concurs with that
prediction [39]. As in the past, the impact of increasing fuel prices can be minimized by
efficiency gains, which, as the System Study shows, is partly made possible by advanced gas
turbine technology in combination with an airframe optimized for the most cost-efficient

cruise speed.

Aircraft Emissions

Since the Wright brothers took to the skies over 100 years ago, aviation has been powered
by fossil fuels, just like 94 % of the rest of the transport industry [40]. According to
ACARE? [12], global COy equivalent emissions have to drop by 50-85 % by 2050 relative
to the Year 2000 to ensure that pre-industrial temperatures are not exceeded by more
than 2.0 to 2.4°C on average. In order to meet this target “all industry sectors, including
aviation, need to contribute their share of emissions reduction” [12].

In 1992, aviation accounted for 2% [12, 20] of global COy emissions and 3.5% [20,
41] of the global anthropogenic radiative forcing*. While air traffic is expected to grow
approximately 5 % per year [12, 20, 30], specific fuel consumption is projected to decrease
by only 0.7-1.5 % per annum [12, 15]. As this results in a net increase in aircraft emissions,
aviation’s share in global man-made radiative forcing is predicted to increase to 5% by
2050 [12, 20, 41]. Considering that the aviation industry has agreed to pay its full external
costs [41], the only way to legitimize and secure the aviation business in the long-run is

through a “clean approach” [12] where growth and ecological damage are uncoupled.

Carbon Trading

In 2009, the UK’s House of Commons Transport Committee [14] stated that the cost of
jet fuel does not provide enough incentive to achieve significant emission reductions and

encourage airlines to operate the latest generation of aircraft. An additional charge is

3The Advisory Council for Aeronautics Research in Europe
4According to Refs. [15] and [42], radiative forcing is measured in W/m? and is a surrogate for the global

mean surface temperature. It is used to compare the contribution of changes in individual atmospheric
constituents (forcing agents) to the energy imbalance of the earth-atmosphere system since 1750, i.e. pre-

industrial times.
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5 would have to cost between

therefore required whereby 1 metric-ton of COg9 emissions
€100 and €300 [14], i.e. around $131 to $392 in 2012 prices [29, 43].

As economic instruments are more cost-efficient and flexible in comparison to fixed
regulation [44], the British government, the aviation industry as well as environmental
groups believe that for the international airline industry, international emission trading
across all industrial sectors is the best solution [41, 45]. Since 2012, all flights within
the European Union (EU) with a maximum take-off weight above 5,700 kg are therefore
obliged to participate in the EU’s Emission Trading Scheme [44, 46].

Considering that COg was traded at approximately €6 (=~ $8) per metric-ton in
2014 [43, 47] shows that currently the EU Emission Trading Scheme has a relatively small
impact on ticket prices in comparison to the fuel cost. However, the UK’s Committee

on Climate Change published low- and high-price scenarios for 2030 of £35 and £105
(around $62 to $186) per metric-ton of CO2 in 2012 prices [15, 29, 43].

1.3.2 Multi-Disciplinary Optimization

In theory, engineering design simply involves finding and analysing all conceivable designs
and then selecting the best one [48]. In order to find the best solution objectively, however,
all significant design consequences have to be compared on an equal basis [49, 50]. Most
real design problems have more than one objective that has to be addressed, for example
minimizing cost while meeting a particular quality standard. These goals and constraints
often conflict, which means that the objective functions have to be traded off in some
way [50].

There are several multi-disciplinary optimization methods available, including;:

1. Surrogate Objective [20]: Instead of taking many different objective functions into
account, a surrogate is chosen that best mimics the objectives. For gas turbine

design, for example, this is often the specific fuel consumption.

2. Objective Aggregation [51]: All objectives are weighted and combined into one for-

mula.

3. Pareto Optimization [138, 51]: This technique is based on Objective Aggregation

but optimizes the design for a range of different objective function weightings. The

Based on U.S. passenger airlines data [28], in 2009 an aircraft had to fly approximately 5,400 mi on an

11-hour flight from Seattle to Beijing, for example, in order to emit 1 metric-ton of CO2 per passenger.
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line that connects the various optimum solutions on a multivariate plot, where one
objective is plotted against the other, is known as the Pareto Front. Each point on
the front is said to be ‘non-dominated’, that is, an objective can only be improved
at the expense of another. As the Pareto Front provides no guidance as to which of
the points on the line is the ‘best’, the designer has to choose an objective function

weighting in order to select his optimum solution.

Although monetary value is a form of objective aggregation, there are many ways of

measuring and optimizing it, as the following sub-sections show.

Profit

Airlines try to increase their profit by maximizing their revenue and reducing their operat-
ing costs. They consequently purchase aircraft (i.e. airframes and propulsion systems) that
promise a greater profit than investing the money in other assets, i.e. competing aircraft
designs or even different business ventures or financial products [52]. The profitability of
the aircraft in comparison to other investments can be calculated using the Net Present
Value (NPV) formula presented in Eq. 1.1, which is derived from Refs. [49] and [52]. It
is the sum of the present values of the yearly operating profits (i.e. the yearly revenues
minus the total operating costs) generated during the service life of the aircraft [52]. The
depreciation of the aircraft is not included in the operating costs, because it is accounted
for in the aircraft acquisition cost which is subtracted separately. While the airline rev-
enue is primarily the sum of the passenger and freight tickets sold, the discount rate is the
annual interest other investments would generate [52]. Operating cost is covered in more

detail in the next sub-section.

NPVp = net present value of profits
L = aircraft service life in years
t t* year of service

L
_ R —TOC: | _ Ry = revenue for year ¢
NPVe = t:zl { 1+ idis)t } AAC where = total operating cost for year ¢ (1'1)

(excl. aircraft depreciation)
Tdis = discount rate
AAC = aircraft acquisition cost
The gas turbine and airframe manufacturers are more likely to maximize their sales
and hence their profits if they design an aircraft that maximizes the profit of the airlines.

The best aircraft design can therefore be found by maximizing Eq. 1.1. Net Present

Value consequently enables multi-disciplinary optimization by expressing the aircraft’s
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specification in terms of monetary value. Rather than applying subjective weightings to
incompatible design requirements, like specific fuel consumption and manufacturing cost
where the optimum trade-off is not immediately apparent, the invisible hand of the market
conducts the trade-off. This means that when specific fuel consumption is converted into

fuel cost, the fuel price is used as the weighting parameter.

Operating Cost

The author believes that the all-encompassing nature of Eq. 1.1 is its strength but also its
weakness, because a large dataset is required in order to model the entire service life of the
aircraft. In addition, it is particularly difficult to estimate the airline revenue because ticket
prices, passenger numbers and freight volume are controlled by many variables outside
the engineering realm, including economic, geographic, political and time factors [37].
Although fuel and carbon prices in 2030 are similarly unpredictable as airline revenues,
the fuel and carbon costs of an airline are also influenced by the design of the aircraft
through its fuel efficiency. Assuming that aircraft safety, noise and passenger appeal are
not significantly altered, the only aircraft performance metric that has an impact on the
revenue is the cruise speed. It affects the ticket prices and the number of tickets sold
through the value of time and the modal shift, respectively. The value of time and the
modal shift are discussed in more detail in the next two sub-sections.

Rather than modelling Eq. 1.1 in its entirety and obscuring the results by factors that
are not related to the design of the aircraft, the focus was laid on the total operating cost.
According to Doganis [53], total operating cost can be divided into direct and indirect

operating costs, as shown in Table 1.2.
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Table 1.2: Direct and Indirect Operating Cost (adapted from Ref. [53]).

Direct Operating Cost Indirect Operating Cost

e aircraft depreciation (represented by AAC in Eq. 1.1) e ground buildings, equipment and transport

e interest on aircraft e ground staff
e aircraft insurance e ticketing, sales and promotion
e aircraft maintenance e administration

e fuel and oil
e flight crew
e cabin crew
e airport charges

e en-route charges

The Indirect Operating Cost (IOC) is primarily dependent on how the airline is run
and is therefore difficult to estimate [52, 54]. For these reasons, IOC is usually ignored by
the aircraft designer [54] and consequently it was also not included in the System Study.

The Direct Operating Cost (DOC), on the other hand, is significantly affected by the
design of the aircraft [54]. As a figure of merit in economic analysis, aircraft compari-
son and design trade-off studies, DOC is usually expressed in $ per seat-mile or $ per
revenue-passenger-kilometre flown [52]. This accounts for the effect the load factor and
the cruise speed have on the productivity of the aircraft. As DOC is effectively the value
of time (aircraft and crew) and resources consumed (fuel and oil), it could also include
the passengers’ value of time [17]. Table 1.2 indicates that DOC includes aircraft depre-
ciation, which is equivalent to dividing Eq. 1.1°s aircraft acquisition cost by the aircraft
service life, assuming that a simple linear depreciation method is used over the operating
life of the aircraft. Eq. 1.2 shows that the NPV of the Direct Operating Costs could be
calculated in a similar way as for the profits in Eq. 1.1. The DOC for only one year of
operation was calculated, however, because the author believes that the work involved in
predicting uncertain cost data for every year of service would not improve the accuracy
of the result. The futility of fully modelling both Eq. 1.1 and Eq. 1.2 is aggravated by
the discount factor, which has the effect that costs incurred at the end of the service life
have a diminishing effect on the NPV. A further reason why Eq. 1.2 was not used in the
System Study is that the discount factor is another variable that is independent of the

aircraft design.
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L
DOC,
NPV, = ——— 1.2

noe ; [(1 +idis)t] (1.2)

Based on the arguments presented above, which are summarized in Table 1.3, the
author believes that DOC covers all the aircraft-design related aspects of Eq. 1.1 and is

therefore a good substitute for the net present value of profits.

Table 1.3: Comparison of NPVp and DOC Parameters.

Parameter NPVp DOC
aircraft service life t, L aircraft depreciation
ticket price R value of time (the only ticket price factor directly affected by the air-

craft design, assuming that aircraft safety, noise and passenger appeal
are not altered)

number of tickets sold R seat miles or RPK

Direct Operating Cost TOC included

Indirect Operating Cost TOC  not included (not affected by the aircraft design)
discount factor Tdis not included (not affected by the aircraft design)

aircraft acquisition cost ~AAC  aircraft depreciation

Cost of Time

Value of Time (VoT) is a concept often found in cost-benefit analyses of transport services
and infrastructure [55]. In transport, it reflects how much travellers are willing to pay to
save time during a journey and, conversely, how much monetary compensation they would
expect for slow or delayed transport [17, 55]. As with ticket prices, the value of time
depends on many factors, including the length, time, location and itinerary of the journey,
the mode of transport, the fare class, the purpose of the trip and other socio-economic
characteristics of the passenger [55, 56]. As the value of time is an opportunity cost, it
only applies if the passenger has the opportunity to choose a faster mode of transport, i.e.
in this case a competing aircraft with a higher cruise speed [17, 55, 56].

For business passengers, the value of time is equivalent to their rate of pay minus the
value of the work done during the journey [55]. The value of non-working time can be
found by analysing the transport choices leisure travellers make, based on journey time
and cost [55]. Business passengers generally value time higher than leisure travellers [57],
which is reflected by ITA’s [56] and EUROCONTROL’s [58] estimates for air travel: while

business passengers’ average value of time is around €67 (~ $82) per hour in 2012 prices,
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it is only €26 (~ $32) per hour for tourists. Taking the passenger distribution [56, 58]

into account, this gives an average value of time of €48 (~ $58) per hour.

Modal Shift

In order to determine how the market share of the aircraft is affected by its cruise speed,
official travel time data from airline websites was collected that offered transport services
between 40 European city pairs. To account for actual door-to-door times, three hours
were added to the flight times, assuming that it takes one hour to get to the airport, one
hour to check in and board the aircraft and one hour to travel to the final destination [59].
Figure 1.4 shows these 40 door-to-door times plotted against the direct distance between
the city pairs. These data points were then used to generate the linear regression line
that is also displayed in Fig. 1.4. While the inverse of the regression line’s gradient
reflects today’s average cruise speed of 812km/h (~ 500 mph), the intercept of 3 hours
and 40 minutes is the sum of the regressed idle time of the flights (40 minutes) and the
three hours added by the author. The regression line forms the basis of the second graph
in Fig. 1.4, which shows how the average door-to-door speed increases with distance.

6 - - 400

y = 1.2309E-03x + 3.6612E+00
R?=9.3436E-01

380

Door-to-Door Time (in h)
w
.
= N N w
[¢)] o w o
o o o o

—
o
o

+ Door-to-Door Time

Average Door-to-Door Speed (in km/h

-=-Average Door-to-Door Speed 50

—Linear (Door-to-Door Time)
0 ‘ . ‘ ‘ ‘ ‘ ‘ ‘ 0
0 200 400 600 800 1,000 1,200 1400 1,600 1,800

Direct Distance (in km)

Figure 1.4: Total Flight Journey Time Vs. Direct Distance.

Figure 1.5 illustrates how the market share of the aircraft, the high-speed train and the
car changes with distance, based on a diagram presented by Jenkinson et al. [54]. While
the market share graphs of the aircraft and the car were constructed using the Lognormal

Cumulative Distribution (LCD), the train curve simply represents the remaining market
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share. The distributions would probably look very different for city pairs without a high-

speed train connection. By including high-speed rail rather than other slower modes of

transport that compete less with air travel, however, a conservative estimate about the

market share of the aircraft is being made.
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Figure 1.5: Aircraft, High-Speed Train and Car Market Share Vs. Direct Dis-

tance (data based on Ref. [54]).

The market share data shown in Fig. 1.5 was used in conjunction with the speed-

distance relationship in Fig. 1.4 to derive how the aircraft’s market share is related to

its average door-to-door speed. Rather than using Fig. 1.5’s LCD based on distance, the

aircraft’s market share can also be described by a LCD as a function of the average door-

to-door speed, as Fig. 1.6 indicates that the two distributions overlap almost perfectly.
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Figure 1.6: Aircraft Market Share Vs. Average Door-to-Door Speed.

Assuming that the market share of the aircraft is dependent on the average door-
to-door speed, the four graphs in Fig. 1.7 were created by first calculating the average
door-to-door times for the various cruise speeds and direct distances, and then using these
in conjunction with Fig. 1.6’s speed-based LCD to obtain the respective market shares.
For cruise speeds above 600km/h (~ 370mph), Fig. 1.7 clearly shows that the aircraft
becomes competitive at a direct travel distance of around 400km (~ 250 mi) and reaches
a market share above 90 % at 1,000km (= 620 mi) almost regardless of the cruise speed.
Between 400 and 1,000 km, where the aircraft competes most with the other forms of
transport, however, the cruise speed does affect the market share.
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Figure 1.7: Impact of Cruise Speed on Aircraft Market Share.
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According to Airbus [30], 70 % of single-aisle aircraft will fly 1,850km (&~ 1,150 mi)
or less in 2028. This information, together with the assumption that no 150-seater flight
will be less than 250km (~ 150 mi) but 5% will be less than 500 km, produced the LCD
shown in Fig. 1.8. The LCD was capped at a flight distance of 3,000 nautical miles
(~ 5,550km / 3,450 mi) because that is the likely design range for the next-generation
150-seater [60]. Based on 10,000 stochastic samples of this distribution, the mean flight
distance is 1,546 km with a standard error® of 10.2km. To save computing time, only the
average flight distance was used to find the optimum engine and airframe design.
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30% +

20% -

10% -

0%

A 4

0 1,000 2,000 3,000 4,000 5,000 6,000
Flight Distance (in km)

Figure 1.8: Single-Aisle Aircraft Flight Distance Distribution.

As Fig. 1.8 indicates that less than 40 % of the single-aisle flights are less than 1,000 km,
Fig. 1.9 illustrates that the reduced market share in the 400-1,000 km segment only starts
to affect the cumulative market share of the aircraft significantly if the cruise speed falls
below 400km/h. Here the cumulative market share is expressed in relative passenger-
kilometres, i.e. the RPKs flown at the various speeds are divided by the RPKs flown at
today’s cruise speed of 812 km/h.

5The standard error is a measure of the precision of the estimate and is defined as the standard deviation

of the distribution divided by the square root of the sample number [61].
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Figure 1.9: Effect of Cruise Speed on 150-Seater RPK.

Robust Design

There are several metrics for measuring robustness in which the trade-off between the mean
and the variability of the objective function is weighted differently. While ‘minimax’ opti-
mization involves minimizing the maximum value and is therefore a conservative approach
because it optimizes the worst-case scenario, Bayes Principle focuses on the average-case
scenario by simply minimizing the mean [13]. In this study, the Mean-Square Deviation
(MSD), defined in Eq. 1.3, was minimized because it takes both the mean and the variabil-
ity into account and is therefore a compromise between the other two approaches. Eq. 1.3
is adapted from Keane and Nair [13] where M represents the sample number and y; is the

4 sample of the objective function.

1
MSD = szf (1.3)

Although the reader might expect a slower but more fuel-efficient turboprop to produce
the most robust design, the optimum solution is not that straightforward because of the

following design trade-offs:

e As the cruise speed affects aircraft utilization, the optimization loop has to trade

productivity against fuel and carbon costs [17].

e Expensive gas turbine and airframe technology tends to reduce fuel consumption.

Fuel and carbon costs therefore have to be balanced against acquisition cost [17].
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e A small wing area reduces parasite drag which tends to improve cruise performance
but it leads to higher takeoff and landing speeds which requires more powerful en-

gines [17].

The Airbus A380 has a much larger fan that increases fuel burn by 1-2 % in order to meet
night-time noise restrictions at London Heathrow airport [41]. This shows that there is
also a complex trade-off between emissions and noise [62]. Noise is not included in the
optimization loop, however, because of the complexity of predicting it as well as estimating
its impact on the operating costs in 2030. Considering that even the open rotor is likely
to meet the International Civil Aviation Organization (ICAO) Chapter 14 standard, that

will take effect in 2020, shows that noise is unlikely to be a critical design factor [63].

1.4 Component Costing

1.4.1 Activity-Based Costing

Before the automation of production lines, the direct costs, including labour and material,
dominated the expenses of running a factory [1, 64]. Many factory cost models therefore
allocated machine depreciation and other indirect costs to a product according to the
labour hours spent on the item [1, 64].

Since the introduction of industrial robots in the 1960s, however, machine depreciation
costs have increased dramatically, while labour time has decreased in relation to the total
production hours [1]. This means that the indirect costs, also known as factory overheads,
now constitute the major part of the total production costs [1, 64, 65]. As overheads
are almost independent of factory utilisation and therefore labour time, many companies
are discovering that traditional accounting methods are too aggregated and distorted to
support decision making in costing [27, 65, 66]. If production volume is used to allocate
overheads for example, then high-volume products are likely to receive an excessively high
fraction of the overheads and will therefore subsidise the low-volume products [65].

Kaplan and Cooper consequently introduced Activity-Based Costing (ABC), also known
as bottom-up costing, in the 1980s as an alternative to the classic costing techniques [66].
ABC can account for indirect costs more realistically by costing the time and resources
spent on each activity in the manufacture of a product [27, 66]. This means that the

depreciation cost of a machine is converted into a £-per-hour cost rate that is allocated



1.4. COMPONENT COSTING 23

to the individual products the machine processes, while the setup costs of a production
batch will be distributed across the batch [65].

Figure 1.10 is a simple example of how much the unit costs of two parts, derived from
an average factory cost rate for the depreciation of two machines, can diverge from the

true unit costs calculated using ABC. The advantages of ABC therefore are:

e ABC provides more logical, detailed and hence more comprehensive and accurate
estimates of cost, especially when overhead costs are significant or when the product

range is very diverse [27, 64, 67].

e The cause and effect of every activity is understood, which allows the identifica-
tion of value and non-value added manufacturing operations and how resources are

consumed [1, 27, 64, 66, 67, 68].
The drawbacks of such an in-depth breakdown of cost are:

e A significant amount of very specific and accurate data is required [1, 2, 27]. This
means that a detailed design definition is needed that is usually not available during

the conceptual design phase [2].

e Developing and implementing such an accounting system is time consuming and

requires expert knowledge [1].

Description LFW Machine Polishing Machine
Investment Cost (in £) 10,000,000 100,000
Depreciation Period (in yr) 10 10
Part 1 Operation Time (in hr) 5 10
Part 1 Annual Production Rate 400
Part 2 Operation Time (in hr) 2 1
Part 2 Annual Production Rate 800

10,000,000 100,000
i i —_ =277 ——— =208
Machine Cost Rate (in £/hr) 10%(5% 400+ 2 800) 10%(10% 400+ 1% 800)
: 10.000,000+100,000 1909,
Factory Cost Rate (in £/hr) 10x((5+10)x400+ (2= 1)x800)

Description Part1 Part 2

Unit Cost (in £) based on _ A A L 1y
Factory Cost Rate 120.24x (5+10)=1803.57 120.24=(2+1) = 360.71

Unit Cost (in £) based on
Machine Cost Rate, i.e. ABC

227.78x5+2.08x10=1409.72

277.78x 2+ 2.08x1=557.64

Unit Cost Error based

on Factory Cost Rate
with respectto ABC

1803.57-1409.72

= o,
1409.72 27.9%

360.71-557.64 35.3%,
55764 2 ——=£

Figure 1.10: Conventional Vs. Activity-Based Costing.
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1.4.2 Parametric Costing

A parametric Cost Estimating Relationship (CER) establishes a relationship between cost
and one or more input parameters that affect cost, often defined using a regression model
based on historical data [1, 27, 67, 69]. The following criteria are important in selecting

the right cost drivers:

e They have to be statistically independent of one another and logically related to

cost [1, 70].

e The parameters have to be known with a reasonable level of confidence at whatever

stage of the product’s life-cycle a cost estimate is needed [1, 70].

e Only those variables that best explain cost should be selected to minimize correlation
effects and reduce the impact of the cumulative ambiguity of these parameters on

the uncertainty of the cost prediction [67, 70].

Parametric models are generally better suited to estimate recurring costs, i.e. unit costs,
than non-recurring research and development costs because the former are less sensitive

to programme peculiarities [71].

Advantages

Parametric cost estimation was first used by the U.S. government during the Second World
War to quickly agree on unit prices for military aircraft based on their weight [5, 72]. Since
then, associative cost models have become very common within aerospace because they
require few inputs to achieve reasonable accuracy [70]. The advent of statistical methods,
such as regression, have contributed to the popularity of the CER because regression
analysis also allows the statistical accuracy of the correlation between cost and the cost-
driving parameters to be determined [1]. Regression therefore enables the cost model to be
used as both an analytical and a predictive tool [10], and can also highlight data outliers
which is ideal for validating scaling rules and the underlying data [73].

While the ABC approach requires detailed knowledge of the manufacturing processes
involved, this is not the case for parametric cost models [70]. The latter treats historical
costs as facts and the manufacturing detail that generates the costs does not have to be
considered [2, 3]. Other advantages are that CERs are quick and easy to implement and

that non-technical experts can apply the method, even during the early stages of design
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when resources are limited [1, 27, 67, 70]. In addition, parametric cost models allow the
inclusion of cost as a variable in system design tools and also enable the uncertainty of

the predictions to be quantified [1, 67, 74, 75].

Resolving the Disadvantages

A major drawback of the CER is that historical cost data has to be carefully normalised
to eliminate the effects of inflation, exchange rates, technology levels, market forces, pro-
duction volumes and varying manufacturing performance [1, 2, 67, 69]. As the Scalable
Blisk Cost Model discussed in Section 4.2 on page 114 is based on the data from a single
generation of one component family where only the design of each blisk differs, the data
did not have to be normalised. The cost of a new blisk design can be predicted without
having to alter the scaling rules as long as it belongs to the same generation, i.e. is made
of the same material and does not require different manufacturing processes. Any changes
in the machine cost rates due to inflation, capacity adjustments in existing production
lines or the creation of a new factory can be accounted for by modifying the Factory Cost
Model accordingly.

If a CER is required for design optimization, then one has to ensure that the design
parameters are causally related to cost and not just correlated [9, 67]. As there is no
need to model individual manufacturing activities and justify cost variability, there is a
significantly higher risk that parametric methods do not identify the true cause-and-effect
relationships of cost, unlike ABC [1, 27, 67]. The Scalable Blisk Cost Model is therefore
an activity-based-parametric hybrid that combines the simplicity of the CER with the
accuracy of estimating costs at the activity level.

Several sources [2, 4, 73] state that regression models normally require a relatively
large dataset in order to identify statistically meaningful relationships. Other parametric
techniques, such as artificial neural networks, also require a significant amount of data,
however [1]. As the Component Study suffered from a lack of data to validate the scaling
rules, the inherent uncertainty is built into the model which is discussed in more detail in
Section 4.2.4 on page 119. Although Kim et al. [10] state that regression analysis cannot
be applied to non-linear relationships and multiple outputs, Section 4.2.3 on page 118

explains why the Component Study was not affected by these restrictions.
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Chapter 2

Advanced Gas Turbine Technology

2.1 Gas Turbine and Airframe System Options

For the next-generation 150-seater, the gas turbine and airframe manufacturers are explor-
ing five aircraft system options: the two- and three-shaft turbofan, the geared turbofan,
the turboprop and the open rotor [62, 76, 77]. Thus, the System Study modelled these five
system options in conjunction with a fuselage, gear, flaps, slats and spoilers based on the
current Airbus A320 [78], as shown in Figs. 2.1-2.6, because it is unlikely that a radically
new design, like the flying wing, will be introduced by 2030 [15, 41]. While the three
turbofan options all use the conventional low-wing airframe layout where the engines are
mounted under the wing as illustrated in Figs. 2.1-2.3, the turboprop-powered aircraft dis-
played in Fig. 2.4 requires four engines installed on a high wing to provide enough ground
clearance for the propeller tips. Both the wing and gear fairing in Fig. 2.4 are based on
the BAe Avro RJ [78]. As the open rotor has two propellers mounted in tandem, Figs. 2.5
and 2.6 show that only two engines are mounted at the rear of a low-wing fuselage. The
difference between the aircraft in Fig. 2.5 and Fig. 2.6 is that the former is designed for a
cruise speed of Mach 0.70, while the latter is optimized for Mach 0.76 which therefore has
greater wing and tail sweep angles.

Each of the five system options is explained in more detail in the following sub-sections.
In order to keep a clear distinction between the engine and the rest of the aircraft, the
word ‘airframe’ is used where the term ‘aircraft’ might be more appropriate. Similarly,
the open rotor blades are referred to as ‘propellers’ to avoid confusion with the rest of the

engine.
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2.1.1 System Option 1: Two-Shaft Turbofan

The simplest gas turbine consists of a single compressor and a single turbine that are
connected by a single shaft, a design first run by Frank Whittle in 1937 [11]. As the power
absorbed or produced by each compressor or turbine stage is proportional to its rotational
speed, ideally, each stage should rotate at a maximum speed that is only limited by the
centrifugal stress acting on the blades in order to minimize the total number of stages
required. In a single-shaft engine, the larger compressor and turbine blades towards the
front and the rear end of the engine restrict the rotational speed of the smaller blades
towards the centre of the engine. Thus, the number of stages can be reduced by splitting
both the compressor and the turbine into low-pressure and high-pressure systems and
introducing a second shaft that runs outside the first. First tested on the Rolls-Royce
Olympus engine in 1950 [79], the inner shaft connects the slower turning fan, the low-
pressure compressor (LPC) and low-pressure turbine (LPT), while the outer shaft links
the high-speed high-pressure compressor (HPC) and high-pressure turbine (HPT). The
two-shaft turbofan shown schematically in Fig. 2.1a consists of one fan, three LPC, nine
HPC, two HPT and six LPT stages. For simplicity, the shafts are not shown in Fig. 2.1a

nor in any other engine schematic in this thesis.
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Figure 2.1: Two-Shaft Turbofan Aircraft (Cruise Speed: Mach 0.78).

2.1.2 System Option 2: Three-Shaft Turbofan

A turbofan’s fuel consumption can be reduced by using a larger fan so that the bypass

ratio and hence the propulsive efficiency of the engine are increased. As the size of the

fan increases, however, the more the rotational speed of the LPC and the LPT is re-

stricted. The front stages of the HPC constrain the rear HPC stages in a similar way,

albeit to a lesser extent. By running the LPC, the front stages of the HPC and the second

HPT stage in Fig. 2.1a on a third shaft, the rotational velocities of each stage match

the optimum operating conditions more closely. First certified on the RB211 engine in

1972 [80], this additional intermediate-pressure system increases efficiency and reduces

engine length and weight, but leads to higher complexity and cost [11]. Rolls-Royce [11]

consequently believes that, currently, it is only the optimum architecture for engines with
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more than 25,000-35,0001b (=~ 111-156 kN) of thrust, i.e. more powerful engines than the
ones investigated in this study. The three-shaft engine in Fig. 2.2 has one fan, seven
intermediate-pressure compressor (IPC), six HPC, one HPT, one intermediate-pressure

turbine (IPT) and six LPT stages.
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Figure 2.2: Three-Shaft Turbofan Aircraft (Cruise Speed: Mach 0.78).
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2.1.3 System Option 3: Geared Turbofan

Instead of using a third shaft, the rotational speed of the fan can also be uncoupled from the
low-pressure system by installing a planetary gear system between the fan and the LPC, as
was first flight demonstrated on the Pratt & Whitney PW1000G in 2008 [81]. The effect
of the planetary gear system, represented by the rectangular box between the fan and
the LPC in Fig. 2.3a, on the engine design can clearly be seen by comparing Fig. 2.3a to
Fig. 2.1a which have similar performance characteristics. Due to the increased rotational

speed of the LP system, Fig. 2.3a only has three LPT stages while Fig. 2.1a has six.
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Figure 2.3: Geared Turbofan Aircraft (Cruise Speed: Mach 0.78).
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2.1.4 System Option 4: Turboprop

As the weight and the drag of the nacelle limit the bypass ratio of the turbofan, the only
way to further increase efficiency is by removing the fan duct and using a propeller instead
of a fan, as was first flight tested on the experimental Meteor 1 with two Rolls-Royce Trent
engines in 1945 [82]. The disadvantage of removing the protective fan duct is, however,
that the axial speed of the air entering the propeller is primarily determined by the flight
speed, rather than by the design of the fan duct, which limits the turboprop’s maximum
cruise speed [11]. Similar to the geared turbofan, the propeller is driven by the LPT
through a reduction gearbox in order to limit the rotational speed of the propeller and
minimize the number of LPT stages. Despite the gearbox, the maximum cruise speed is
also restricted to prevent the airflow velocity relative to the blade tips of the propeller
from exceeding the speed of sound, which would lead to a significant rise in noise and
drag [83]. At present, the turboprop is consequently only used for shorter flights where
the reduced cruise speed does not have a significant effect on the trip time [59].

The turboprop shown in Fig. 2.4 is based on the Europrop International TP400-D6
engine [84] which powers the Airbus A400M. Despite the higher mechanical complexity, the
TP400-D6 is a three-shaft configuration because it allows the propeller to be independently
powered by the LPT, while the engine core has the operational flexibility of a two-shaft
engine [83, 85]. The eight-bladed propeller has a variable-pitch mechanism which means
that a constant rotational speed can be maintained independently of the thrust setting
by adjusting the blade pitch angle [85, 86]. The rotational speed is reduced as the cruise
velocity is approached, however, to prevent the maximum flow velocity relative to the
blade tips from exceeding Mach 0.95 [85]. Apart from the propeller, the engine in Fig. 2.4a
consists of four IPC, six HPC, one HPT, one IPT and three LPT stages.
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Figure 2.4: Turboprop Aircraft (Cruise Speed: Mach 0.70).

2.1.5 System Option 5: Open Rotor

Unlike the turboprop, the open rotor has two counter-rotating ‘propellers’ that are ar-
ranged in tandem. The second propeller not only increases the thrust produced, but it
also recovers the air swirl leaving the first propeller, which increases engine efficiency and
allows the open rotor to operate at a higher cruise speed than the turboprop [62, 83|, as
Fig. 2.6 shows. Figure 1.2 on page 9 indicates that the open rotor concept designs were
developed and tested in the 1980s as a consequence of the OPEC oil embargo of 1973 but
were cancelled by the end of the decade because of the reducing oil prices [34]. Since the
oil price peak in 2008, however, there has been a renewed interest in the open rotor [87].

Of the five system options, the open rotor presents the most technological and opera-

tional challenges, however, including open rotor blade integration, control and reliability,
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engine installation and noise [76, 88, 89]. The two propeller rows can either be installed
at the front or the rear of the engine, respectively known as the tractor and the pusher
configuration [62]. A further option is whether the propellers are driven directly by a
counter-rotating turbine or through a reduction gearbox which requires cooling and in-
creases mechanical complexity [89].

While the design of the ten upstream and eight downstream propeller blades in Figs. 2.5a
and 2.6a is based on the EU’s valiDation of Radical Engine Architecture systeMs (DREAM)
project [90], the engine core is derived from Fig. 2.4a’s turboprop but has six instead of
four IPC and seven instead of six HPC stages — the reason is explained in Section 3.2.1
on page 88. The turboprop also forms the basis of the open rotor’s propeller rotational
speed and blade pitch control mechanism. The geared pusher configuration was selected
because of its superior performance and the lower cabin noise levels when installed at the
rear of the aircraft [24, 83]. Figures 2.5a and 2.6a clearly show that the open rotor’s two
propellers have slightly different diameters and blade numbers to avoid blade tip vortex
interference [83]. While the open rotor with the lower cruise speed is referred to as System

Option (SO) 5.1, the faster one is System Option 5.2.
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Figure 2.5: Open Rotor Aircraft (Cruise Speed: Mach 0.70).



36 CHAPTER 2. ADVANCED GAS TURBINE TECHNOLOGY

20

2 T
15[ /
//
10+ /
1t /
/
~ 5 / jﬁ”
= 05
£ E J/ { /} / />
£ = A L/ )
5 O o O K ——
o5 > 5 \ }
1t \\
-10F- \\
\\
1.5 \
15} \
, \}
2 5 200 10 20 30 40
x-axis (in m) Xx-axis (in m)
a) Engine b) Airframe Plan View
25 25
20 20
15 15
. 10 10 —
£ E yay
£ £ ]
< 5t T 5 _— B
2 » - 7
3 3 - =
Nooof N oo O
5 -5}
10 -10
15 ‘ ‘ ‘ ‘ ‘ 15 ‘ ‘ ‘ ‘
20 -10 0 10 20 0 10 20 30 40
y-axis (in m) x-axis (in m)
c¢) Airframe Front View d) Airframe Side View

Figure 2.6: Open Rotor Aircraft (Cruise Speed: Mach 0.76).

2.2 Gas Turbine Component Options

2.2.1 Blisks

Integrally bladed discs, commonly known as blisks, are currently found in axial-flow com-
pressors of gas turbine engines. Figure 2.7 shows that blisks require significantly less
material because the dead weight from the blade roots, disc lugs and the disc structure
required to support these features is no longer required. This leads to a weight saving of
up to 30 % [11], permitting higher blade speeds and consequently higher pressure ratios
per stage [91]. A blisk compressor therefore requires one third fewer rotor stages to achieve

the same total pressure ratio as a conventional design [91].
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conventional
-30% .
blade & disc - blisk
assembly weight (bladed disk)

Figure 2.7: Blisk Weight Saving.

Blisks first appeared in the 1960s in small helicopter engines and gradually grew in
size and production volume [92, 93, 94]. They are now common in military gas turbines
and are starting to be included in commercial aircraft engines [92, 94]. Currently, turbine
blisks are still in development because the high temperatures caused by the combusted
gas can only be withstood by materials that are difficult to machine and weld [95].

The three techniques currently used for manufacturing blisks are: Electro-Chemical
Machining (ECM) for blisks with small blades, Machining From Solid (MFS) for medium
sized blades and Linear Friction Welding (LFW) for large blades [92]. Figure 2.8 demon-
strates where each blisk type is typically found in the compressor of a gas turbine. As the
author only modelled LFW blisks, only linear friction welding is described in more detail

in the following sub-section.

LFW Blisks MFS Blisks ECM Blisks

Figure 2.8: Axial-Flow Gas Turbine Compressor with LFW, MFS and ECM
Blisks.
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Linear Friction Welding

During the LFW process, the blade is held against the disc with an equivalent force of
many tonnes while oscillating the blade on a linear path. The resulting friction causes the
metal in the surrounding area to heat up until it becomes viscoplastic and is gradually
squeezed out of the interface area as flash. Once the oscillation of the blade is stopped in
the right location, the disc and blade material in the friction welded zone cools down to
form a very high quality bond. Figure 2.9c illustrates the adaptive milling operation that

follows the welding process to remove the flash and create the final blade foot geometry.

Figure 2.9: Linear Friction Welding. a) Disc and Blade Before LFW, b) LEW Pro-
cess, and ¢) Adaptive Milling

Linear friction welding is primarily used to manufacture titanium blisks with a low
blade count for the low-pressure compressor [92]. While ECM and MFS blisks can only
have solid blades, LFW also permits the use of lighter hollow blades that could be made of
a different alloy to the disc [11, 92, 96]. Smaller blisks are usually not linear friction welded
because MFS and ECM tend to be more cost-effective. The blades on smaller blisks are

also more closely stacked which can make LE'W impractical due to tooling access problems.

Pros and Cons

In addition to weight reduction, blisks have the following advantages:

e They require less space which reduces the weight of the supporting engine structure,

thus maximising the engine’s power density and power-to-weight ratio [11, 92].

e The elimination of the blade-disc joint reduces leakage flows and fatigue, the former
increasing aerodynamic efficiency and stability, the latter permitting a longer service

life [92, 97].
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Blisks also have several drawbacks, however, which currently preclude their use throughout

the entire compressor:

e Blisks are more expensive to manufacture because the advanced technology requires
more expensive machinery, increased machining time and more elaborate quality

assurance measures [92].

e If a blade on a blisk is badly damaged, it is likely that the entire blisk will have to be
scrapped because individual blades cannot be substituted at the moment, although
a blade replacement process is currently being developed [96]. Standard repairs
such as blade tip blending and patching are already carried out, however [96]. The
latter process involves cutting off the damaged blade area, welding on a replacement

section and restoring the original contour using adaptive milling [98].

Consequently, every compressor stage in a new gas turbine requires an in-depth trade-off
study between the cheaper disc and blade assembly and the lighter, more compact and
more efficient blisk. This requires performance analysis tools as well as cost and weight

models.
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Chapter 3

System Study

3.1 Methodology and Assumptions

Figure 3.1 shows the optimization framework set up in MATLAB to find the most robust
engine and airframe specifications for the five gas turbine options. As the exact thrust
requirement for each new aircraft configuration is not known in advance, Fig. 3.1 indicates
that Modules 1 and 2 first create provisional engine and airframe designs based on a takeoff
thrust estimate of 124kN per turbofan engine, and a turboprop and open rotor LPT
power output of 5.9 MW and 18.0 MW, respectively. These thrust and power estimates
are multiplied by a growth factor of 1.25 based on the thrust ratio between the growth
and the baseline version of the V2500 engine [99].

These designs are then ‘tested’ in Module 5, which calculates how much more or less
thrust is needed to meet the various performance requirements by calling Modules 3 and 4
for each scenario. The test condition with the highest relative thrust requirement defines
the final engine and airframe design. This means that Modules 1 and 2 have to be rerun
before Fig. 1.8’s average flight distance (see page 20) can be simulated in Module 6. This
module calculates the total fuel consumption of the flight by running Modules 3 and 4
many times to cover the various flight stages. In Module 7, the cruise speed determines
how many aircraft are needed to fly the RPKs predicted for 2030 and how much they are
utilized. This information is then fed into Module 8, together with the fuel consumption
and block time calculated by Module 6, to calculate the MSD of the Direct Operating Cost.
Module 9’s optimizer then adjusts the design parameters and reruns the optimization loop

until the MSD has been minimized. Although Module 9 could also optimize the cruise
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speed, it was varied manually outside the optimization loop to see how the robustness of

the optimized designs changes with cruise velocity.

ENGINE AND AIRFRAME
SYSTEM DESIGN MODEL
INPUTS

MODULE 9: OPTIMIZATION
(design parameter values constrained by
input ranges)

MODULE 1: ENGINE DESIGN
(preliminary design based on max. thrust
estimate)

MODULE 2: AIRFRAME DESIGN
(preliminary design)

SYSTEM INPUTS

- Cruise Speed

- System Option (30)
1 =2-8haft Turbofan
2 = 3-Shaft Turbofan
3 eared Turbofan

ENGINE DESIGN PARAMETERS

- Turbine Entry Temperature

- Overall Pressure Ratio

- Fan Pressure Ratio (3O 1-3)

- Propeller Diameter (SO 4-5)

-Max. Propeller Tip Speed (SO 4-5)

PERFORMANCE CALCULATIONS
- Stage Pressure Ratio

- Stage Efficiency

- Turbine Cooling Air Mass Flow

- Bypass Ratio (SO 1-3)

- Max. Propeller Power (SO 4-5)

FIXED DESIGN PARAMETERS

- Fuselage Layout

- Wing / Tail Taper Ratio

- Wing / Tail Thickness Ratio

- Gear Length (SO 4-5)

VARIABLE DESIGN PARAMETERS

4 = Turboprop L AIRFRAME DESIGN PARAMETERS | DESIGN SPECIFICATION ! - Wing / Tail Dimensions
5 = Open Rotor - Wing Span - Number of Stages - Wing / Tail Sweep
ENGINE INPUTS - Mean Wing Chord Length - Blade Radius / Height / Angle / Turn - Nacelle Dimensions
- Turbine Entry Temperature Range - Nozzle Area - Gear Length (SO 1-3)
- Overall Pressure Ratio Range - Fan Diameter (SO 1-3) WEIGHT CALCULATIONS
- Fan Pressure Ratio Range (SO 1-3) MECHANICS CALCULATIONS - Maximum Takeoff Weight
- Propeller Diameter Range (SO 4-5) - Rotational Speed - Maximum Landing Weight
- Max. Propeller Tip Speed Range (SO 4-5) - Engine Mass - Zero Fuel Weight
AIRFRAME INPUTS - Engine Dimensions - Operating Weight Empty
- Wing Span Range
- Mean Wing Chord Length Range
* v
MODULE 7 MODULE 3: ENGINE PERFORMANCE MODULE 5
AIRCRAFT FLEET SIMULATION (based on aliitude, speed, temperature) PERFORMANCE REQUIREMENTS
(based purely on cruise speed)
FLEET SPECIFICATION -Max. Thrust MAXIMUM THRUST REQUIREMENT
- Flight Hours per Year |- Fuel Consumption Rate (dependent on - Takeoff Distance (no engine-out)
- Flight Cycles per Year thrust requirement) - Balanced Field Length (no / 1 engine-out)
- Number of Aircraft - 1st Segment Climb (1 engine-out)
MODAL SHIFT - 2nd Segment Climb (1 engine-out)
- Passenger Kilometers - 3rd Segment Climb (1 engine-out)
- Climb at Initial Cruise Altitude
¢ at 97.5% Maximum Takeoff Weight
- Climb at Final Cruise Altitude
MODULE 8 MODULE 4: AIRFRAME PERFORMANCE at 104% Zero Fuel Weight
No DIRECT OPERATING COST (based on altitude, speed, temperature, - Approach Climb (1 engine-out)
mass, thrust, climb angle, configuration) - Landing Climb (no engine-out)
AIRFRAME REQUIREMENT
MSD ¢ COST ELEMENTS [ Lift / Drag -Max. Landing Distance
minimized? - Aircraft Depreciation Cost - Plane Angle
- Aircraft Interest / Insurance Cost
- Aircraft Maintenance Cost
Yes - Crew Cost
- Landing / Navigation / Ground Cost ¢
A 4 - Cost of Time
ENGINE AND AIRFRAME - Fuel / Carbon Cost MODULE 2: AIRFRAME DESIGN MODULE 1: ENGINE DESIGN
SYSTEM DESIGN MODEL WMEAN-SQUARE DEVIATION (MSD) (final design) (final design based on max. thrust
OUTPUTS -DOC incl. [ excl. Cost of Time requirement)
DIRECT OPERATING COST ? FIXED DESIGN PARAMETERS PERFORMANCE CALCULATIONS
- Cost Elements - Fuselage Layout - Stage Pressure Ratio
- Mean-Square Deviation (MSD) MODULE 6 - Wing / Tail Taper Ratio - Stage Efficiency
ENGINE SPECIFICATION FLIGHT SIMULATION - Wing / Tail Thickness Ratio - Turbine Cooling Air Mass Flow
- Max. Thrust - Gear Length (SO 4-5) - Bypass Ratio (SO 1-3)
- Engine Mass / Length N VARIABLE DESIGN PARAMETERS - Max. Propeller Power (SO 4-5)
- Min. Compressor Height - Total Fuel Gonsumption - Wing / Tail Dimensions l¢—— DESIGN SPECIFICATION
- Bypass Ratio (50 1-3) - Block Time: - Wing / Tail Sweep - Number of Stages
- Fan Diameter (SO 1-3) - Nacelle Dimensions - Blade Radius / Height / Angle / Turn
- Max. Propeller Power (SO 4-5) (- - Gear Length (SO 1-3) - Nozzle Area
AIRFRAME SPECIFICATION [——WEIGHT CALCULATIONS - Fan Diameter (SO 1-3)

- Maximum Takeoff Weight

- Wing Sweep

FLIGHT PARAMETERS

- Initial / Final Cruise Altitude
- Total Fuel Consumption

- Block Time

- Maximum Takeoff Weight
- Maximum Landing Weight
- Zero Fuel Weight

- Operating Weight Empty

MECHANICS CALCULATIONS
- Rotational Speed

- Engine Mass

- Engine Dimensions

Figure 3.1: System Design Methodology.

Before each module is described in detail in the following sub-sections, Table 3.1 lists
the upper and lower limits that the optimizer has to adhere to. While the soft constraints
could be adjusted if the optimizer approached them, the hard constraints are fixed because
of the physical limitations specified in Table 3.1. Although centrifugal compressors could
alleviate the overall pressure ratio limit imposed by the minimum blade height of the axial

compressor [100], these were not considered in this study.
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Table 3.1: System Study Input Parameter Constraints.

Input Parameter

Minimum

Maximum

Turbine Entry
Temperature

Overall Pressure
Ratio

Fan Pressure
Ratio

Propeller
Diameter

Maximum
Propeller
Rotational Tip
Speed

Wing Span

Mean Wing
Chord Length

Engine
1,500 K (soft constraint)

20 (soft constraint)

1.3 (soft constraint)

3m (soft constraint)

150 m/s (soft constraint)

Airframe

function of minimum wing aspect ra-
tio of 5 (hard constraint for short-
range aircraft [101]) and minimum
wing area (hard constraint defined by
maximum approach speed of 135kn
EAS at MLW, SL, ISA® [60])

function of wing span and minimum
wing area (hard constraint defined by
maximum approach speed of 135kn
EAS at MLW, SL, ISA“ [60])

2,000K (hard constraint imposed by
turbine material technology [62])

50 (soft constraint) but limited by
minimum axial compressor blade
height of 13 mm (hard constraint due
to aerodynamic losses incurred by
small compressor blades [100])

2.0 (soft constraint)

5m (soft constraint)

350m/s (soft constraint) but max-
imum relative flow velocity of
Mach 0.95 (hard constraint based on
TP400-D6 engine [85])

36m (hard constraint to operate at
ICAO Code C airports [60])

function of wing span and minimum
aspect ratio of 5 (hard constraint for
short-range aircraft [101])

“kn = knots, EAS = Equivalent Airspeed, MLW = Maximum Landing Weight, SL. = Sea Level

ISA = International Standard Atmosphere

3.1.1 Module 1: Engine Design

Figure 3.2 illustrates that the gas turbine design module consists of nine sub-modules of
which the first seven are run in a loop until the design has converged and has satisfied the
design constraints. Only System Options 4 and 5 call Sub-Module 1.5, however, because

only the turboprop and the open rotor have propellers.
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- Engine Mass

- Engine Dimensions

- Bypass Ratio (SO 1-3)
ENGINE SUB-SYSTEM LEVEL
- Number of Stages

- Pressure Ratio

- Rotational Speed

ENGINE COMPONENT LEVEL
- Stage Efficiency

- Blade Radius / Height

- Blade Angle / Turn

- Turbine Cooling Air Mass Flow
- Nozzle Dimensions

- Fan Diameter (SO 1-3)

- Max. Propeller Power (SO 4-5)

- System Option (SO)
1 = 2-Shaft Turbofan
2 = 3-Shaft Turbofan
3 = Geared Turbofan
4 = Turboprop
5 = Open Rotor
- Max. Thrust
- Overall Pressure Ratio
- Atmospheric Conditions:
Altitude
Speed
Temperature
ENGINE COMPONENT LEVEL
- Turbine Entry Temperature
- Fan Pressure Ratio (SO 1-3)
- Propeller Diameter (SO 4-5)
- Max. Propeller Tip Speed (SO 4-5)

- Number of Stages

- Axial Flow Velocity

- Rotational Speed

- Annulus Radius / Height

- Mass Flow Rate

- Velocity

- Pressure

- Temperature

- Power

- Blade Radius / Height
- Blade Angle / Turn

?

v

SUB-MODULE 1.1
ENGINE DESIGN PERFORMANCE

SUB-MODULE 1.4:
ENGINE TURBINE DESIGN

ENGINE SYSTEM LEVEL

- Thrust

ENGINE SUB-SYSTEM LEVEL
- Mass Flow Rate

- Velocity

- Pressure

- Temperature

- Power

ENGINE COMPONENT LEVEL

- Mass Flow Rate (incl. cooling air)
- Velocity

- Pressure

- Temperature

- Power

- Blade Radius / Height

- Blade Angle / Turn

MODULE 1: MODULE 1 SUB-MODULE 1.2: SUB-MODULE 1.3: SUB-MODULE 1.5:
ENGINE DESIGN ENGINE DESIGN ENGINE ANNULUS DESIGN ENGINE COMPRESSOR DESIGN ENGINE PROPELLER DESIGN
QUTPUTS INPUTS (includes fan for SO 1-3) (SO 4-5)
ENGINE SYSTEM LEVEL ENGINE SYSTEM LEVEL ENGINE SUB-SYSTEM LEVEL ENGINE COMPONENT LEVEL BLADE DESIGN

- Blade Section Chord Length

- Blade Section Thickness

- Blade Section Sweep Angle

- Blade Section Pitch Angle
LOOP A (velocity)

- Blade Section Velocity

- Blade Section Temperature

- Blade Section Angle of Attack
- Blade Section Lift

LOOP B (rotational speed)

- Blade Section Drag

- Blade Section Pressure
LOOP C (blade pitch angle)

- Blade Power

- Blade Thrust

LOOP D (power split, only SO 5)
- Propeller Thrust

- Propeller Gear Ratio

?

¥t

SUB-MODULE 1.9
ENGINE DESIGN SCHEMATIC

SUB-MODULE 1.8
ENGINE DESIGN WEIGHT

SUB-MODULE 1.6
ENGINE SYSTEM DESIGN

- Nacelle Design (SO 5)

l—]

- Blade / Disc Density

- Disc Thickness

- Casing Thickness (blade
containment)

- Blade / Disc Torque

- Blade / Disc Inertia

- Blade / Disc Mass

SHAFTS, CASINGS AND DRUMS

- Shaft f Casing / Drum Radius

- Shaft / Casing / Drum Length

- Shaft f Casing / Drum Axial Force

- Shaft / Casing / Drum Torque

- Shaft / Drum Inertia

- Casing / Drum Pressure

- Shaft / Casing / Drum Stress

- Shaft f Casing / Drum Thickness

- Shaft f Casing / Drum Mass

OTHER COMPONENTS

- Gear Mass (S0 3-5)

- Miscellaneous Mass

Figure 3.

(update)
ENGINE SYSTEM LEVEL BLADES AND DISCS CONVERGENCE UPDATES
- Side View Plot - Number of Blades - Radius / Stage Loading
- Engine Dimensions - Disc Radius - Turbine Cooling Air Mass Flow

CONSTRAINT UPDATES
- Number of Stages

- Stage Loading

- Pressure Ratio

- Stator De Haller Number

Constraints
Satisified?

Converged?

h 4

SUB-MODULE 1.6:
ENGINE SYSTEM DESIGN
{convergence criteria)

ENGINE SUB-SYSTEM LEVEL
- Power

ENGINE COMPONENT LEVEL
- Turbine Cooling Air Mass Flow

SUB-MODULE 1.7:

ENGINE DESIGN CONSTRAINTS

ENGINE SUB-SYSTEM LEVEL
- Annulus Radius

- Rotor De Haller Number
ENGINE COMPONENT LEVEL
- Max. Mach Number

- Max. Rotor / Stator Turning

Engine Design Framework.

Sub-Module 1.1: Engine Design Performance

The design performance of the engine, including the mass flow, velocities, pressures, tem-
peratures and power, are calculated by Sub-Module 1.1 based on the thrust requirement,
the design parameters specified by the optimizer and the fixed performance values listed
in Table 3.2. The inlet pressure loss is significantly higher for the turboprop than for the
other system options because of the more convoluted inlet design. The power offtake is
based on the assumption that all aircraft systems are driven by electrical power and that
consequently no air has to be bled off the engines. As the turboprop aircraft is the only
system option in this study with four engines instead of two, each turboprop engine has

half the power offtake.
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Table 3.2: Fixed Engine Design Performance Values.

Parameter Value Source

inlet pressure loss SO 4: 3%, others: 0.5% Ref. [102]

polytropic efficiency cooled turbine stages: 90 %, rest: 92% extrapolated from Ref. [102]
bypass pressure loss (SO 1-3) 3% Ref. [100]

combustion efficiency 98 % Ref. [103]

power offtake SO 4: 185kW, others: 370kW scaled from Refs. [100, 104]
combustion chamber pressure loss 4% Ref. [102]

shaft efficiency 99 % Ref. [105]

gear efficiency 99 % Ref. [26]

nozzle pressure loss 1.5% Ref. [102]

Sub-Module 1.2: Engine Annulus Design

The performance data is then passed on to Sub-Module 1.2 which defines the general

arrangement of the engine, including:

e the annulus area throughout the engine, which is controlled by Table 3.3’s axial flow

velocities

e the number of compressor stages, based on the total temperature rise, AT, per stage

given in Table 3.3

e the rotational speed of the shafts, depending on the maximum turbine blade stress

which is set at 25 % of the ultimate tensile strength of the blade material [100]

e the inlet and outlet radii of the sub-systems, which are influenced by Table 3.3’s

ﬁ‘g)ﬂh, where AV, is the whirl velocity imparted on the airflow by

stage loading,

the rotor blades, and w r,, is the mean rotational speed of the latter components

In Table 3.3, the geared turbofan has a higher temperature rise per LPC stage than the

two-shaft turbofan, because the former’s LPC rotates more quickly.

Table 3.3: Fixed Engine Annulus Design Values.

Parameter Value Source
axial flow velocity fan inlet (SO 1-3): Mach 0.6, HPT inlet: MachO0.2, Ref. [100]
LPT outlet: Mach0.5, rest: Mach0.4
AT per stage LPC: 16K (SO 1), LPC: 40K (SO 3), IPC: 40K, HPC: 56 K Ref. [100]

stage loading compressor: 0.4, HPT: 1.8, IPT: 2.0, LPT: 2.3 Ref. [100]
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Sub-Module 1.3: Engine Compressor Design

The compressor rotors and stators, including the fan for the three turbofan system options,
are designed in Sub-Module 1.3 using velocity triangles in conjunction with the boundary
conditions specified by Sub-Modules 1.1 and 1.2. By calculating the mass flow, flow
velocity, pressure and temperature at each stage, the power consumed by each rotor stage

can be determined, as well as the height, radius and inlet and outlet angle of each blade.

Sub-Module 1.4: Engine Turbine Design

Similar computations are carried out to define the turbine in Sub-Module 1.4, except that
it also calculates how much air has to be bled off the compressor outlet to cool the turbine

blades, based on the following assumptions:

e the blades only require cooling if the flow temperature lies above the maximum metal

operating temperature, Ty,etq1, of 1350 K (extrapolated from Ref. [103])

e the turbine blades have a cooling efficiency, W, of 75% (extrapolated
from Ref. [103]) where Tp01ir, is the temperature of the cooling air as it enters the

turbine blade, and oo 0ut is its temperature as it leaves the blade

e the heat transfer coefficient of the turbine blades is 5,000 W/(m?K) according to
Ref. [103]

Sub-Module 1.5: Engine Propeller Design

While the turboprop blade design is based on the TP400-D6 propeller, the open rotor
blade is derived from the DREAM project, as described on page 32 and 33, respectively.
Once the blades have been scaled to the diameter specified by the optimizer, the turboprop
blade is discretized into 25 elements and the two open rotor blade designs into 12 each.
This ensures that the discretization error is only 0.4 % for the turboprop and 0.3 % for the
open rotor.

Unlike Propeller Vortex Theory, Propeller Momentum Theory and Momentum-Blade
Element Theory ignore flow rotation and fail to predict no blade loading at the blade
tips [86]. Propeller Vortex Theory is therefore considerably more accurate at predicting
these induced effects and shows close agreement with experimental results [86]. While the

turboprop needs three nested loops to determine the performance of its single propeller
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based on Propeller Vortex Theory, the open rotor requires an additional fourth loop to
modify the power split between the two propellers until the combined thrust is maximized.
Figure 3.2 shows that the innermost Loop A in Sub-Module 1.5 recalculates the flow
velocity, temperature, angle of attack and lift of each blade section until the flow velocity’s
relative error has dropped below the gas turbine design module’s convergence limit of
10710, The lift produced by each blade section is determined by multiplying the blade
section’s angle of attack by its lift slope, which is a function of the blade section’s design
and flow velocity [52]. Once Loop A has converged, Loop B checks whether the relative
airflow velocity of each section is less than Mach 0.95. If not, the rotational speed of the
propeller is reduced and Loops A and B re-run until that criterion is met. Before Loop C
is initiated, the blade section pressures are determined and the induced drag, parasite drag
and wave drag of each blade section computed based on equations presented in Ref. [52].
Finally, Loop C calculates the thrust produced and the power absorbed by all the blade
sections and adjusts the blade pitch angle to match the power provided by the LPT.

Sub-Module 1.6: Engine System Design

At the end of each design iteration, Sub-Module 1.6 checks the convergence of the turbine
cooling air mass flow and compares the power specification made by Sub-Module 1.1
against the actual power calculated by Sub-Modules 1.3, 1.4 and 1.5. For a fixed rotational
speed, w (in rad/s), and mass flow, m (in kg/s), Eq. 3.1 [100] shows that the power, Z

(in W), absorbed or produced by the compressor or turbine sub-system is controlled by
AViuh

W Tm

its mean radius, r,,, (in m), and its stage loading, . If any of the relative errors are
above the convergence limit, Sub-Module 1.6 updates the cooling air mass flow values and
adjusts the radii of the sub-systems. As the mean radius of the two-shaft engine’s LPC is

determined by the fan, however, its stage loading is modified instead.

2 Avwh

T'm

(3.1)

Z =m (UJ Tm) Avwh =m (w rnb)
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Sub-Module 1.7: Engine Design Constraints

The engine design process is made more complex by the fact that it has to comply with

several design constraints that are enforced by Sub-Module 1.7:

e To produce a smooth alignment of the engine’s annulus, the radii of the high-pressure
sub-systems cannot be greater than those of either the low- or the intermediate-
pressure systems. Similarly, the outlet radius of the IPT cannot exceed the inlet

radius of the LPT.

e Under no circumstance may the root radius of the blades be less than 0.1 m so that

there is enough space for the discs, shafts and other miscellaneous components.

e The core’s nozzle area, which controls the mass flow rate through the core, is set
so that none of the velocity triangle speeds can exceed Mach 1, except for the fan

whose blade tips are designed to operate at Mach 1.35 [100].

e To avoid large pressure losses or even flow separation and stall, the blade turn angle,
i.e. the difference between the inlet and outlet angle of the blade, has to be less than
30° for all compressor blades, less than 65° for the first HPT stator and less than

110° for the other turbine stators and all the turbine rotors [100].

e For the same reason, the flow velocity at and relative to the trailing edge of the
compressor rotor blade must not be less than 65 % of the flow velocity at and relative

to the blade’s leading edge [100]. This ratio is known as the DeHaller Number.

e After each turbine rotor, the exit angle of the flow relative to the engine’s centre-
line must not be greater than 35° to prevent excessive turning in the next turbine

stator [100].

Sub-Module 1.7 tries to rectify any violation of these constraints by adjusting the stage
number, the pressure ratio, the stage loading or the stator DeHaller Number of each
sub-system. As resolving one constraint violation can lead to another, Sub-Module 1.7
contains a database which specifies which of the four design parameters can be used to
address which violation and in what sequence in case there is a conflict with another
violation and a different design parameter consequently has to be modified. The database
also lists the importance of each constraint so that Sub-Module 1.7 knows which violation

takes precedence in case a conflict cannot be resolved.
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Sub-Module 1.8: Engine Design Weight

Once all the constraint violations have been resolved and the design has fully converged,
relatively simple mechanics is used to calculate the parameters listed for Sub-Module 1.8
in Fig. 3.2 on page 44, which ultimately determine the engine weight. The engine design is
based on the density, p (in kg/m?), Poisson’s ratio, v, and other properties of five different
materials, namely composite, steel and aluminium (Al), titanium (Ti) and nickel (Ni)
alloy. Table 3.4 gives an overview of which material is used for which engine component,
based on Ref. [11]. Although most material selections are fixed, the compressor rotor and

stator material depends on the operating temperature specified by Sub-Module 1.3.

Table 3.4: Engine Materials (adapted from Ref. [11]).

Sub-System

Component .

Fan / Combustion .
LP P HP
Propeller © © © Chamber Turbine

Rotor composite Ti/Ni Ti/Ni Ti/Ni Ni
Stator composite Ti/Ni/steel Ti/Ni/steel Ti/Ni/steel Ni
Disc/Drum Ti Ti Ti Ti Ni
Shaft steel steel Ti Ni
Casing Al Ti steel steel Ni Ni

The blade number, ny, is determined using Eq. 3.2 [100] where C7, is the lift coefficient
(equal to 0.5 for the compressor blades and 0.8 for the turbine blades), P and p are the
total pressure and the static pressure, respectively, measured relative to the leading edge
of the compressor blade or relative to the trailing edge of the turbine blade, hy is the blade
height, and ¢, is the axial chord length of the blade.

m AViyn/ny = Cp (P —p) hy co (3.2)

The blade mass is based on the assumption that the mean compressor and turbine
blade thickness-to-chord (k/c) ratio is 0.05 and 0.2, respectively [100]. The fan rotors are
assumed to only have a mean k/c ratio of 0.02, however, because of their thin wide-chord
blade design. As multiplying the blade height by the chord length and the mean k/c ratio
only gives the mass of the aerofoil, the fan and compressor rotor aerofoil mass is multiplied
by 1.3, the compressor stators by 1.15, the turbine rotors by 1.5 and the turbine stators
by 1.25 [100].
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The thickness of the disc web, k,, (in m), and of each of the cob elements illustrated
in Fig. 3.3 is based on the hoop stress formula given in Eq. 3.3 [100]. Both Fig. 3.3 and
Eq. 3.3 also show that the disc not only has to contain the centrifugal stress acting on the
blades, o (in Pa), but also on the drum, o4, that links the discs within each sub-system.
While o, depends on the number of blades, ny, multiplied by the mass of each blade,
my, the centrifugal load of the drum acting on each disc web is equal to the mass of the
drum, mg, divided by the number of disc webs, n,,. The number of cob pairs, n.p, is only
incrementally increased from zero in steps of one, if k,, is greater than 75 % of the blade’s
axial chord length or if the stress level exceeds the design hoop stress, 0400, Which is set
at 80 % of the ultimate tensile strength of the material [100]. While the tip radius of the
web, 1 4, is dictated by the blade root radius, the root radius of the web, r,,, and the

cobs, 7, cp, is based on existing engine designs.
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Figure 3.3: Blade, Disc and Drum Schematic.

While the pressure difference upstream and downstream of the blades creates an axial
load on the rotors and stators, the turning of the flow imposes a torque on the blades.
These loads have to be included in the maximum principal stress calculations to determine
the thickness of the shafts, casings and drums. Additionally, the shaft and the drum
thicknesses are dependent on the centrifugal load, and the casings and the drums have to

contain the pressure built up inside the engine.



3.1. METHODOLOGY AND ASSUMPTIONS o1

Irrespective of the loads, the minimum thickness of the casing is dictated by the re-
quirement to contain a released blade, which is based on the analytical energy balance
equation given in Ref. [106]. Similarly, the minimum thickness of the shafts and the
drums is set by the constraint that the maximum deflection of the sub-systems due to
gyroscopic torque has to be less than 1 um, assuming a maximum turn rate of 0.2rad/s
(= 11deg/s) [107].

For the geared turbofan, the turboprop and the open rotor the mass of the planetary
gear system is based on the value of 5001b quoted in Ref. [25]. This value is multiplied by
the ratio between Sub-Module 1.8’s total mass estimate and the dry mass of the TP400-D6
engine of 1940 kg [84]. To account for the remaining engine components, including the oil,
fuel and control systems, and the engine support structure, the engine mass prediction is
multiplied by a factor of 1.15. This produces total mass estimates that deviate by less

than 3% from the dry mass of both the TP400-D6 and the V2500 engine [84, 99].

Sub-Module 1.9: Engine Design Schematic

In addition to generating the engine schematic, Fig. 3.2 on page 44 indicates that Sub-
Module 1.9 calculates the engine dimensions. Except for the open rotor, the nacelles are
not reproduced in the engine schematics, as Figs. 2.1-2.6 on pages 29-36 illustrate that

they are already included in the airframe diagrams.

3.1.2 Module 2: Airframe Design

Figure 3.4 shows that the airframe design module re-iterates the airframe design and
weight computation until the lift distribution between the wing and the horizontal tail
is similar to the current Airbus A320 [78] by shifting the location of the wing and any
sub-systems attached to it. This ensures that the aircraft is balanced correctly, even when
the rear-fuselage mounted open rotor engines move the centre of gravity of the aircraft

significantly towards the rear.
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Figure 3.4: Airframe Design Framework.

Sub-Module 2.1: Airframe System Design

- Maximum Landing Weight
- Zero Fuel Weight

- Operating Weight Empty
LOCATION

- Wing

Only the airframe’s wing span and mean chord length are varied by the optimizer, because

the fuselage dimensions, as well as the taper and thickness-to-chord ratios of the wing and

the tail, are based on the A320 values listed in Table 3.5. Figure 3.4 indicates that several

other inputs are needed to define the airframe design, however, including;:

e The system option, which specifies the wing and engine configuration.

e The dimensions of the engine and its nozzle, which are needed for the nacelle design.

e The cruise speed, which controls the sweep angles of the wing and the horizontal

and vertical tail, based on the A320 [78] and other aircraft designs [54].

e While the diameter of the three turbofan system options is required to calculate the

length of the landing gear, the turboprop’s and the open rotor’s propeller diameter

determine the minimum wing span and the pylon length, respectively.

The wing span, by, and mean chord length, ¢, w, not only control the wing area, Sy,

but also respectively influence the horizontal and vertical tail areas, Sy and Sy, that

are calculated using Egs. 3.4 and 3.5. These two equations are adapted from Ref. [52],

where [ and [y are the distances between the aerodynamic centres of the wing and

the respective tail, and C'ypr and Cyp are the tail volume coefficients given in Table 3.5.
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Sy — CHT X ;m,W x Sw (3‘4)
HT

Syp — CVTXZI’—WXSW (3.5)
VT

Unlike for the three turbofan system options, the gear lengths of the turboprop and
open rotor aircraft, listed in Table 3.5, are determined by the fuselage’s tail-strike angle

and not the propeller diameter.

Table 3.5: Fixed Airframe Design Values.

Parameter Value Source
wing taper ratio 0.260 Airbus A320 [78§]
wing thickness-to-chord ratio 0.101 Airbus A320 [78]
horizontal tail taper ratio SO 1-3: 0.310, SO 1-3: Airbus A320 [78],
SO 4-5: 0.426 SO 4-5: BAe Avro RJ [78]
vertical tail taper ratio SO 1-3: 0.317, SO 1-3: Airbus A320 [78],
SO 4-5: 0.625 SO 4-5: BAe Avro RJ [78]
horizontal tail volume coefficient SO 1-3: 1.207, SO 1-3: Airbus A320 [7§],
SO 4-5: 1.146 SO 4-5: BAe Avro RJ [78]
vertical tail volume coefficient SO 1-3: 0.084, SO 1-3: Airbus A320 [78],
SO 4-5: 0.080 SO 4-5: BAe Avro RJ [78]
main gear length SO 4: 1.45m, SO 5: 1.77m based on BAe Avro RJ
tail-strike angle [78]
nose gear length SO 4-5: 1.01m based on BAe Avro RJ

tail-strike angle [78]

Sub-Module 2.2: Airframe Design Weight

The various total aircraft weights listed in Fig. 3.4 for Sub-Module 2.2 are calculated
using the weight formulas and fixed values given in Table 3.6. Once all the weights
have been determined, they are summed up and multiplied by Table 3.6’s Airbus A320
weight reference factor, which calibrates the estimated Maximum Takeoff Weight (MTOW)
against that of the current A320 [78]. The fact that this factor is 0.995 shows that Sub-
Module 2.2 overpredicts the MTOW of the current A320 by only 0.5%. Finally, the
weights are multiplied by the Table 3.6’s composite weight factor to account for the weight
reduction potential offered by composite materials.

In addition to the weight computations, Sub-Module 2.2 calculates the wing incidence

angle so that the cabin floor is level during cruise. It does this by first determining
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Table 3.6: Airframe Weight Formulas and Values.

Parameter Value Source

Total Airframe Weight Formula

Airbus A320 weight reference factor 0.995 Airbus A320 [78]

composite weight factor 0.8 Ref. [54]
Fuselage Weight Formula [54]

economy class seats (average) 159 Airbus A320 [78]

first class seats (average) 6 Airbus A320 [78]

cargo hold volume 37.4m? Airbus A320 [78]

Wing Weight Formula [101]
Horizontal / Vertical Tail Weight Formula [52]
Nacelle / Pylon Weight Formula [52]
propeller clearance 0.3m Ref. [52]
Main / Nose Gear Weight Formula [52]
Fized Equipment Weight Formula [54]
Operational Items Weight

supplies 2.27kg per economy passenger, Ref. [54]
2 x 2.27 kg per first class passenger

water 0.68 kg per passenger Ref. [54]

safety 3.40 kg per passenger seat Ref. [54]

flight crew weight (incl. baggage) 2 x 95kg Ref. [60]

cabin crew weight (incl. baggage) 5 x 85kg Ref. [60]
Payload Weight

passenger seat utilization 80 % Ref. [108]

passenger weight (incl. baggage) 100 kg Ref. [60]

cargo hold utilization 40 % assumption

cargo density 130kg/m® Ref. [101]

the lift coefficient, Cp, required to fly at cruise speed at the initial cruise altitude at
97.5% MTOW, and then dividing C, by the wing’s lift slope, which is a function of the

wing design and the flight speed [52], just like for the propeller blade sections.

Sub-Module 2.3: Airframe Design Balance

Figure 3.4 shows that Sub-Module 2.3 determines the aerodynamic centres of the wing
and the two tail surfaces as well as the centre of gravity of all airframe sub-systems. These
locations are not only needed to calculate the two distances between the aerodynamic
centres, lgr and lyr, in Sub-Module 2.1, but also to compute the centre of gravity of the

aircraft and the lift ratio between the horizontal tail and the wing.
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3.1.3 Module 3: Engine Performance

Figure 3.5 illustrates that the gas turbine performance module uses three nested loops
to either calculate the engine’s maximum thrust or the fuel consumption rate for a given
thrust requirement. Both output options not only depend on the engine design and the
performance losses specified by Module 1, but also on the atmospheric conditions listed
amongst the input parameters in Fig. 3.5. The performance computations carried out by
Sub-Modules 3.1 to 3.4 are identical to their counterparts in the engine design module,
except that the design is fixed. Sub-Modules 3.2 and 3.3 do adjust the compressor and

turbine stator angles, however, to provide a smooth flow onto and off the rotor blades.
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OUTPUT OPTION 1
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P OUTPUT OFTION 2

- Fuel Consumption Rate

SUB-MODULE 3.1
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(loop 3 convergence criteria)
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-Max. Rotational Speed ves SUB-MODULE 3 1 MODULE 3
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- Max. Propeller Power (SO 4) No (loop 3 update) INPUTS
OUTPUT OPTION 2 > Loop 3 >
- Thrust Converged? ENGINE COMPONENT LEVEL ENGINE SYSTEM LEVEL
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L ¢ 3 = Geared Turbofan
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SUB-MODULE 3.1 SUB-MODULE 3.1 5= Open Rotor
ENGINE SYSTEM PERFORMANCE ENGINE SYSTEM PERFORMANCE _ Qutput Option
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2= Fuel G tion Rats
ENGINE SUB-SY STEM LEVEL Converged? ENGINE SUB-SYSTEM LEVEL EngneDegon e
- Mass Flow Rate - Mass Flow Rate ~Thrust (Output Option 2)
- Atmospheric Conditions:
A Altitude
Speed
SUB-MODULE 3.4: ENGINE SUB-MODULE 3.1 ves SUB-MODULE 3.1 Temperaiure
PROPELLER PERFORMANCE ENGINE 8YSTEM PERFORMANCE ENGINE SYSTEM PERFORMANCE
(S0 4-5) - (loop 1 convergence criteria) . Loop 1 No (loop 1 update)
> P
LOOP A (velocity) ENGINE SUB-SYSTEM LEVEL Converged? ENGINE SUB-SYSTEM LEVEL
- Blade Section Velocity - Power - Rotational Speed
- Blade Section Temperature - Pressure
- Blade Section Angle of Attack
- Blade Section Lift f ¢
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- Stator Angle - Stator Angle - Temperature
- Power

Figure 3.5: Engine Performance Framework.

Once Sub-Modules 3.1 to 3.4 have determined the engine performance for the initial
turbine entry temperature, core and bypass mass flow rate, rotational speeds and pressures,
Loop 1 adjusts the rotational speed of the shafts and reruns Sub-Modules 3.1 to 3.4
until the power consumed by the compressor sub-systems balances the power produced by

respective turbine sub-systems. To ease convergence of the three-shaft systems, the IP and
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HP rotational speeds are linked. After the relative error has dropped below Module 3’s
convergence limit of 1073, Loop 2 tunes the actual mass flow rate through the engine core
to meet the target mass flow rate set by the core’s nozzle. For the three turbofan engine
options, Loop 2 simultaneously modifies the bypass mass flow rate to satisfy the separate
bypass nozzle conditions. If the maximum thrust has to be determined, Loop 3 changes
the turbine entry temperature until any of the design limits specified by Module 1 has
been reached. These limits include the maximum rotational speed, the maximum turbine
entry temperature and, in the case of the turboprop engine, the LPT power limit which
is set at 85 % of the maximum power output based on the TP400 derate [85]. For the
alternative output option, Loop 3 alters the turbine entry temperature until the required

thrust level has been met.

3.1.4 Module 4: Airframe Performance

Before Sub-Module 4.2 can determine the aircraft’s pitch angle and lift, Sub-Module 4.1 has
to compute the various drag components listed in Fig. 3.6, based on Module 2’s airframe
design and the drag formulas given in Ref. [52]. The configuration of the gear, flaps, slats
and spoilers and the engine-out condition are listed amongst the inputs in Fig. 3.6 because
they affect the aircraft’s parasite and induced drag. In order to determine the pitch angle
of the aircraft, Sub-Module 4.2 has to calculate the wing’s lift slope and the lift coefficient
required to balance the thrust, weight and drag vectors. Since the pitch angle affects the
thrust vector, the lift coefficient and the pitch angle are recalculated until the relative

error drops below 10710,

MODULE 4. SUB-MODULE 4.1: SUB-MODULE 4.2: MODULE 4:
AIRFRAME PERFORMANCE AIRFRAME DRAG PERFORMANCE AIRFRAME SYSTEM PERFORMANCE AIRFRAME PERFORMANCE
INPUTS OUTPUTS
- System Option (SO). PARASITE DRAG DRAG - Lift
1 = 2-Shaft Turbofan - Fuselage - Drag Coefficient - Drag
2 = 3-Shaft Turbofan - Fuselage Upsweep LIFT - Pitch Angle
3 = Geared Turbofan - Windshield - Lift Slope
4 = Turboprop -Wing - Angle of Attack
5 = Open Rotor - Flaps / Slats - Pitch Angle
- Airframe Design - Spoilers - Lift Coefficient
- Weight — _ Vertical / Horizontal Tail — —
- Thrust - Nacelle / Pylon
- Climb Angle - Engine-Out
- Atmospheric Conditions: - Main / Nose Gear
Altitude - Gear Fairing (SO 4)
Speed WAVE DRAG
Temperature - Aircraft Max. Cross-Sectional Area
- Gear Configuration (Up / Down) - Aircraft Length of Non-Constant Area
- Flaps / Slats Configuration (0-5) INDUCED DRAG
- Spoilers Configuration (Inactive / Active)
- Engine-Out (No / Yes)

Figure 3.6: Airframe Performance Framework.
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3.1.5 Module 5: Performance Requirement

The takeoff thrust or LPT power requirement for the final engine design is calculated by
multiplying the respective estimate for the provisional engine design, given on page 41,
by the maximum thrust ratio needed to meet the 10 performance requirements listed
in Table 3.7. As a thrust ratio greater or smaller than unity affects the final engine
and airframe performance, ideally, the system design should be updated until the thrust
ratio converges towards 1. To save computing time, however, the convergence process is
approximated by raising the thrust ratio to the power of 1.3 for the three turbofan options
and 1.9 for the turboprop and the open rotor.

The initial and final cruise altitudes are the altitudes at which the true airspeed (in
m/s) divided by the fuel consumption rate (in kg/s) is maximized, which depends on
the aircraft design and weight. The temperatures are based on International Standard
Atmosphere (ISA) conditions and the ISA temperature deviations given in Table 3.7. As
the thrust changes significantly during takeoff and landing, where the Equivalent Airspeed
(EAS) increases from VEag min t0 VEAS maz and vice versa, an average thrust value is used.
According to Ref. [52], it is calculated at the airspeed, Vg ag,eng, specified by Eq. 3.6 for the
three turbofan engines and Eq. 3.7 for the turboprop and open rotor. Each requirement

is described in more detail in the following sub-sections.

1
VEaS,eng = VEAS,min + 7% X (VEaS,maz — VEAS,min) (3.6)

VEAS,eng = VEAS,m'Ln +0.74 x (VEAS,maz - VEAS,min) (37)
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Table 3.7: Performance Requirements (based on Ref. [52] unless specified oth-

erwise).
. Flaps / . ISA  Thrust
R(:};;lltre_ Speed  Weight  Altitude  Gear Slats Spoilers 1 E(;llgllne— AT Level
(78] [60]  [54, 109]
Takeoff Field Length (maz. 2,000m [60])
distance rotate MTOW clear down 3 no no 15 100 %
factor: at 35-ft
1.15 [54] 1.1Vy obstacle
Balanced Field Length (maz. 2,000m [60])
ground accel. MTOW 0ft down 3 no no 15 100 %
roll up to
Vi
reaction \%1 MTOW 0ft down 3 no yes 15 100 %
time:
1 sec
continued rotate MTOW clear down 3 no yes 15 100 %
takeoff at 35-ft
1.1Vs obstacle
rejected brake ~ MTOW 0ft down 3 yes yes 15 7%
takeoff to stop
1°% Segment Climb
climb 1.25Vs  MTOW 35ft down 3 no yes 15 100 %
gradient
SO 4: 0.5%
others: 0.1%
274 Segment Climb
climb 1.25Vs MTOW 400 ft up 3 no yes 15 100 %
gradient
SO 4: 3.0%
others: 2.4 %
3™ Segment Climb
climb 1.25Vs  MTOW  1,500ft up 0 no yes 15 87 %
gradient
SO 4: 1.5%
others: 1.2%
Initial Cruise Altitude Climb
climb rate: cruise 0.975 max. up 0 no no 10 75 %
300 ft/min speed MTOW fuel
[60] efficiency
Final Cruise Altitude Climb
climb rate: cruise 1.04 max. up 0 no no 10 75 %
300 ft /min speed ZFW* fuel
[60] efficiency

YZFW = Zero Fuel Weight

continued on next page
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continued from previous page

Require- Flaps / 1 Eneine- ISA  Thrust
n(llent Speed  Weight Altitude  Gear Slats Spoilers Olgl : AT Level
(78] [60]  [54, 109]
Landing Distance (maz. 1,600m [60])
approach 1.3Vs MLW 50 ft down 5 no no 0 req.
angle: thrust
_3°
flare 1.3Vs MLW 50 ft down 5 no no 0 7%
ground brake MLW 0ft down 5 yes no 0 7%
roll to stop
Approach Go-Around
climb 1.3Vs MLW 1,500 ft up 5 no yes 15 100 %
gradient:
SO 4: 2.7%
others: 2.1%
Landing Go-Around
climb 1.3 Vs MLW 50 ft down 5 no no 15 100 %
gradient:
3.2%

Sub-Module 5.1: Takeoff Field Length

The average takeoff thrust reference value during the takeoff ground roll, rotation and
climb transition is determined by the speed specified by either Eq. 3.6 or 3.7, where
VEASmin 18 zero and VE s mae is equivalent to the takeoff velocity, which is approximately
25 % greater than the stall speed with the flaps and slats set at 3 out of a maximum setting
of 5, as listed in Table 3.7.

Figure 3.7 shows that the takeoff ground roll is divided into 11 segments, each with
an equal change in speed, ranging from zero to the rotation velocity, which is 1.1 times
the stall velocity as indicated in Table 3.7. For each segment, the airframe performance
module calculates the aircraft’s lift and drag at the segment’s average velocity. This data
is needed so that Sub-Module 5.1 can determine the time needed to accelerate through
each segment.

For the takeoff rotation, each segment now increases the total time by 0.5 seconds
before the aircraft lift, drag, weight, deceleration and speed are calculated. As the aircraft
rotates at a rate of 3 °/sec, the pitch angle of the aircraft increases by 1.5 ° in each additional
segment until the lift exceeds the aircraft weight. This initiates the takeoff climb transition
with the only difference that the rolling friction coefficient is reduced from 0.025 [110] to

zero and the aircraft rotation rate is decreased to 1.5°/sec. Additional climb transition
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Figure 3.7: Takeoff Field Length Simulation Framework.

segments are added until the aircraft has climbed above the 35-ft obstacle height, as
specified in Table 3.7.

The takeoff field length required to reach the obstacle height is then calculated by
interpolation between the last two segments and the result is multiplied by Table 3.7’s
distance factor of 1.15 for safety reasons [54]. If the relative error between the actual
takeoff field length and the maximum of 2,000m, specified in Table 3.7, exceeds 10719,
the thrust factor is adjusted and the takeoff performance reiterated until the convergence

limit is reached, as illustrated in Fig. 3.7.

Sub-Module 5.2: Balanced Field Length

The balanced field length is the distance at which a continued or a rejected takeoff, after an
engine failure at the speed Vi, cover the same total distance [52]. For that reason, Fig. 3.8
shows that Sub-Module 5.2 first simulates a normal takeoff roll consisting of 11 segments
up to Vi, followed by another segment that models a 1-second reaction time. For the
continued takeoff, Sub-Module 5.2 adds another 11 segments if the rotation speed has not
been reached, followed by the takeoff rotation and climb transition as in Sub-Module 5.1.
Apart from the braking coefficient of friction of 0.5 [52], the rejected takeoff assumes idle
thrust for the operating engines and deployed spoilers and consists of 11 segments, during

which the velocity reduces from the speed reached at the end of the reaction time down to
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zero. As the aircraft covers similar speed ranges in Sub-Modules 5.1 and 5.2, the takeoff

thrust reference value for the continued takeoff is based on the value calculated for the

takeoff field length.

Before Sub-Module 5.2 can update the thrust factor required to meet the maximum

balanced field length of 2,000 m given Table 3.7, Fig. 3.8 indicates that the model has to

adjust V7 and rerun the performance calculations until the relative error between the con-

tinued and rejected takeoff distances is two orders of magnitude smaller than the relative

deviation from the maximum balanced field length. This convergence process is repeated

until both relative errors are less than 10719,
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MODULE 4
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MODULE 4
AIRFRAME PERFORMANCE

Figure 3.8: Balanced Field Length Simulation Framework.
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Sub-Module 5.3: Climb Requirement

Figure 3.9 illustrates that Sub-Module 5.3 first determines the maximum thrust based on
the speed, altitude and temperature specified by Module 5 and multiplies it by the specified
thrust setting and the number of operating engines to obtain the reference thrust value.
Sub-Module 5.3 then computes the thrust needed to meet the required climb gradient
while counteracting the drag created by the specified aircraft configuration, altitude and
speed. As the thrust affects the aircraft’s pitch angle and hence its lift and drag, Sub-

Module 5.3 has to call Module 4 and update the thrust factor until the relative error drops

—10
below 10~°.
MODULE 3: MODULE 4. SUB-MODULE 5.3
ENGINE PERFORMANCE AIRFRAME PERFORMANCE CLIMB REQUIREMENT
(output option 1. max. thrust) (convergence criteria)
¢ ¢ ‘ - Thrust ‘
SUB-MODULE 5.3; SUB-MODULE 5.3: SUB-MODULE 5.3; SUB-MODULE 5.3:
CLIMB REQUIREMENT CLIMB REQUIREMENT CLIMB REQUIREMENT CLIMB REQUIREMENT
INPUTS (max. thrust) (performance) QUTPUTS

- System Option (SO): CLIMB THRUST (1 x) ASCENT (1x) - Thrust Factor

1 = 2-Shaft Turbofan - Atmosphere Conditions: - Pitch / Climb Angle Converged?

2 = 3-Shaft Turbofan Altitude - Lift

3 = Geared Turbofan Speed - Drag

4 = Turboprop P Temperature - Acceleration N

5 = Open Rotor - Thrust -Time o
- Engine Design - Speed
- Airframe Design - Altitude SUB-MODULE 53
- Speed - Weight CLIMB REQUIREMENT
- Altitude - Distance (update)
- Weight - Flaps / Slats Configuration (0-5)
- Climb Requirement ‘ m:z{ Factor ‘

Figure 3.9: Climb Requirement Simulation Framework.

Sub-Module 5.4: Cruise Requirement

As for the climb requirement, the cruise thrust is determined iteratively in Sub-Module 5.4.
Unlike in Sub-Module 5.3, however, the maximum thrust is only calculated for complete-
ness because the main interest lies in computing the fuel consumption rate and hence the
fuel efficiency, as indicated in Fig. 3.10. The effect of the thrust factor on the fuel efficiency
of the final engine design is taken into account in Sub-Module 5.4 by first dividing the

thrust and then multiplying the resulting fuel consumption rate by the thrust factor.
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MODULE 4 SUB-MODULE 5.4 MODULE 3 MODULE 3.
AIRFRAME PERFORMANCE CRUISE REQUIREMENT ENGINE PERFORMANCE ENGINE PERFORMANCE
(convergence criteria) (output option 1: max. thrust) (output option 2: fuel consumption)
‘ ‘ - Thrust ‘
SUB-MODULE 5.4. SUB-MODULE 5.4 SUB-MODULE 54 SUB-MODULE 5.4;
CRUISE REQUIREMENT CRUISE REQUIREMENT CRUISE REQUIREMENT CRUISE REQUIREMENT
NPUTS (performance) (max. thrust) ol (thrust)
- System Option (SO): CRUISE (1x) CRUISE THRUST (1x) CRUISE THRUST (1 x)
1 = 2-Shaft Turbofan - Pitch / Climb Angle Converged? - Atmosphere Conditions - Fuel Efficiency
2 = 3-Shaft Turbofan - Lift Altitude
3 = Geared Turbofan - Drag Speed
4 = Turboprop | - Acceleration Temperature
5 = Open Rotor - Time No ¥
- Engine Design - Speed
 Airframe Design _ Attitude SUB-MODULE 5.4 SUB-MODULE 5.4:
_ Speed ~Weight CRUISE REQUIREMENT CRUISE REQUIREMENT
- Altitude - Distance (update) OUTPUTS
:¥Vhe[\55t;t':adm - Flaps / Slats Configuration (0-5) ‘7 Thrust ‘ _ Fuel Efficiency

Figure 3.10: Cruise Requirement Simulation Framework.

Sub-Module 5.5: Landing Requirement

The landing distance is measured from where the aircraft is 50 ft above the runway to the
stopping point, divided by a landing distance safety factor of 0.6 [52]. Table 3.7 on page 58
indicates that the aircraft descends towards the runway with an approach angle of —3 ° and
an equivalent airspeed that is 30 % above the stall speed with the maximum flaps and slats
setting of 5. From this information Sub-Module 5.5 can consequently calculate the height
at which the landing flare arc has to be initiated to produce a centripetal acceleration of
0.2g. Sub-Module 5.5 models the final approach performance at mid height between the
50-ft obstacle and the landing flare initiation in order to determine the required thrust
and the distance covered during the final approach, as displayed in Fig. 3.11.

The average idle thrust during the landing flare, rotation and ground roll is derived
from multiplying the idle thrust setting of 7% by the thrust factor and the maximum
thrust, which is determined at the speed specified by either Eq. 3.6 or 3.7 on page 57,
where VEasmin is zero and VEAs maz is equivalent to the approach velocity. Although the
spoilers are deployed at touchdown, no reverse thrust is applied during the ground roll
in this case. The landing flare arc is broken down into 11 segments of equal length. For
each segment, Sub-Module 5.5 computes the pitch angle needed to achieve the flare angle
specified by the arc. The landing rotation is also split into 11 segments with an equal
change in pitch angle, a rotation rate of 3°/sec and a rolling friction coefficient of 0.025.
As for the takeoff requirements, the landing ground roll is divided into 11 segments with
an identical change in speed from the nose-touchdown velocity down to zero and a braking

coefficient of friction of 0.5.
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MODULE 4: SUB-MODULE 5.5: MODULE 3 MODULE 4;
AIRFRAME PERFORMANCE LANDING REQUIREMENT ENGINE PERFORMANCE AIRFRAME PERFORMANCE
(convergence criteria) (output option 1: max. thrust)
‘ ‘ - Thrust ‘ ‘ ¢
SUB-MODULE 5.5 SUB-MODULE 5.5: SUB-MODULE 5.5: SUB-MODULE 5.5
LANDING REQUIREMENT LANDING REQUIREMENT LANDING REQUIREMENT LANDING REQUIREMENT
INPUTS (performance) (max. thrust) (performance)
~ System Option (SO): LANDING APPROACH (1 x) MAXIMUM THRUST (1 x) LANDING FLARE (11x)
1 = 2-Shaft Turbofan - Pitch / Climb Angle Converged? - Atmosphere Conditions - Pitch / Climb Angle
2 = 3-Shaft Turbofan - Lift Altitude - Lift
3 = Geared Turbofan - Drag Speed - Drag
4 = Turboprop - Acceleration No Temperature . Acceleration
5 = Open Rotor -Time -Time
- Engine Design - Speed - Speed
- Airframe Design - Altitude MNS[)L\JVEéMSEI:)QULhE gﬁENT - Altitude:
- Speed - Weight - Weight
- Altitude - Distance (update) - Distance
- Weight - Flaps / Slats Configuration (0-5) ‘—TI‘IIUSI ‘ - Flaps / Slats Configuration (0-5)
- Thrust Factor
SUB-MODULE 5.5: SUB-MODULE 5.5: SUB-MODULE 5.5
LANDING REQUIREMENT LANDING REQUIREMENT LANDING REQUIREMENT
QUTPUTS (performance) (performance)
- Distance LANDING GROUND ROLL (11 x) LANDING ROTATION (11 x)
- Pitch / Climb Angle - Pitch / Climb Angle
- Lift - Lift
- Drag - Drag
- Acceleration [*—1_ Acceleration
- Time -Time
- Speed - Speed
- Altitude - Altitude
- Weight - Weight
- Distance - Distance
- Flaps / Slats Configuration (0-5) - Flaps / Slats Configuration (0-5)
MODULE 4, MODULE 4.
AIRFRAME PERFORMANCE AIRFRAME PERFORMANCE

Figure 3.11: Landing Requirement Simulation Framework.

As Module 9’s optimizer ensures that the wing area is large enough to allow a maximum
approach speed of 135kn EAS, the maximum landing distance specified in Table 3.7 can
normally be met. In the unlikely case that it is not, the design iteration is terminated and

the airframe design parameters adjusted accordingly by the optimizer.

3.1.6 Module 6: Flight Simulation

The flight profile simulated by Module 6 is adapted from Ref. [60] and is displayed in
Fig. 3.12. It assumes ISA conditions with no temperature deviations and no winds and

consists of three parts:

e the mission, which simulates the average flight distance of 1,546 km specified on

page 20
e the continued cruise, which extends the mission’s cruise by 45 minutes

e the diversion, which involves a rejected landing at the end of the mission and a

200-nautical-mile (nm) diversion to another airport

The mission climb and descent are carried out at the maximum equivalent airspeed,

but is limited by the cruise Mach number. For a cruise Mach number of 0.78, the maximum
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Figure 3.12: Flight Profile (partly adapted from Ref. [60]).

equivalent airspeed is 300 kn, which scales proportionately with any change in the cruise
Mach number. Although only the mission’s block fuel consumption and block time are
used for the fuel cost and value of time analysis, the reserve fuel needed for the continued
cruise and diversion is also critical because it contributes to the total fuel needed at the
beginning of the mission. Although most of the block fuel is included in the total fuel,
the fuel consumed during the mission’s landing roll and taxi-in phases is not, because it
is taken from the reserve fuel.

As the total fuel quantity is not known initially, Module 6 simulates the entire flight
profile backwards, starting with the diversion landing roll where the total fuel quantity
is zero. To avoid confusion, the naming convention assumes a forward flight simulation
and any deviation from this convention is put in single quotation marks. Figure 3.12
indicates that the ground altitude is 466 ft above sea level because that is the average
airport altitude of the 30 biggest European cities. The mission and diversion distances
exclude the distance covered during takeoff, initial acceleration, final deceleration and
landing, because these phases are primarily needed for air manoeuvres [60]. While each
of the taxi, takeoff, acceleration, deceleration and landing phases only call their respective
sub-modules once, the ascent, cruise and descent phases are divided into multiple sectors

that are simulated by the sub-modules as follows:
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Between 1,966 and 10,000 ft, every ascent and descent phase is broken down into
four sectors of equal height. Above 10,000 ft, the ascent and descent sectors are
stacked at 2,000-ft intervals until the cruise altitude is reached. The performance of
the aircraft is then determined by Sub-Modules 6.4 and 6.6 at mid-height of each

sector.

For the mission and continued cruise, Sub-Module 6.5 is called before each descent
sector above 28,000 ft, so that the most fuel-efficient altitude can be selected. As
before, fuel efficiency is measured by dividing the true airspeed (in m/s) by the fuel

consumption rate (in kg/s).

Sub-Module 6.5 updates the mission, continued and diversion cruise performance
every 100 km to accurately simulate the effect of the ‘increasing’ fuel quantity on the

aircraft weight, drag and fuel consumption rate.

During the mission and continued cruise, the ‘increasing’ aircraft weight can make
a 2,000-ft lower cruise altitude more fuel-efficient. As soon as that is the case, the

aircraft ascends 2,000 ft, as illustrated in Fig. 3.12.

Initially, Module 6 can only estimate the diversion cruise distance because the ascent
profile is not known. Once the ascent has been simulated, however, Module 6 adjusts
the cruise distance and recalculates the ascent profile until the diversion distance
deviates by less than 0.1 km from the 200-nm target value. The same procedure and

convergence limit is applied to meet the specified mission distance.

Sub-Module 6.1: Flight Taxi

Just like in Module 5, the idle thrust setting is 7% of the maximum thrust. Figure 3.13

indicates that Sub-Module 6.1 therefore first calls Module 3 to determine the maximum

thrust before calling it again to compute the fuel consumption rate for the idle thrust set-

ting. Both thrust values are calculated at the same equivalent airspeed of 10 kn. Module 4

is only called to ensure that the idle thrust exceeds the aircraft’s drag, assuming Mod-

ule 5’s rolling friction coefficient of 0.025. Since the taxi-out phase includes the engine

start-up, this phase takes 2.2 minutes longer than taxiing to the terminal after landing.

The taxiing time not only contributes to the block time but is also needed to determine

the weight of the fuel burnt during this phase.
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MODULE 3: MODULE 3 MODULE 4:
ENGINE PERFORMANCE ENGINE PERFORMANCE AIRFRAME PERFORMANCE
(output option 1: max. thrust) (output option 2: fuel consumption)
SUB-MODULE 6.1 SUB-MODULE 6.1: SUB-MODULE 6.1 SUB-MODULE 6.1 SUB-MODULE 6.1
FLUGHT TAXI FLIGHT TAXI FLIGHT TAXI FLIGHT TAXI FLIGHT TAXI
INPUTS (max. thrust) (thrust) (performance) OUTPUTS

- System Option (SO): IDLE THRUST (1 x) IDLE THRUST (1 x) TAXI (1x) - Time

1= 2-Shaft Turbofan - Atmosphere Conditions - Thrust - Pitch / Climb Angle - Weight

2 = 3-Shaft Turbofan Altitude - Lift

3 = Geared Turbofan Speed - Drag

4 = Turboprop | Temperature —» - Acceleration —»

5 = Open Rotor -Time
- Taxi Option - Speed

Taxi Out - Altitude

Taxiln - Weight
- Engine Design - Distance
- Airframe Design - Flaps / Slats Configuration (0-5)
- Weight

Figure 3.13: Flight Taxi Simulation Framework.

Sub-Module 6.2: Flight Landing

As in Module 5, the average idle thrust during the landing ground roll, rotation and flare
is determined at the speed specified by either Eq. 3.6 or 3.7 on page 57, where Vg min is
zero and VEAg maz 18 equivalent to the approach velocity, which is 30 % greater than the
stall speed with the maximum flaps and slats setting of 5. For reverse thrust, Viasmaa
is set at the nose-touchdown speed, which is approximately 1.2 times the stall velocity.
For the turbofan engines Vragmin is 70kn and for the turboprop and open rotor 60kn
because reverse thrust is not applied below those speeds. While the turbofans have a
reverse thrust setting of —45 %, it is —60 % for the turboprop and open rotor [52].

Figure 3.14 shows that the landing ground roll is once again divided into 11 segments,
each with an equal change in speed, ranging from zero to the nose-touchdown velocity.
As before, the airframe performance module calculates the aircraft’s lift and drag at each
segment’s average velocity so that Sub-Module 6.2 can determine the time needed to
decelerate through each segment, assuming a brake friction coefficient of 0.3 and deployed
spoilers. In contrast to Module 5, however, the average idle thrust is replaced by the
average reverse thrust value as soon as a segment ‘exceeds’ the minimum reverse thrust
speed.

For the landing rotation, the idle thrust value and the rolling friction coefficient of
0.025 apply again and each segment now increases the total time by 0.5 seconds before
the aircraft lift, drag, weight, deceleration and speed are calculated. As in Module 5,
the aircraft rotates at a rate of 3°/sec, which means that the pitch angle of the aircraft
‘increases’ by 1.5° in each additional segment until the lift exceeds the aircraft weight.

This ‘initiates’ the landing flare with the only difference that the rolling friction coefficient
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MODULE 3:
ENGINE PERFORMANCE
(output option 1: max. thrust)

MODULE 3:
ENGINE PERFORMANCE
(output option 2: fuel consumption)

MODULE 4:
AIRFRAME PERFORMANCE

MODULE 4:
AIRFRAME PERFORMANCE

!

v

SUB-MODULE 6.2:
FLIGHT LANDING

SUB-MODULE 6.2:
FLIGHT LANDING

SUB-MODULE 6.2:
FLIGHT LANDING

SUB-MODULE 6.2:
FLIGHT LANDING

SUB-MODULE 6.2:
FLIGHT LANDING

INPUTS (max. thrust) (thrust) (performance) (performance)

LANDING GROUND ROLL (11 x) LANDING ROTATION / FLARE (1 x)

- Pitch / Climb Angle

- System Option (SO)
1 = 2-Shaft Turbofan

IDLE THRUST (1 x)
- Atmosphere Conditions:

IDLE THRUST (1x)
- Thrust - Pitch / Climb Angle

2 = 3-Shaft Turbofan Altitude REVERSE THRUST (1 x) - Lift - Lift
3 = Geared Turbofan Speed - Thrust - Drag | - Drag
4 = Turboprop — Temperature > - Acceleration - Acceleration
5 = Open Rotor REVERSE THRUST (1x) - Time - Time
- Engine Design - Atmosphere Conditions: - Speed - Speed
- Airframe Design Altitude - Altitude - Altitude
- Weight Speed - Weight - Weight
Temperature - Distance - Distance

- Flaps / Slats Configuration (0-5) - Flaps / Slats Configuration (0-5)

SUB-MODULE 6.2 SUB-MODULE 6.2. SUB-MODULE 6.2: SUB-MODULE 6.2.
FLIGHT LANDING FLIGHT LANDING FLIGHT LANDING FLIGHT LANDING Approach Angle
QUTPUTS (max. thrust) (convergence criteria) ]| (performance) reached?
- Time APPROACH THRUST (1 x) - Thrust LANDING APPROACH (1x)
- Speed - Atmosphere Conditions: - Pitch / Climb Angle Yes
- Weight Altitude - Lift
Speed - Drag
? Temperature - Acceleration
- Time
SUB-MODULE 6.2: - Speed
Ci d?
FLIGHT LANDING onverge - C‘v‘"“:te
thrust - Weigl
( ) < - Distance

APPROACH THRUST (1 x) No - Flaps / Slats Configuration (0-5)

- Weight
SUB-MODULE 6.2
? ? FLIGHT LANDING ?
(update)
MODULE 3 MODULE 3: MODULE 4
ENGINE PERFORMANCE ENGINE PERFORMANCE - Thrust AIRFRAME PERFORMANCE

{output option 2: fuel consumption) (output option 1: max. thrust)

Figure 3.14: Flight Landing Simulation Framework.

is set to zero, the spoilers are ‘no longer’ deployed and with each new segment the aircraft
pitch angle ‘reduces’ by the same amount as the climb angle does until the climb angle
‘reaches’ the approach angle of —3°. This rate of change in the pitch angle gives an average
centripetal acceleration of 0.1g.

As the approach angle, equivalent airspeed and initial and final altitude are specified
by Fig. 3.12, the approach time and distance are fixed. Sub-Module 6.2 therefore only has
to determine the thrust required to satisfy these conditions at the mid approach altitude.
As the thrust affects the aircraft’s pitch angle and hence its lift and drag, Sub-Module 6.2
has to call Module 4 and re-calculate the thrust until the relative error drops below 10710,
Although the maximum thrust is not needed to determine the approach thrust, the former
is computed by Module 3 to ensure that the approach thrust exceeds the idle thrust setting.
Finally, Module 3 is called a second time to determine the fuel consumption rate for the
approach thrust setting so that the aircraft weight at the ‘end’ of the approach can be
calculated. The gear is assumed to be deployed throughout the whole approach and is

only ‘retracted before’ the deceleration phase.
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Sub-Module 6.3: Flight Deceleration

For each flight deceleration phase, Module 6 provides the ‘initial’ aircraft weight and flaps
and slats setting together with the altitude and the minimum and maximum speed. As for
the landing roll, the maximum thrust is determined at the speed given by either Eq. 3.6 or
3.7 on page 57, which is then used to compute the fuel consumption rate for the idle thrust
setting, as indicated in Fig. 3.15. The deceleration is divided into the standard 11 segments
of equal change in speed, ranging from the minimum to the maximum velocity. For each
segment, Sub-Module 6.3 adjusts the aircraft pitch angle until the lift balances the current
aircraft weight. If the flaps and slats setting is greater than zero, Sub-Module 6.3 also
checks whether the lift coefficient is below the minimum for the current flaps and slats
setting. If it is, then the setting is ‘reduced’ by one. This process is repeated for each

segment until the flaps and slats are fully ‘retracted’.

MODULE 3: MODULE 3 MODULE 4:

ENGINE PERFORMANCE ENGINE PERFORMANCE AIRFRAME PERFORMANCE
(output option 1: max. thrust) (output option 2: fuel consumption)
SUB-MODULE 6.3: SUB-MODULE 6.3 SUB-MODULE 6.3: SUB-MODULE 6.3 SUB-MODULE 6.3
FLIGHT DECELERATION FLIGHT DECELERATION FLIGHT DECELERATION FLIGHT DECELERATION FLIGHT DECELERATION
INPUTS (max. thrust) (thrust) (performance) QUTPUTS

_ System Option (SO): IDLE THRUST (1 x) IDLE THRUST (1 x) DECELERATION (11 x) _Time

1 = 2-Shaft Turbofan - Atmosphere Conditions: - Thrust - Pitch / Climb Angle - Weight

2 = 3-Shaft Turbofan Altitude - Lift - Distance

3 = Geared Turbofan Speed - Drag

4 = Turboprop —» Temperature —» - Acceleration P

5 = Open Rotor -Time
- Engine Design - Speed
- Airframe Design - Altitude
- Speed - Weight
- Altitude - Distance
- Weight - Flaps / Slats Configuration (0-5)
- Flaps / Slats Configuration (0-5)

Figure 3.15: Flight Deceleration Simulation Framework.

Sub-Module 6.4: Flight Descent

Figure 3.16 shows that Sub-Module 6.4 simulates each descent sector in a similar way to
the landing approach. Conversely to Sub-Module 6.2, however, here the climb angle is
determined by the idle thrust while maintaining a constant equivalent airspeed but never
exceeding the cruise Mach number. The climb angle not only affects the time needed to
pass through each descent sector, but also the distance covered and the fuel consumed

during that period.
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SUB-MODULE 6.4
FLIGHT DESCENT
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MODULE 3:
ENGINE PERFORMANCE
(output option 1: max. thrust)

MODULE 3
ENGINE PERFORMANCE
(output option 2: fuel consumption)

MODULE 4
AIRFRAME PERFORMANCE

FLIGHT DESCENT

SUB-MODULE 6.4:
(convergence criteria)
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1 = 2-Shaft Turbofan
2 = 3-Shait Turbofan
3 = Geared Turbofan
4 = Turboprop

!

v

SUB-MODULE 6.4
FLIGHT DESCENT
(max. thrust)

SUB-MODULE 6.4
FLIGHT DESCENT
(thrust)

SUB-MODULE 6.4
FLIGHT DESCENT
(performance)

- Speed ‘

5= Open Rot
g Desan IDLE THRUST (1 x) IDLE THRUST (1 x) DESCENT (1x)
_ Airframe Design - Atmosphere Conditions: - Thrust - Pitch Angle
- Speed Altude - Lift Converged?
- Altitude Speed - Drag
- Weight Temperature - Acceleration
> - Time
- Speed No
- Altitude
SUB-MODULE 6.4 - é\le\gm
FLIGHT DESCENT - Distance SUB-MODULE 6.4:
OUTPUTS - Flaps / Slats Configuration (0-5) FLIGHT DESCENT’
< dat
- Time (update)
- Weight - Climb Angle
- Distance

Sub-Module 6.5: Flight Cruise

Figure 3.16: Flight Descent Simulation Framework.

The flight cruise is also comparable to the landing approach as Fig. 3.17 indicates, except

that the climb angle is set to zero and the speed at the cruise Mach number. As the cruise

thrust setting is normally significantly greater than the idle thrust setting, the maximum

thrust is only calculated for completeness.

MODULE 4
AIRFRAME PERFORMANCE

SUB-MODULE 6.5
FLIGHT CRUISE
(convergence criteria)

ENGINE PERFORMANCE

MODULE 3:
(output option 1: max. thrust)

MODULE 3
ENGINE PERFORMANCE
(output option 2: fuel consumption)

v

SUB-MODULE 6.5:
FLIGHT CRUISE

SUB-MODULE 6.5:
FLIGHT CRUISE

INPUTS (performance)

- System Option (SO) CRUISE (1 x)

1 = 2-Shaft Turbofan - Pitch / Climb Angle

2 = 3-Shaft Turbofan - Lift

3 = Geared Turbofan - Drag

4 = Turboprop |- Acceleration

5 = Open Rotor - Time
- Engine Design - Speed
- Airframe Design - Altitude
- Speed - Distance
- Altitude - Flaps / Slats Configuration (0-5)
- Weight
- Distance

- Thrust

SUB-MODULE 6.5:

No

FLIGHT CRUISE
(max. thrust)

SUB-MODULE 6.5
FLIGHT CRUISE
(thrust)

CRUISE THRUST (1 x)
- Atmosphere Conditions:
Altitude
Speed
Temperature

SUB-MODULE 6.5:
FLIGHT CRUISE
(update)

‘rThrusi

CRUISE THRUST (1 x)

- Weight

- Fuel Efficiency
SUB-MODULE 6.5
FLIGHT CRUISE
OUTPUTS

- Time
- Weight
- Fuel Efficiency

Sub-Module 6.6: Flight Ascent

Figure 3.17: Flight Cruise Simulation Framework.

Apart from the climb thrust setting of 75 % of the maximum thrust, the ascent modelling

framework displayed in Fig. 3.18 is identical to the descent framework in Fig. 3.16.
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SUB-MODULE 6.6:
FLIGHT ASCENT
INPUTS

MODULE 3.
ENGINE PERFORMANCE
(output option 1: max. thrust)

MODULE 3:
ENGINE PERFORMANCE
(output option 2: fuel consumption)

MODULE 4.
AIRFRAME PERFORMANCE

SUB-MODULE 6.6
FLIGHT ASCENT
{convergence criteria)

- System Option (SO).
1=2-Shaft Turbofan
2 = 3-Shaft Turbofan

v

!

SUB-MODULE 6.6

SUB-MODULE 6.6

SUB-MODULE 6.6

3 = Geared Turbofan | FLIGHT ASCENT FLIGHT ASCENT FLIGHT ASCENT
4 = Turboprop (max. thrust) (thrust) (performance)
‘:’E’ Open Rotor CLIMB THRUST (1 x) CLIMB THRUST (1 x) ASCENT (1)
- Engine Design
_ Airframe Design - Atmosphere Conditions: - Thrust - Pitch Angle
_Speed Altitude - Lift Converged?
- Altitude Speed - Drag
~ Weight Temperature - Acceleration
- Time
- Speed No
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SUB-MODULE 6.6: - Weight
FLIGHT ASCENT - Distance SUB-MODULE 6.6
QUTPUTS - Flaps / Slats Configuration (0-5) FLIGHT ASCENT
Time (update)
- Weight - Climb Angle ‘
- Distance
X

- Speed ‘

Figure 3.18:

Sub-Module 6.7: Flight Acceleration

Flight Ascent Simulation Framework.

As for the ascent simulation, Fig. 3.19 indicates that Sub-Module 6.7 is a duplicate of its

deceleration counterpart. The only difference is that Sub-Module 6.7 applies the climb

thrust setting and uses the reverse flaps and slats setting process with different lift coeffi-

cient thresholds to model their ‘extension’. If the acceleration phase is taking place after

a conventional takeoff, the flaps and slats setting is ‘limited’ to the takeoff setting of 3,

whereas it is allowed to ‘increase’ to 5 for a baulked landing.

MODULE 3:
ENGINE PERFORMANCE
(output option 1: max. thrust)

MODULE 3:
ENGINE PERFORMANCE
(output option 2: fuel consumption)

MODULE 4
AIRFRAME PERFORMANCE

v

v

v

SUB-MODULE 6.7
FLIGHT ACCELERATION
INPUTS

SUB-MODULE 6.7
FLIGHT ACCELERATION
(max. thrust)

SUB-MODULE 6.7
FLIGHT ACCELERATION
(thrust)

SUB-MODULE 6.7
FLIGHT ACCELERATION
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SUB-MODULE 6.7
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Figure 3.19:

Sub-Module 6.8: Flight Takeoff

Flight Acceleration Simulation Framework.

The takeoff framework illustrated in Fig. 3.20 follows the reverse process of the landing

depicted in Fig. 3.14 on page 68, but applies 100 % thrust throughout the takeoff. As for

the ascent sectors, the climb angle during the takeoff climb depends on the thrust, which

is calculated at mid height, just like the fuel consumption rate. During the whole takeoff

climb, the gear is assumed to be retracted and the flaps and slats set at either 3 or 5,
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depending on whether it is a conventional takeoff or a baulked landing.
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Figure 3.20: Flight Takeoff Simulation Framework.

In order to simulate a smooth takeoff transition between the takeoff climb and takeoff

rotation and ground roll, the aircraft is assumed to follow a circular arc with a centripetal

acceleration of 0.2 g, just like for the landing requirement in Sub-Module 5.5. This arc is

broken down into 11 segments of equal length, for each of which Sub-Module 6.8 computes

the pitch angle needed to achieve the climb angle specified by the arc segment.

The

thrust and fuel consumption rate throughout the takeoff transition is based on the values

calculated for the takeoff climb.

Sub-Module 6.8 only simulates the takeoff rotation and ground roll for a conventional

takeoff. While the 11 takeoff rotation segments have an equal change in pitch angle, the

ground roll’s 11 segments have an identical change in speed. The takeoff rotation rate

is 3°/sec and the rolling friction coefficient during both phases is 0.025, just like for the

landing rotation. Once again, either Eq. 3.6 or 3.7 is used to determine the average thrust

and fuel consumption rate during these two phases as the aircraft speed ‘decreases’ from

the takeoff velocity to zero.
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3.1.7 Module 7: Aircraft Fleet Simulation

The System Study assumes that the world’s single-aisle aircraft fleet, ranging from 100
to 210 seats per airliner, will fly 5.5 trillion revenue-passenger-kilometres (RPKs) in the
Year 2030, based on Airbus’ Global Market Forecast 2011-2030 [108]. This represents
around 45 % of the total commercial RPKs predicted for 2030 and is slightly more than
the total RPKs flown in 2010 [108].

In order to calculate how many single-aisle aircraft are needed to fly the 5.5 trillion
RPKs and determine the annual flight hours and flight cycles per aircraft, Module 7
stochastically computes how many RPKs and flight hours and cycles one aircraft accu-
mulates over an operating year, as illustrated in Fig. 3.21. For each flight, a random
number between zero and one is sampled, which determines the number of aircraft seats,
the flight distance and the turnaround time, as indicated in Fig. 3.21, assuming that the
three parameters are correlated and that the aircraft is stretchable between each flight.
Although this is physically not possible, only simulating one aircraft instead of the entire
fleet drastically reduces the computing time with an error of less than 1%. Based on
this data, the flight’s RPKs can be calculated, assuming a passenger seat utilization of
80 % [108]. The elapsed time is the sum of the turnaround time and the block time, which
is based on Fig. 1.4’s regression line equation on page 17, adjusted for the cruise speed
specified by the optimizer. The model assumes a daily operating period of approximately
17 hours, based on the average curfew times of ten airports [111]. Figure 3.21 shows that
if the total trip time for that day exceeds the operating period, the day count is increased
by one. This process is repeated until the day count reaches 236. These are the number
of operating days needed to fly the 5.5 trillion RPKs with Airbus’ fleet size forecast of
22,975 single-aisle aircraft for the Year 2030 [108] cruising at the A320’s current speed of
Mach 0.78 [78].
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Figure 3.21: Aircraft Fleet Simulation Framework.

Figure 3.22 depicts the impact of the cruise speed on the fleet size and the annual flight
cycles and flight hours per aircraft. The linear relationship between the annual flight cycles
per aircraft and the cruise speed leads to an exponential increase in the number of aircraft
required in order to fly the 5.5 trillion RPKs as the cruise velocity drops. The annual
flight hours per aircraft do not change much, however, because the longer flight times are
balanced by the reduced number of flight cycles, except when the cruise speed falls below

200 km/h where the aircraft only flies one mission a day but takes increasingly longer to

do so.
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Figure 3.22: Fleet Size, Annual Flight Cycles and Flight Hours Vs. Cruise

Speed.
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The effect of the cruise speed on the modal shift, and thus the market share, is calcu-
lated using Fig. 1.6’s Lognormal Cumulative Distribution on page 19 based on the average
door-to-door speed. This market share is then divided by the market share for the A320’s
current cruise speed to obtain a relative value, as displayed in Fig. 1.9, which is needed

for Module 8’s cost calculations that are described in the next sub-section.

3.1.8 Module 8: Direct Operating Cost

The objective of Module 8 is to calculate the Mean Square Deviation (MSD) of the air-
craft’s direct operating cost to enable the optimizer to minimize the MSD. It is defined in
Eq. 3.8, based on Eq. 1.3 on page 21, here shown to include the value of time. All costs

are given in U.S. cents (¢) in 2012 prices.

M
MSDpoc = ﬁ > [(ADCgrprx + ATCrpx + ASCrpx + AMCrpx
j=1
+ARCRrpx + ALCrpx + ANCrpx + AGCrpx + AVCRrPK

+AFCRPK,]' + ACCRPK,]') /fmarket}Q

MSDpoc = mean square deviation of the direct operating cost

M = number of samples (in this case 1,000)

K = ' sample

ADCRrpx = aircraft depreciation cost per RPK (in ¢/km, 2012)

ATCrpx = aircraft interest cost per RPK (in ¢/km, 2012) (3.8)
ASCrpr = aircraft insurance cost per RPK (in ¢/km, 2012)

AMCRrpx = aircraft maintenance cost per RPK (in ¢/km, 2012)

where ARCrpx = aircraft crew cost per RPK (in ¢/km, 2012)
ALCRrpr = aircraft landing cost per RPK (in ¢/km, 2012)
ANCgrpx = aircraft navigation cost per RPK (in ¢/km, 2012)
AGCgrpr = aircraft ground handling cost per RPK (in ¢/km, 2012)
AVCrpr = aircraft cost of time per RPK (in ¢/km, 2012)
AFCgrpr,; = aircraft fuel cost per RPK for sample j (in ¢/km, 2012)
ACCgrpr,; = aircraft carbon cost per RPK for sample j (in ¢/km, 2012)
fmarket — relative market share

Although Eq. 3.8 includes the value of time, a second MSD is calculated that excludes
the opportunity cost of time to determine the effect on the optimum design and cruise speed
in a monopolistic scenario where the passenger does not have the opportunity to choose
a faster mode of transport. Eq. 3.8 also illustrates that the direct operating cost values
are divided by Module 7’s relative market share before they are squared to calculate the
MSD. This means that a higher market share reduces the costs and vice versa. Although
a net present value calculation of the profits generated could account for the market share
more realistically, Section 3.2.3 on page 100 shows that the market share does not affect

the results significantly.
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Figure 3.23 gives an overview of the relationships between the input variables to Mod-
ule 8 and the 10 or 11 cost elements that constitute the two direct operating cost outputs,
one of which includes the value of time and the other does not. The lines in Fig. 3.23
are only coloured differently to make it easier to trace them. Each of the cost elements is

discussed in more detail in the following sub-sections.
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Figure 3.23: Direct Operating Cost Elements.

Aircraft Depreciation Cost

The airframe acquisition cost formula shown in Eq. 3.9, adapted from Raymer [52], is based
on the aircraft’s Operating Weight Empty (OWE). Since the formula is in 1995 U.S. dollars,
the inflation rate between the Year 1995 and 2012 is taken into account, based on the
values provided by the U.S. Department of Labor [29]. Although simplistic, this equation
only overpredicts the average cost of the current Airbus A320 of $72.6 million in 2012
prices [29, 78] by 4.3 %. To account for the increasing share of lighter but more expensive
composites on future aircraft [54], the costs are increased by around 30 %. This percentage
is derived from the OWE and price of the Boeing 787-9 [112].

FAC = (2.3 x 108 + 816 x OWE) X (1 + iinf,1995) X fFAC

FAC = airframe acquisition cost (in $, 2012)

where OWE = aircraft operating weight empty (in kg) (3.9)
finf,1095 = inflation rate between 1995 and 2012
frac = composite airframe acquisition cost factor

The input variables for Raymer’s [52] engine acquisition cost formula are the maximum

takeoff thrust, the cruise speed and the turbine entry temperature, as indicated by Eq. 3.10.
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As before, the formula is adjusted for inflation and a cost increase of 10 % added to the
three-shaft turbofan to account for the lighter but more complex design in comparison to

the two-shaft configuration.

EAC = 2251 X (9.66 X Fraz + 243.25 X Virgeh,maz + 1.74 X TET — 2228)
X (1 + ting,1009) X fEAC
EAC = engine acquisition cost (in $, 2012)
Frax = maximum takeoff thrust (in kN) (3_1())
where VMach,maz = cruise speed (in Mach)
TET = turbine entry temperature (in K)
Tinf,1999 = inflation rate between 1999 and 2012
fEAC = engine complexity acquisition cost factor

Eq. 3.11 shows how the two acquisition costs are converted into the aircraft depreciation
cost in ¢ per RPK. The costs are divided by the average service life of an aircraft of 30

years [108], assuming a linear depreciation.

(FAC+neng x EAC) X 100X 7 ficey

ADCRrprx =

LXRPK
Neng = number of engines per aircraft (3 11)
Nfieet = number of single-aisle aircraft worldwide in 2030 ’
where . . . .
= service life of aircraft (in years)
RPK = RPKs flown by single-aisle aircraft fleet in 2030 (in km)

Aircraft Interest Cost

The aircraft interest cost formula in Eq. 3.12 assumes an annual interest rate of ap-
proximately 9.8 %, which was the mean interest rate for aircraft loans between 1985 and
2013 [113]. This rate is multiplied by 0.5 in Eq. 3.12 because this study assumes that the
average aircraft is half way through its service life with a corresponding value of 50 % of

its acquisition cost.

iint X0.5X (FAC+ncng X BAC) X 100X flcey

PR (3.12)

where int = annual interest rate

ATCgrpr =

Aircraft Insurance Cost

Eq. 3.13 shows that the insurance cost is calculated the same way as the interest cost,

except that the interest rate is replaced by an insurance rate of 0.2 % [114].

iins X0.5X(FAC+neng X BEAC ) X100X N fieet
ASCrerc = (FACTneng xAC)

(3.13)

where isns = annual insurance rate
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Aircraft Maintenance Cost

Similar to the acquisition cost, Eq. 3.14 indicates that the airframe maintenance cost per
block hour is based on the OWE, while the engine maintenance cost per block hour is
purely derived from the maximum static thrust [54]. As these two costs are given per
block hour, they are multiplied by the annual flight hours and the number of aircraft
before dividing the result by the total annual RPKs to calculate the aircraft maintenance

cost per RPK.

[(175+4.1XOWE /1,000)+neng X (0-29X Fraa)] X (14455 £,1004 ) X 100X g X fleet

AMCprpx = RPK

(3.14)

where Nhours = annual block hours per aircraft

Aircraft Crew Cost

Jenkinson et al. [54] quotes cockpit crew costs of $493 per block hour and $90 per block
hour per cabin crew member in 1989 prices, which is equivalent to $913 and $ 167, respec-
tively, in 2012 prices. These values are multiplied by 0.5 in Eq. 3.15, as today’s cockpit and
cabin crew member costs are only $534 and $57 per block hour, respectively, assuming
the cockpit is manned by two pilots, on average each pilot is paid £ 80,500 (=~ $133,600)
while each cabin crew member earns £ 17,250 (= $28,600) for 1,000 flying hours per year,
plus similar crew overhead costs [115, 116]. The System Study assumes that in 2030 there

will still be two pilots and five cabin crew per aircraft, as specified by Ref. [60].

0.5x (ARccockpit+ncabin XARCcabm) X (1+imf,1989) X100XNpours XN fleet

ARCRrpx = RPK
ARCeockpit = aircraft cockpit crew cost (in $/block hour, 1989) (3.15)
where ARCcapin = cost per cabin crew member (in $/block hour, 1989)
Neabin = number of cabin crew members per aircraft

Aircraft Landing Cost

Eq. 3.16 shows that the aircraft charges per landing are proportional to the Maximum

Takeoff Weight (MTOW) with a cost rate of $6 per metric-ton in 1989 prices [54].

ALCprrow X MTOW/1,000% (1+i“,,f,1989) X100X Ny cles XM fleet

ALCrpx = RPK
MTOW = aircraft maximum takeoff weight (in kg) (3 16)
ALCyrow = aircraft landing cost per landing (in $/metric-ton )

where of MTOW, 1989)

annual flight cycles per aircraft

Necycles
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Aircraft Navigation Cost

The air traffic control charges per flight [54] are dependent on the distance flown, in this
case 1,546 km, as well as the maximum takeoff weight, as Eq. 3.17 illustrates.

ANC . dmission/SXx/]WTOW/(LOOO><5O)><(1+i1-nf,1989)XlOOXnCyclesanleet
RPK — RPK (3 17)

where dmission = flight mission distance (in km)

Aircraft Ground Cost

According to Jenkinson et al. [54], the ground handling charges are $ 110 per metric-ton of
payload in 1989 prices. As Table 3.6 on page 54 shows that the payload mass is constant,
the ground handling cost per RPK, calculated using Eq. 3.18, is also constant.

AGCm XM payioad/1,000% (14455, £ 1080 ) X 100X ey cles XM fleet

AGCrpk = RPK
Mypayload = payload mass (in kg) (3.18)
where AGCy, = aircraft ground handing cost per landing (in $/metric-ton

of payload, 1989)

Passenger Cost of Time

The passenger value of time of approximately $ 58 /hour in 2012 prices, quoted on page 17,

is converted into a cost per RPK using Eq. 3.19.

AVCrpx = VOT Xtpiock /60X Npas X 100X ey cles XN fleet

RPK
VOT = value of time per passenger (in $/hour, 2012) (3,19)
where toiock = block time per flight (in min)
npas = number of passengers per flight (see Table 3.6 on page 54)

Aircraft Fuel Cost

The best and worst case oil price scenarios of 73 and 196 $/barrel (2012 prices), given on
page 11, were modelled as a uniform uncertainty distribution using 1,000 random samples.
These oil price samples were then converted into jet fuel costs using the formula given in
Fig. 3.24 for the historical linear correlation between the prices per barrel of West Texas

Intermediate (WTI) crude oil and jet fuel [117].
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Figure 3.24: Correlation between Crude Oil and Jet Fuel Prices (based on U.S.

passenger airlines data [117]).

The regression equation displayed in Fig. 3.24 is needed in Eq. 3.20 to convert the fuel
consumed during the flight into a fuel cost per RPK. This calculation is carried out for

each of the 1,000 oil price samples.

AFCrpxc; — (1.2598><0Pj 70.1366)/(BTL><p]£;;)><'mfuel X 100X Neyeres XM fleet
OP; = oil price of sample j (in $/barrel, 2012) (3.20)
here BTL = U.S. barrel-to-litre conversion (1 bbl = 158.991) ’
W Pruet = density of jet fuel (0.8kg/1)
Mypuer = fuel consumption per flight (in kg)

Aircraft Carbon Cost

As with the oil price, the carbon price is randomly sampled 1,000 times to create a uni-
form uncertainty distribution between 0 and 186 $/metric-ton of COz in 2012 prices and
converted into a cost per RPK using Eq. 3.21. The reason for using $0 as the lower carbon
price limit, instead of the $ 62 specified on page 12, is to account for countries that will

not have an emission trading programme in 2030.

CPj XM f4,61/1,000X CFRX100X Ny oies XM fleet

ACCrpk,j = RPK
_ . . . (3.21)
here CP; = carbon price of sample j (in $/metric-ton of CO2, 2012)
w CFR = CO2-fuel-weight ratio (3.16kg CO2 = 1kg jet fuel)
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3.1.9 Module 9: Optimizer

Optimization is the search for a set of numerical or non-numerical inputs that either
minimize or maximize the outputs of an objective function, taking inequality or equality
constraints into account [13]. As with most design work [13], the System Study’s objec-
tive function, the MSD of the direct operating cost, is characterized by a discontinuous
relationship with the design parameter inputs listed in Table 3.1 on page 43. This is due
to the fact that every gas turbine design has a discrete number of compressor and turbine
stages that are subject to the numerous constraints given on page 48. These constraints
are also the reason why the gas turbine design and performance modules become unsta-
ble if the design parameters are varied randomly and consequently diverge significantly
from realistic solutions, as would be the case with an evolutionary search method like the
genetic algorithm [13].

For this reason, an optimization method had to be found that could search locally,
starting with the V2500 engine and A320 airframe specification, but deal with multi-
ple continuous inputs and discontinuous but deterministic outputs. As indicated in Ta-
ble 3.8, the non-gradient heuristic Direct Searches satisfy these requirements because,
unlike gradient-based approaches, they do not calculate the local gradient which makes
them insensitive to discontinuities [13]. Although there are several other Direct Searches,
the approach developed by Hooke and Jeeves [118] was chosen because of its inherent

simplicity and robustness [13].

Table 3.8: Optimization Method Requirements.

Inputs Outputs
Optimization : . P
Method Example Contintous Smgl('e or Local or Llngar or D.etermmlstlc or
or Discrete Multiple Global Non-Linear or  Time-Dependent
Inputs Search Discontinuous or Stochastic
requirement continuous multiple local discontinuous deterministic
Direct Hooke and
Search Jeeves 4 v v v v
Gradient- Conjugate
Based Gradient 4 v 4 X v
Evolutionary Genetic
Approaches Algorithm 4 v X 4 v
Design of Latin
v 4 X X 4

Experiments Hypercube

Response Sur- o
face Methods Krigging v 4 X X /
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The Hooke and Jeeves methodology [13, 118] starts the optimization process by in-
creasing the first input variable by a specified step length, as illustrated in Fig. 3.25. If this
reduces the MSD, the step is kept, otherwise the original value is reduced by the same step
length. If this also does not lead to a better result, the design parameter is returned to its
original value and the next variable checked until all inputs have been explored. If none of
the steps lead to an improvement, the step length is halved and the process repeated until
the minimum step length is reached, at which point the optimizer terminates the search.
If one or more steps reduce the MSD, however, these steps are added to the subsequent
pattern move. The new parameter settings are only kept and the pattern move saved for
the next round if there is another improvement, otherwise the pattern move is reset and

the design variables returned to their previous values.

select initial Step Length W J select first Increase Design Parameter Decrease Design Parameter
select initial Design Parameter Settings J 'l Design Parameter by Step Length by Step Length
? h
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OPTIMIZATION
INPUTS reset ] [ . keep ]
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4

- Propeller Diameter Range (SO 4-5) return to previous MSD select next keep
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-DOC incl. [ excl. Cost of Time
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3

Figure 3.25: Optimization Framework.
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As Direct Searches cannot find the global optimum if they first have to pass poorer
designs, it is critical to choose a good starting point and initial step length [13]. Starting
with the V2500 engine and A320 airframe design as mentioned above, an initial step length
of 4% of the design parameter ranges listed in Table 3.1 on page 43 was chosen, which is

equivalent to the values given in Table 3.9.

Table 3.9: Optimization Step Lengths.

Engine Airframe
e turbine entry temperature: +20 K e wing span: ~ +1.6m
e overall pressure ratio: £1.2 e mean wing chord length: ~ +0.16 m

e fan pressure ratio (SO 1-3): +0.028
o propeller diameter (SO 4-5): £0.08 m
e maximum propeller rotational tip speed (SO 4-5): +8m/s

The search was terminated as soon as the step length had to be halved for the first
time due to the relatively high run time of around two hours per design iteration. Despite
the unrefined search, the author believes he made a good compromise between ensuring
model stability, tolerating discontinuities, acceptable convergence time and getting as close
to the local optimum as possible.

As engine efficiency generally improves with a higher turbine entry temperature, higher
overall engine pressure ratio, lower fan pressure ratio (i.e. higher bypass ratio), but leads
to higher operating costs based on the cost formulas presented in the previous section, and
similar conflicts apply to the other design parameters, it is unlikely that the design space is
characterized by a multi-modal landscape where the global optimum diverges significantly
from the V2500 engine. Consequently there is a good chance that the local optimum found

by the optimizer is also the global optimum.

3.2 Results and Discussion

3.2.1 Optimum Design

The following sub-sections give an insight into the design and cost space surrounding
the design optimum of each system option given in Table 3.10, based on the results in
Tables A.1 to A.10 in Appendix A on pages 136-145. The first line in each table in

Appendix A lists the optimum solution’s design and cost data. The remaining lines then
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indicate how a one-design-factor-at-a-time change affects the design and cost relative to the
optimum. While the three turbofan options were optimized for a cruise speed of Mach (.78,
the turboprop and open rotor were configured for Mach 0.70. Visual representations of the
optimum designs are shown in Figs. 2.1 to 2.5 on pages 29-35. None of the system options
have been optimized for other cruise speeds, which means that the open rotor with the
higher cruise speed of Mach 0.76, referred to as System Option 5.2 and depicted in Fig. 2.6
on page 36, is based on System Option 5.1, i.e. the open rotor with the lower cruise speed

of Mach 0.70 displayed in Fig. 2.5.

Table 3.10: Optimized System Design Parameters.

SO 1: SO 2: SO 3: SO 4: SO 5.1:
Design Parameters Two-Shaft Three-Shaft Geared  Turbo-  Open
Turbofan Turbofan  Turbofan  prop Rotor
Cruise Speed (in Mach) 0.78 0.78 0.78 0.70 0.70
Turbine Entry Temperature (in K) 1,820 1,880 1,920 1,480 1,900
Overall Pressure Ratio 32.2 35.8 334 21.2 37.0
Fan Pressure Ratio” 1.80 1.78 1.78
Propeller Diameter (in m)® 4.12 4.36
Max. Propeller Rotational Tip Speed (in m/s)® 227.2 283.2
Wing Span (in m) 36.0 36.0 35.8 35.3 35.2
Wing Mean Chord Length (in m) 3.31 3.31 3.26 3.24 3.17
Max. Static Thrust (in kN) 127.5¢ 131.4¢ 117.8° 58.3%  172.3°
Critical Thrust Requirement® 1 5 1 1 5
Max. LPT Power (in MW)® 5.30%7  21.62°
Fan Diameter (in m)® 1.79 1.83 1.74
Bypass Ratio®” 6.75 7.46 7.78
Min. Blade Height (in mm) 13.1 15.4 13.0 13.1 13.3
Engine Mass (in kg) 1,868 1,871 1,449 809 2,042
Max. Takeoff Weight (in kg) 70,232 70,280 68,870 67,541 69,241
Initial Cruise Altitude (in ft) 32,000 32,000 32,000 30,000 30,000
Final Cruise Altitude (in ft) 38,000 38,000 38,000 36,000 36,000
Mission Fuel (in kg) 4,563 4,433 4,399 3,936 3,870

“applies to SO 1-3
bapplies to SO 4-5
“at AT = 15K, includes the thrust growth factor of 1.25

Yat AT = 15K, includes the thrust growth factor of 1.25 and the max. power
derate factor of 0.85

1 = takeoff field length, 2 = balanced field length, 3 = 15° segment climb,
4 = 2™ segment climb, 5 = 3™ segment climb, 6 = initial cruise altitude,
7 = final cruise altitude

fat max. static thrust
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System Option 1: Two-Shaft Turbofan

Table A.1 illustrates that an increase in Turbine Entry Temperature (TET) would lead
to a higher thrust requirement because the limiting factor for the takeoff thrust is the
rotational speed which, due to the stochastic effect of the various design constraints listed
on page 48 on the engine design module, is more restrictive for the higher TET. This
higher thrust requirement would consequently result in a greater fan diameter and engine
mass and hence a higher fuel consumption and operating cost.

As a lower TET would require a higher engine mass flow in order to generate the same
thrust, this would also result in a heavier engine, greater fuel consumption and operating
cost. Furthermore, the increased aircraft weight would lead to a wing span that exceeds
the limit of 36 m and a breach of the minimum blade height of 13 mm due to the stochastic
engine design process.

A higher Overall Pressure Ratio (OPR) would produce a favourable engine performance
and mass and therefore a fuel consumption and operating cost reduction, but it would
violate the minimum blade height constraint. Conversely, a lower OPR would not lead to
a blade height violation but to a less cost-efficient engine.

Although a higher Fan Pressure Ratio (FPR) would reduce the bypass ratio and hence
the propulsive efficiency, only the stochastic engine design process can explain the increase
in engine weight and thrust. A lower FPR would consequently result in a higher bypass
ratio but the propulsive efficiency gain would be outweighed by the higher fuel consumption
due to the mass and drag increase from the larger fan diameter.

The increased aircraft weight due to a higher wing span would be overcompensated
by the reduced drag and fuel consumption which would lead to an operating cost saving.
Unfortunately, a higher wing span would exceed the limit specified earlier. It is therefore
not surprising that a lower wing span would not violate the constraint but would be less
cost-efficient.

Although a greater wing chord length would increase the wing area which would reduce
the takeoff speed and hence the takeoff thrust requirement, the lower engine weight would
be counteracted by the increased fuel consumption due to the higher cruise drag. A reduced
wing chord length, on the other hand, would increase the takeoff thrust requirement by

such a large amount that this would lead to a higher fuel burn and greater operating costs.
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System Option 2: Three-Shaft Turbofan

In comparison to System Option 1, the optimum three-shaft turbofan has a higher TET
and OPR because Table 3.10 and Fig. 2.2a on page 30 show that the three-shaft layout is
not restricted by the minimum blade height. The optimum three-shaft configuration also
has a slightly lower fan pressure ratio than its two-shaft counterpart because the higher
bypass ratio does not lead to a significant thrust requirement increase. However, System
Option 2 has a slightly higher maximum static thrust and is marginally heavier because
the mass and drag of the increased fan diameter outweighs the weight saving from the
more compact three-shaft design. Nevertheless, Table A.4 highlights that the higher TET
and OPR and lower FPR lead to a fuel cost saving of 2.8 %. This cancels out the 10 %
engine acquisition cost penalty imposed due to the complexity of the three-shaft layout,
as explained on page 77.

Except for not violating the minimum blade height constraint, Table A.3 shows that
three-shaft’s design space is similar to System Option 1’s displayed in Table A.1. The
only difference is that Table A.3 indicates that a higher OPR would not lead to a reduced
thrust requirement as in Table A.1, which, again, would be caused by the stochastic engine
design process. Consequently, Table A.4 highlights that the reduced fuel consumption due
to the higher OPR would be outweighed by the extra costs incurred by the higher engine
weight.

System Option 3: Geared Turbofan

Table 3.10 illustrates that the optimum geared turbofan design has an even higher TET
than System Option 2, the same fan pressure ratio, but a lower OPR to remain above the
minimum blade height. Unlike with the two- and three-shaft turbofan, Table A.5 shows
that a lower fan pressure ratio would lead to a higher fuel efficiency but this is trumped
by the higher engine and airframe weight and the associated cost.

As Fig. 2.3a on page 31 displays that the geared turbofan only has eight HPC and
three LPT stages in comparison to the two-shaft’s nine HPC and six LPT stages depicted
in Fig. 2.1a, the engine mass is reduced by over 22 %, despite the additional weight of the
gearbox. Although this mass saving only decreases the maximum takeoff weight by 2 %, it
notably reduces the maximum thrust requirement and the fan diameter, and therefore the

fuel consumption by 3.6 % and the operating cost (excluding the value of time) by 2.2 %
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in comparison to the two-shaft turbofan.

System Option 4: Turboprop

As the turboprop aircraft is the only system option with four engines, Table 3.10 indicates
that the maximum static thrust requirement is approximately half of the three turbofan
options. As an engine failure in this case is not as critical, it is not surprising that Table A.7
illustrates that the thrust requirement is regularly set by the initial cruise altitude and
never by the initial climb segments.

In order to avoid a violation of the minimum blade height due to the drastically lower
thrust requirement and its effect on the core mass flow, the optimum turboprop engine’s
TET is only 1480K and its OPR only 21.2 in comparison to the three-shaft turbofan’s
TET of 1880 K and OPR of 35.8.

The turboprop engine only weighs 43 % of the three-shaft turbofan, despite the pro-
peller and the gearbox, partly because of the low thrust requirement, but also because the
low OPR and the gearbox significantly reduce the stage count: Fig. 2.4a on page 33 shows
that the turboprop engine only has four IPC and three LPT stages in comparison to the
three-shaft’s seven IPC and six LPT stages displayed in Fig. 2.2a.

The optimum turboprop design agrees well with that of the TP400-D6 engine con-
sidering that the propeller’s maximum rotational tip speed of 227.2m/s and disc loading
of 398 kW /m? only deviate by 3% and 7% respectively from the TP400’s tip speed of
233.7m/s and disc loading of 372kW/m? [85]. The maximum takeoff weight is also lower
than for the turbofan options, primarily because of the reduced aerodynamic loads acting
on the airframe at Mach 0.70 instead of Mach 0.78.

Table A.7 shows that a greater propeller diameter would increase the engine mass and
therefore the thrust requirement, maximum takeoff weight, fuel consumption and operating
cost. Although a smaller propeller diameter would consequently reduce the engine weight,
the reduced propeller efficiency due to the higher propeller disc loading would lead to a
greater fuel consumption that would outweigh the weight saving.

A higher propeller tip speed would greatly increase the operating cost because it would
lead to a higher initial cruise altitude and therefore a much higher thrust requirement.
A reduced tip speed paradoxically leads to the same result which shows that the initial

cruise altitude is highly sensitive to the tip speed.
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The initial cruise altitude is similarly sensitive to an increase in either the wing span or
the wing chord length, which is why a greater wing span would not reduce the operating
costs, unlike for System Options 1-3. However, similar to the turbofan options, a lower
wing span or wing chord length would also increase the operating costs because of the
higher thrust required to meet the maximum takeoff field length.

Despite the low TET and OPR, the propeller makes the turboprop the most fuel-
efficient aircraft described so far with a fuel consumption and an operating cost (exclud-
ing the value of time) that are respectively 13.7% and 4.3 % lower than the two-shaft

turbofan’s.

System Option 5.1: Open Rotor

Although the open rotor is unducted, just like the turboprop, Table 3.10 reveals that the
optimum open rotor design is markedly different to the optimum turboprop configuration.
As with the three turbofan options, there are only two open rotor engines per aircraft.
This means that the open rotor’s LPT has to generate approximately three times as much
power and thrust as each turboprop engine in order to satisfy the third segment climb
requirement with an engine-out. Consequently, the optimum open rotor design has a
similar TET and OPR as the geared turbofan. As with the geared turbofan, a higher
TET and OPR is not feasible due to the minimum blade height.

Despite the similar diameter, the higher blade number means that the total surface
area of the two propellers is almost 2.5 times as much as the turboprop’s. In addition, the
open rotor’s maximum propeller tip speed is 25 % greater than the turboprop’s. As lift
increases with the square of the speed for a given lift coefficient, density and surface area,
each propeller blade therefore generates 55 % more lift, i.e. thrust, even without increasing
the angle of attack.

Table A.9 shows that a greater propeller diameter would reduce the fuel consumption.
Although this would be cost-effective because the fuel saving would outweigh the increased
engine weight, the blade height would again drop below the limit due to the stochastic
engine design process.

Unlike all other system options, the open rotor is at the lower wing chord length limit,
as an increase would raise the drag and hence the fuel consumption, which would financially

outweigh the reduced power requirement and engine weight, similar to an increase in the
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propeller’s rotational tip speed.

Due to the high power and thrust output and the two propeller rows that are driven
by a complex gear mechanism, the open rotor is 9.3% heavier than the two-shaft tur-
bofan. Consequently, the maximum takeoff weight is 2.5 % higher than the turboprop’s,
despite also cruising at Mach 0.7. Nevertheless, the high TET and OPR outweigh the
increased weight in terms of fuel efficiency in comparison to the turboprop. The open
rotor is therefore paradoxically the heaviest but also the most fuel-efficient system option
investigated, with a fuel consumption that is 15.2% lower than the two-shaft turbofan’s.
However, the open rotor is only 2.0% cheaper to operate (excluding the value of time)
than the two-shaft turbofan, and therefore not as cost-efficient as the turboprop, because
the open rotor engine is 17.6 % more expensive to acquire and maintain than the two-shaft

turbofan.

3.2.2 Mission Performance

This section shows how the five system options perform for the mission profile outlined in
Fig. 3.12 on page 65. For conciseness, this does not include the continued cruise nor the
diversion performance. As the three turbofan options have a similar performance profile,
they are grouped in the first sub-section, while the turboprop and the open rotor are

discussed separately in the second sub-section.

System Options 1-3: Turbofans

As the three-shaft turbofan’s IP and HP rotational speeds are linked, the system effectively
behaves like System Option 1 and 3’s two-shaft configuration. Consequently, only the
two-shaft turbofan’s performance diagrams are shown and discussed in detail in this sub-
section, while the three-shaft and geared turbofans’ profiles are displayed in Figs. B.1 to
B.6 in Appendix B on pages 147-150.

As the blue line in Fig. 3.26 displays the altitude of the aircraft throughout the mission
relative to the maximum of 38,000 ft, it closely reflects the profile illustrated in Fig. 3.12.
The line also clearly shows that all acceleration and deceleration phases, including takeoff
and landing, are relatively short in comparison to the other flight stages. As in Fig. 3.12,
the flight profile in Fig. 3.26 includes one stepped climb in order to minimize fuel consump-

tion. As the thrust drops with increasing altitude, the climb rate decreases proportionately
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and vice versa for the descent. The altitude is shown in all other figures in this section to
aid interpretation.
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Figure 3.26: Two-Shaft Turbofan Mission True Airspeed, Thrust and Fuel and
Core Mass Flow Rates (Cruise Speed: Mach 0.78).

The true airspeed also clearly illustrates the rapid acceleration and slightly longer
deceleration phases, but increases and decreases more slowly as the aircraft climbs and
descends at constant equivalent airspeed. As the aircraft reaches its cruise Mach num-
ber shortly before it levels off for cruise, the true airspeed starts to drop again as the
temperature and hence the speed of sound decrease with increasing altitude. The true
airspeed does not drop further during the stepped climb, however, because International
Standard Atmosphere (ISA) specifies that the temperature is constant above 11,000 m
(= 36,000 ft) [54].

A comparison of the thrust and fuel flow rate rate reveals that the two-shaft turbofan
has the lowest specific fuel consumption (i.e. fuel-flow-rate-to-thrust ratio) during takeoff.
As the thrust is at its maximum during takeoff, the absolute fuel flow rate is also at its
highest level during that phase, however, before the engine is throttled back from 100 % to
75 % for the climb stage. The stepped change in thrust and fuel flow rate during the climb

and descent reflects the discrete performance calculations at 2,000-ft intervals. There are
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slight kinks in the fuel flow rate steps during the acceleration and deceleration stages
because the fuel consumption rate is also proportional to the speed. The thrust and fuel
flow rate also drop slightly during cruise as fuel is burnt off and the aircraft consequently
becomes lighter. As the thrust increases again for approach and reverse thrust, so does
the fuel flow rate. The relative air mass flow rate through the core of the engine shows
close agreement with the fuel flow rate in Fig. 3.26, except at the lower thrust settings
where the relative fuel flow rate drops to a lower level because the engine is working less
hard.

The turbine entry temperature and rotational speeds depicted in Fig. 3.27 follow a
similar pattern as the thrust and fuel flow rate in Fig. 3.26, except that they increase
with altitude, albeit to a lesser extent. The rotational speed of the low-pressure system
changes more than the high-pressure system because, as the name implies, the former is
more sensitive to changes in either engine or atmospheric pressure. Although Fig. 3.26
shows that the fuel consumption rate does not increase after the stepped climb, Fig. 3.27
indicates that the engine has to work harder to generate the same thrust at the higher
altitude. The TET and rotational speeds have similar kinks during the deceleration stages
as the fuel flow rate in Fig. 3.26, but have an additional one at the beginning of the descent

due to the initial rise in true airspeed.
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Figure 3.27: Two-Shaft Turbofan Mission Turbine Entry Temperature and Ro-
tational Speeds (Cruise Speed: Mach 0.78).

The fan and overall pressure ratios, displayed in Fig. 3.28, are respectively correlated
with the LP and HP rotational speeds in Fig. 3.27. In contrast to the rotational speeds,
however, the OPR varies more extremely than the FPR, because the former is generated
cumulatively by 13 compressor stages while the fan only consists of one stage.

Figure 3.28 also highlights that the bypass ratio has an inverse relationship with the fan
pressure ratio and is at its maximum at the beginning of the descent where the combination
of low-density but high-velocity air and idle thrust mean that the fan has to put least work
into compressing the air.

Table 3.11 on page 94 indicates that the maximum thrust values recorded during the
mission are significantly lower than the design values. This is due to the fact that the
engines are designed for stretched versions of the Airbus A320 with 25 % more thrust, as
explained on page 41. The engines used for the A320 mission simulated in this study are
consequently derated, which explains why the maximum TET, rotational speeds, FPR
and OPR values are also less than the design values.

In some cases there are significant performance variations between the mission and

the design performance data that are not only caused by the thrust derate. These are
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Figure 3.28: Two-Shaft Turbofan Mission Bypass Ratio and Pressure Ratios
(Cruise Speed: Mach0.78).

highlighted in yellow in Table 3.11. For example, according to the design data in Ta-
ble 3.11, System Option 2’s thrust should be higher than System Option 1’s, which does
not agree with the mission values where the three-shaft turbofan’s maximum thrust is
lower. This deviation is caused by variations in the operational performance limits, de-
pending on whether the maximum growth thrust, which forms the basis of the derated
thrust, is limited by the rotational speed or the turbine entry temperature in that instance.

Table 3.11 also shows that the maximum fuel flow rate of the three-shaft turbofan
is 7% lower than System Option 1’s, which deviates from the total fuel consumption
reduction of 3%. In this case, a slight difference is not surprising because the fuel flow
rate varies significantly throughout the mission, as Fig. 3.26 shows. The fluctuation of the
bypass ratio, FPR and OPR in Table 3.11 can also be attributed to the varying operational
environments and thrust levels.

As explained in Section 2.1.2 on page 29, the three-shaft turbofan has the advantage
that the smaller rotors in the HP system have the freedom to rotate faster than the larger
blades in the IP system, while the equivalent blades in the two-shaft turbofan are restricted

to much lower speeds. This is clearly visible in Table 3.11, where System Option 2’s HP
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Table 3.11: Performance Data of System Options 1-3.

Max. Mission Performance® Design Performance®
Performance Parameter (Figs. 3.26-3.28, B.1 B.6) (Tables C.1, C.3, C.5)
SO 1 SO 2° SO 3° SO 1 SO 2¢ SO 3¢
Max. Altitude 38,000 ft 0% 0% 38,000 ft 0% 0%
Cruise Speed 859 km/h 0% 0% Mach 0.78 0% 0%
Total Thrust 195.2kN - 2% - 3% 255.0 kN + 3% - 8%
Total Fuel Flow 2.24%kg/s — 7% — 4% 4,563 kg - 3% - 4%
Turbine Entry Temp. 1655 K + 1% + 7% 1820 K + 3% + 5%
HP/IP Rot. Speed 14,600 rpm +22% / +20 % 15,300 rpm +24% / +22%
—-14% -12%
LP Rot. Speed 3,400 rpm - 3% +94 % 4,400 rpm - 5% +86 %
Bypass Ratio 14.0 + 9% +31% 6.75 +11% +15%
Fan Pressure Ratio 1.52 - 4% 0% 1.80 - 1% - 1%
Overall Pressure Ratio 29.6 + 4% + 6% 32.2 +11% + 4%

“at AT = 0K, excludes the thrust growth factor of 1.25 (see page 41 for details)
bat AT = 15K, includes the thrust growth factor

“change relative to SO 1’s mission performance value

dchange relative to SO 1’s design performance value

> 50 % relative difference between respective mission and design percentages

system rotates more than 20% quicker than System Option 1’s, while the IP system
rotates almost four times as fast as the two-shaft turbofan’s LP system. However, as
System Option 2 has a lower fan pressure ratio and therefore a greater fan diameter than
System Option 1, Table 3.11 shows that System Option 2’s LP system has a slightly lower
rotational speed than the two-shaft turbofan.

Although the geared turbofan does not have an IP system, the gearbox allows the
LP system to rotate at almost twice the speed of System Option 1’s. This enables the
geared turbofan’s three LPC stages, illustrated in Fig. 2.3a on page 31, to compress the air
almost twice as much as the two-shaft turbofan’s three LPC stages displayed in Fig. 2.1a
on page 29. The higher HP inlet pressure also means that System Option 3’s HPC blades
do not have to be as large, which therefore allows them to rotate 20 % faster than System

Option 1’s.



3.2. RESULTS AND DISCUSSION 95

System Options 4—5: Turboprop and Open Rotor

As with the turbofans, only the turboprop is covered in detail in this section, because
Figs. B.7 to B.12 on pages 150-153 indicate that the performance of the open rotor is
similar to that of the turboprop. The reason for displaying the open rotor’s performance
with two different cruise speeds of Mach 0.70 in Figs. B.7-B.9 and Mach 0.76 in Figs. B.10-
B.12 is because the next section shows that the open rotor is the system option with the
biggest difference in optimum cruise speed, depending on whether the value of time is
included or not.

The most apparent difference between Figs. 3.26 and 3.29 is that, unlike the two-shaft
turbofan, the turboprop remains at 36,000 ft throughout its cruise. As the turboprop
cruises at Mach 0.70 instead of the turbofan’s Mach 0.78, it also performs its climb and
descent at a maximum equivalent airspeed of 269 kn instead of 300 kn. This explains why
the turboprop’s acceleration and deceleration phase at 10,000 ft is shorter than the two-
shaft turbofan’s. The reduced speed is also the reason for the turboprop’s slightly higher
block time of 2 hours and 37 minutes in contrast to the turbofan’s 2 hours and 22 minutes
for the 1,546-km mission. As the slower open rotor aircraft cruises at the same speed as
the turboprop, Fig. B.7 displays that it has a similar block time to the turboprop. The
faster open rotor with a cruise speed of Mach 0.76 almost has the same block time as the
two-shaft turbofan, however.

Although the turboprop only has to accelerate to Mach 0.70, Fig. 3.29 illustrates that
the ascent takes 25 minutes in comparison to System Option 1’s 16-minute climb. Fig-
ure 3.29 shows that this is caused by the fact that the turboprop’s maximum thrust is
lower which, due to the slower jet velocity produced by the propeller, also drops off more
quickly with speed than System Option 1’s, as predicted in the literature [11]. However,
Figs. 3.29 and 3.30 indicate that, after takeoff, the turboprop’s thrust and fuel flow rate
initially do not decrease as rapidly as after the second acceleration phase, because the
engine continues to operate at its maximum derate power by gradually increasing the
turbine entry temperature to its limit. Due to the open rotor’s higher thrust rating and
no maximum power derate, the altitude and thrust lines in Figs. B.7 and B.10 look more
similar to System Option 1’s in Fig. 3.26.

As the open rotor cruising at Mach 0.76 has to accelerate to a higher equivalent air-

speed, Fig. B.10 indicates that the fuel flow rate increases more during the second accel-
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Figure 3.29: Turboprop Mission True Airspeed, Thrust and Fuel and Core
Mass Flow Rates (Cruise Speed: Mach 0.70).

eration phase than for the turboprop in Fig. 3.29 and the slower open rotor in Fig. B.7.
In all three figures, the fuel flow rate would also rise during the first acceleration phase
to 250 kn, if it were not masked by the takeoff thrust setting. Similarly, unlike with the
turbofans, the approach thrust does not lead to a visible increase in the fuel flow rate
because it is overshadowed by the higher fuel consumption rates for the reverse thrust and
the second deceleration phase due to the higher speed. As for the turbofans, however, the
core mass flow rate shows close agreement with the fuel flow rate.

In Figs. 3.30, B.8 and B.11 there is a correlation between the turbine entry temperature
and the rotational speeds of the shafts. This is caused by the requirement to reduce the
rotational speed of the LP system as the relative airflow velocity over the propeller tip
reaches Mach 0.95, as discussed on page 32. Figures B.8 and B.11 illustrate that this is
more pronounced for the open rotor, particularly System Option 5.2 with the higher cruise
speed, because of the open rotor’s higher maximum rotational tip speed in comparison
to the turboprop. When not restricted by the airflow velocity, Figs. 3.30, B.8 and B.11
indicate that the rotational speed of the LP system is at 100 %, i.e. the specified maximum
propeller tip speed, except when taxiing. The interdependency between the TET and the
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Figure 3.30: Turboprop Mission Turbine Entry Temperature and Rotational
Speeds (Cruise Speed: Mach 0.70).

rotational speeds of the HP/IP and LP systems is especially visible during the descent,
because an increase in the propeller speed leads to a greater power consumption, which
has to be generated by the engine. This is reflected in a slightly steeper increase in fuel
flow rate in the initial phase of the descent in comparison to the two-shaft turbofan in
Fig. 3.26. There is no distinct increase in turbine entry temperature and HP /IP rotational
speed during the approach for the same reason as for the fuel flow rate.

During the ascent, the propeller efficiency in Figs. 3.31, B.9 and B.12 follows a similar
pattern as the rotational speed of the LP system. Then, however, the efficiency first
increases with the reduction from climb to cruise thrust, before it drops and oscillates
slightly as the thrust is throttled back to idle during the descent. This complex behaviour
is caused by the fact the propeller efficiency is defined as the thrust generated multiplied
by the forward speed and divided by the power input, making it a function of the lift,
drag, blade pitch angle, rotational speed and forward velocity [86]. Figures 3.31 and B.9
also illustrate that System Option 5.1’s propeller efficiency is only around 66 % during
the cruise in contrast to the turboprop’s 74 %, even though both propeller systems are

operating at the maximum permissible relative tip airflow velocity of Mach0.95. The
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reason is that the open rotor aircraft has a total propeller surface area that is 25 % greater
than System Option 4’s, which is needed to meet the third segment climb requirement, but
only creates additional drag during cruise. Figure B.11 indicates that System Option 5.2’s
higher cruise velocity leads to a further reduction in the propeller’s rotational speed. This
results in an increased blade pitch angle, and hence a lift vector with a greater torque
component, which explains why System Option 5.2 has an even lower propeller efficiency
of 57%. Considering that the literature quotes a maximum turboprop propeller efficiency
of 80-85 % [82], which agrees closely with Fig. 3.31’s maximum value of 78.8 %, shows that
the turboprop propeller has been modelled correctly in this study.

120% -

100% -

80% -

60% -

—Altitude (max. 36,000 ft)
——Propeller Efficiency (max. 78.8%)

0 -
40% —— Overall Pressure Ratio (max. 21.8)

Percentage Relative to Respective Maximum

20% -

0% T T T T T
0.0 0.3 0.6 0.9 1.2 1.5 1.8 21 24 27

Block Time (in h)

Figure 3.31: Turboprop Mission Propeller Efficiency and Overall Pressure Ra-
tio (Cruise Speed: Mach 0.70).

Table 3.12 highlights that the turboprop aircraft has a 9 % lower design thrust than the
two-shaft turbofan because Tables C.1 and C.7 in Appendix C show that System Option 4
has a 4 % lower maximum takeoff weight. As Tables C.1 and C.7 also state that the takeoff
distance sets the thrust requirement for both system options, another important factor is
the wing incidence angle, which, due to the lower cruise speed, is 4.8° for the turboprop
but only 4.0° for the two-shaft turbofan. This means that the turboprop has to rotate
less to take off and clear the obstacle height. The discrepancy between the turboprop’s
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maximum mission thrust and its design thrust in Table 3.12 is caused by the fact that
the maximum thrust is reached during the takeoff roll, which is calculated at a slightly
higher speed for the turboprop and the open rotor than for the turbofans, as Eqgs. 3.6 and
3.7 on page 57 show. In addition, the turboprop has a greater thrust lapse rate than the

turbofans, as was mentioned previously.

Table 3.12: Performance Data of System Options 4-5.

Max. Mission Performance® Design Performance®
Performance (Figs. 3.26-3.31, B.7-B.12) (Tables C.1, C.7, C.9)
Parameter
SO 1 SO 4% S0 5.1° SO 5.2° SO 1 SO 4% SO 5.1° SO 5.2°
Max. Alti-  38,000ft — 5% — 5% — 5% 38000ft — 5% — 5% 0%
tude
Cruise 859km/h — 10% — 10% — 3% Mach0.78 — 10% — 10% - 3%
Speed
Total 1952kN  — 14% + 12% + 12%  255.0kN  — 9% + 35% + 39%
Thrust
Total Fuel — 2.24kg/s — 50% — 34% — 29%  4563kg — 14% —15% — 7%
Flow
Turbine 1655 K — 18% + 4% + 4% 1820 K - 19% + 4% + 4%
Entry Temp.
HP/IP 14,600rpm + 62% / + 54% / + 51% / 15,300rpm + 63% / + 53% / + 50% /
Rot. Speed +23% - 2% - 4% +24% - 3% - 5%
LP 3,400rpm  +203%  +124%  +118% 4,400rpm +134% + 3% + 69%
Rot. Speed
Overall Pres- 29.6 - 26% + 49% + 48% 32.2 - 34% + 15% + 15%
sure Ratio

“at AT = 0K, excludes the thrust growth factor of 1.25 (see page 41 for details)

bat AT = 15K, includes the thrust growth factor

“change relative to SO 1’s mission performance value

Yincludes the max. power derate factor of 0.85 (see Section 3.1.3 on page 56 for details)
“change relative to SO 1’s design performance value

> 50 % relative difference between respective mission and design percentages

Unlike the turboprop, Table C.9 indicates that System Options 5.1’s and 5.2’s thrust
is set by the third segment climb with only one engine in operation. As Figs. B.7 and
B.10 show that the open rotor has a thrust lapse rate that lies between that of System
Options 1 and 4, Table 3.12 displays that System Options 5.1 and 5.2 consequently have
a 35 % and 39 % higher design thrust, respectively, than the two-shaft turbofan.

The maximum fuel flow rates of System Options 4, 5.1 and 5.2 given in Table 3.12 are

significantly lower than System Option 1’s. The total fuel consumptions do not decrease
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by the same percentage, however, because Figs. 3.29, B.7 and B.10 highlight that the
fuel flow rate during the cruise is approximately 40 %, 30 % and 35 % of the maximum,
respectively, while for the two-shaft turbofan it is only 25 %.

The turboprop’s and open rotor’s LP rotational speeds differ from the two-shaft tur-
bofan’s due to the gearbox, the reduced core size and the constant speed propellers that
only rotate slower during taxiing and when the relative airflow velocity reaches Mach 0.95.
The open rotor’s maximum mission OPR also deviates significantly from the design value,
because Figs. B.7 and B.10 illustrate that System Option 5.1’s and 5.2’s core mass flow
rate at the top-of-climb is respectively 57 % and 63 % of the takeoff value in comparison
to the two-shaft turbofan’s 41 % shown in Fig. 3.26. The difference is caused by the core’s
nozzle area that limits the core mass flow rate so that none of the flow velocities exceed

the speed of sound, as specified on page 48.

3.2.3 Optimum Cruise Speed

The cost charts presented in the following sub-sections are based on the cost formulas
in Section 3.1.8 on page 75. Due to the similarity between the cost diagrams of the five
system options, the first sub-section only shows how the costs of the two-shaft turbofan
and the turboprop are affected by the cruise speed, while the figures of the other three
system options are found in Appendix D on pages 167-168. The last two sub-sections then
highlight how each system option performs relative to the others, depending on whether
the value of time is included or not.

It is important to note that all charts include a relative cost of time, except where
indicated, that is measured relative to the block time required when cruising at Mach 0.82,
the highest cruise velocity investigated in this study. This means that a cruise speed
of Mach 0.82 has a cost of time of zero, which increases as the cruise speed drops. The
productivity and market share costs at the various cruise speeds are also measured relative
to the cost baseline at a cruise speed of Mach 0.82. While the market share cost is the
direct operating cost multiplied by the lost market share percentage, the productivity cost
is the difference between the DOC at the actual cruise speed and the DOC if the same
aircraft design were flown at a cruise speed of Mach 0.82. The productivity cost is therefore
dependent on the number of aircraft in the fleet as well as the annual flight hours and

flight cycles per aircraft, which are affected by the cruise speed as shown in Fig. 3.22 on
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page 74.

System Options

Figures 3.32 and D.1-D.3 all illustrate two conflicting cost wedges: the first one increases
with cruise speed and consists of the engine, airframe, landing, navigation, crew, ground,
fuel and CO3 costs, while the second one reduces with speed, including the productivity,
market share and time costs.

The market share cost is not significant in any of the five diagrams, because Fig. 1.9
on page 21 displays that the market share only starts to decrease rapidly below a cruise
speed of 400km/h (~ Mach0.38). Similarly, the equipment and flight costs (i.e. the
engine, airframe, landing, navigation, crew and ground costs) only increase gradually with
velocity. The mean fuel and COq costs, however, increase exponentially with speed due to
the onset of wave drag and consequently rise more quickly at some point than the linearly
reducing cost of time. The velocity at which this occurs is the optimum cruise speed if
the value of time is included and varies as follows for the five system options, based on
Table 3.13: while it is Mach 0.80 for the three turbofans, it is Mach 0.76 for the open rotor
and only Mach 0.72 for the turboprop. If the value of time is ignored, however, then the
minimum operating cost is at a lower speed, below which the asymptotically decreasing
fuel cost saving is less than the productivity cost rise. For the three turbofan options this

is Mach 0.76, while for open rotor and the turboprop it is Mach 0.70.

Table 3.13: Direct Operating Cost Range (based on Tables C.2, C.4, C.6, C.8
and C.10).

Optimum Cruise Speed Mean DOC incl. VoT Mean DOC excl. VoT

System Option (in Mach) (in ¢/RPK, 2012) (in ¢/RPK, 2012)

incl. VoT excl. VoT Rank* Min. Max.” Rank* Min. Max.”

1 0.80 0.76 3 10.27 +25% 4 9.98 +3.5%
2 0.80 0.76 2 10.25 +2.9% 5 10.00 +4.5%
3 0.80 0.76 1 10.04 +2.8% 2 9.77 +3.4%
4 0.72 0.70 5 10.38 +3.5% 1 9.62 +4.9%
5 0.76 0.70 4 10.28 +5.7% 3 9.85 +3.3%

“based on minimum DOC
bchange relative to respective minimum DOC

System Option with lowest DOC System Option with highest DOC




102 CHAPTER 3. SYSTEM STUDY

Table 3.13 displays that, in comparison to the two-shaft turbofan, System Options 2
and 3 have slightly different cost values and that the geared turbofan has the lowest
direct operating cost of all system options if the value of time is included. Nevertheless,
Figs. D.1 and D.2 look very similar to Fig. 3.32a because System Options 2 and 3 have
the same optimum cruise speeds as the two-shaft turbofan. Despite the wide speed ranges
investigated, Table 3.13 indicates that the biggest change in DOC (including the value of
time) for the three turbofan options is only 2.9 % relative to the minimum, which increases

to 4.5 % if the value of time is excluded.

1

o

u Time

= Market Share

u Productivity

m Fuel + CO2 (mean)

m Engine, Airframe, Landing,
Navigation, Crew, Ground

Direct Operating Cost (in ¢/RPK, 2012)

o = N ®w A O ©® N ® ©
Direct Operating Cost (in ¢/RPK, 2012)

0.74 0.76 0.78 0.80 0.82 0.68 0.70 0.72 0.74
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a) Two-Shaft Turbofan b) Turboprop

Figure 3.32: Direct Operating Cost Breakdown Vs. Cruise Speed.

The turboprop’s and open rotor’s cost wedges in Figs. 3.32b and D.3 have different
proportions to those of the three turbofan system options, due to the lower optimum
cruise speeds and the increased fuel efficiency. Consequently, the equipment, flight and
mean fuel and COs costs are lower, but the market share, productivity and time costs are
more significant. Table 3.13 shows that the open rotor has the largest difference between
the lowest and highest DOC if the value of time is included, because System Option 5 has
the widest optimum cruise speed range. Conversely, the turboprop has the smallest range
because Table C.7 illustrates that its thrust requirement is controlled by the initial cruise
altitude and speed, while the open rotor’s thrust remains constant as Table C.9 displays
that it is set by the third segment climb. Irrespective of that, the turboprop has the lowest

direct operating cost if the value of time is excluded.
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Including the Value of Time

As implied in the name and defined in Eq. 1.3 on page 21, MSD is the mean of the squares
of the DOC values. In order to make comparisons with the mean DOC values quoted
in the previous sub-section easier, Fig. 3.33 presents the square root of the MSD, but
including the absolute instead of the relative cost of time, based on Eq. 3.19 on page 79.
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Figure 3.33: System Options MSD of Direct Operating Cost (incl. Value of

Time) Vs. Cruise Speed.

If the value of time is included, Fig. 3.33 confirms that the geared turbofan has the
lowest direct operating cost of the five system options at a cruise speed of Mach 0.80 and
that System Option 2 has an almost identical operating cost to System Option 1, despite
the 10 % engine acquisition cost penalty imposed on the three-shaft turbofan. Figure 3.33
also highlights the turboprop’s narrow optimum cruise speed range in comparison to the
three turbofans and the open rotor.

Figure 3.34 compares the optimum system option designs, based on the minimum DOC
(including the relative value of time) at Mach 0.80 for System Options 1-3, Mach 0.72 for
System Option 4 and Mach0.76 for System Option 5 to the actual DOC data of U.S.
passenger airlines in the Year 2009 taken from Fig. 1.3 on page 10 [28, 29]. The actual
engine and airframe costs from 2009 have been blended together in Fig. 3.34 because the
data does not differentiate between the two. As the U.S. passenger airlines data also does
not separate the productivity cost from the rest and does not include market share and

time costs, none of these are shown in Fig. 3.34. Although the actual cost data is an
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average for all aircraft sizes and ages operated by U.S. passenger airlines in 2009, the
comparison between the predicted and the actual DOC data nevertheless reveals that the
costs estimates for 2030 are realistic, considering that Table 3.16 on page 108 shows that
the aircraft acquisition costs are forecasted to rise to balance the high fuel and CO» cost
estimates for 2030. The actual fuel cost in 2009 is significantly less than forecasted for
2030, because in addition to supplementary COs costs, the mean predicted oil price for
2030 (=~ 135 $/barrel in 2012 prices) is more than twice as high as the actual price in 2009
(=~ 63 $/barrel in 2012 prices [28, 29]). This price increase between 2009 and 2030 does not
translate into a similar fuel and COg cost rise in Fig. 3.34 due to the significantly improved
fuel efficiency highlighted in Table 3.15 on page 108. As the landing and navigation charges
are dependent on the Operating Weight Empty (OWE) which, according to Table 3.16, is
predicted to reduce, Fig. 3.34 indicates that these are the only costs that are expected to

drop.

uTime

= Market Share

= Productivity

mFuel + CO2 (mean)
m Landing, Navigation,

Crew, Ground
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Direct Operating Cost (in ¢/RPK, 2012)
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Figure 3.34: Optimum System Options (incl. Value of Time) Vs. Actual U.S.
Passenger Airlines [28, 29] Direct Operating Cost Breakdown.

Focusing on the five system options, Fig. 3.34 confirms that the geared turbofan has
the lowest operating cost if the value of time is included. Nevertheless, Table 3.13 shows
that the turboprop, which has the highest operating cost, is only 3.4 % more expensive.
Even though System Option 2 has the most costly engine, Fig. 3.34 illustrates that this is
over-compensated by the reduced fuel consumption, making it slightly cheaper to operate
than the two-shaft turbofan. However, System Option 3 outperforms both in terms of

cost efficiency because the reduced engine weight and fuel consumption also make the
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airframe lighter and therefore cheaper. Although the turboprop has the lowest engine cost
due to the reduced turbine entry temperature and thrust requirement, the lightest and
cheapest airframe and the highest fuel efficiency, the low cruise speed imposes a significant
productivity and time cost, making it the most expensive option. Despite not having such
a large time and productivity cost, System Option 5’s high thrust and turbine entry
temperature make the engine the second most expensive to operate. The high engine
mass also does not help in reducing the airframe weight and hence its cost. Although the
open rotor is more fuel-efficient than the geared turbofan, it has a higher fuel consumption

than the turboprop due to the increased cruise speed.

Excluding the Value of Time

As the cost of time drops linearly with an increase in cruise speed, Fig. 3.35 is a tilted
version of Fig. 3.33 in which the turboprop is the cheapest system option after being the
most expensive in Fig. 3.33. However, as indicated in Table 3.13 on page 101, the geared
turbofan only slips down one rank to second, ahead of the open rotor and the two- and

three-shaft turbofan.
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Figure 3.35: System Options MSD of Direct Operating Cost (excl. Value of

Time) Vs. Cruise Speed.

Figure 3.36 looks similar to Fig. 3.34, except that the cost of time is not included
and that most of the costs have decreased, except for a marginal rise in the productivity

and market share costs due to the reduced cruise speeds. While the turboprop’s cruise
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velocity has only dropped by Mach 0.02, the turbofans’ have decreased by Mach 0.04 and
the open rotor’s by Mach 0.06 which explains their more pronounced fuel cost saving. All
system options have similar reductions in engine and airframe costs, however, due to the
lower airframe weight and thrust requirement. As all costs, except for fuel and COo, have
changed by similar amounts, it is not surprising that the turboprop is now the cheapest
to operate without the cost of time. Similarly, the geared turbofan’s lower engine and
airframe weight and cost and its productivity cost advantage outweigh the open rotor’s
superior fuel efficiency. This shows that the most fuel-efficient option, the open rotor,
is not automatically the most cost-efficient solution because of the relatively high engine
and airframe costs.
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Figure 3.36: Optimum System Options (excl. Value of Time) Vs. Actual U.S.
Passenger Airlines [28, 29] Direct Operating Cost Breakdown.

Table 3.14 shows that the v/MSD and mean DOC values are almost identical, which
explains why both have the same optimum cruise speeds. The minor difference in cost is
caused by the fact that, despite the uniform uncertainty distributions, vMSD is skewed
by the higher fuel and carbon cost values due to the squaring, as Eqgs. 3.22 and 3.23

demonstrate for imagined values of 1.0, 1.5 and 2.0:

1 M 1
VMSD = \/M S oy2= \/g x (1.02 4 1.52 + 2.02) = 1.55 (3.22)

j=1"7

1 M 1
Mean DOC = - ijl yj =3 % (1L0+15+2.0) = 1.50 (3.23)
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Table 3.14: Comparison of vVMSD and Mean DOC (based on Tables C.2, C.4,
C.6, C.8 and C.10).

VMSD (excl. VoT) Mean DOC (excl. VoT)
System Option Cruise Speed Min. Cost Cruise Speed Min. Cost
(in Mach) (in ¢/RPK, 2012) (in Mach) (in ¢/RPK, 2012)
1 0.76 10.02 0.76 9.98
2 0.76 10.03 0.76 10.00
3 0.76 9.81 0.76 9.77
4 0.70 9.65 0.70 9.62
5 0.70 9.88 0.70 9.85

This raises the question whether it was worthwhile determining the MSD when using
a uniform uncertainty distribution. The author argues that it was, considering that cal-
culating the MSD did not require significant computing power and provided a clear link
between the fuel and carbon price ranges, specified on page 11, and the model, as well as

a baseline against which the mean DOC could be compared.

3.2.4 Verification

Table 3.15 proves that the optimum cruise speed and fuel consumption values presented
in the previous sub-sections agree well with performance data in the public domain. It is
particularly interesting to note that neither the cruise speeds of the three turbofan options
nor of the turboprop deviate significantly from the Airbus A320’s and A400M’s current
velocity, respectively, regardless of whether the value of time is included or not. The open

rotor’s wider speed range is also confirmed by the references given in Table 3.15.



108 CHAPTER 3. SYSTEM STUDY

Table 3.15: Verification of Cruise Speed and Fuel Consumption Results.

Cruise Speed (in Mach) Fuel Consumption
System Option
System Study® Literature System Study®® Literature®
Current Airbus A320 0.78 0.78 78] 3.58kg/km*® 3.68kg/km? [119]
1 0.76/0.80 0.78° [78] —19.4%/-14.2% —15% [62]
2 0.76,/0.80 —21.8%/-16.9%
3 0.76,/0.80 —222%/-174%
4 0.70/0.72 0.68-0.727 [85] —28.9%/-26.4%
5 0.70/0.76 0.72-0.75 [24, 120]  —30.1%/-231%  —30%/—25% [62]

“based on Tables C.1, C.3, C.5, C.7 and C.9

bpercentages relative to the current Airbus A320

5,537 kg fuel for the System Study’s 1,546-km mission

416,500 kg fuel for a max. range mission of 4,482km (2,420 nm) at a MTOW of 77,000 kg
“based on the Airbus A320

fbased on the Airbus A400M

According to Morrison [17], a new generation of aircraft will have an increased wing
span and an increased capital cost in order to further reduce fuel consumption, as was
the case in the past [18]. Both forecasts are verified by Table 3.16, where all system
options have a greater wing span and a higher acquisition cost than the current A320.
Furthermore, Tables A.1-A.10 in Appendix A show that all system options, except for the
turboprop, would have an even lower operating cost if their wing spans were allowed to

exceed the limit of 36 m.

Table 3.16: Verification of Aircraft Wing Span, Operating Weight Empty and
Acquisition Cost Results.

. . Wing Span Operating Weight Empty Aircraft Acquisition Cost
System Option (in m)® (in kg)" (in million $, 2012)"
Current Airbus A320 34.1 [78] 43,000 [78] 69.6 [29, 78]
1 36.0 —-18.1% +11.2%
2 36.0 —-18.0% +15.2%
3 35.8 —21.2% + 8.6%
4 35.3 —24.3% + 3.7%
5.1 35.2 —-20.4% +11.2%
5.2 35.3 —-16.9% +15.1%

“based on Tables C.1, C.3, C.5, C.7 and C.9

bpercentages relative to the current Airbus A320
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Although Concorde was primarily retired in 2003 because of the increasing maintenance
burden and the reduced passenger numbers after the Concorde crash in 2000 and the
terrorist attacks of 2001, even in its hay-day the 14 Concorde aircraft only covered a
niche-market [121, 122]. This was partly because the sonic boom prevented Concorde
from flying supersonic over land, but primarily because it consumed six times as much
fuel per passenger as a Boeing 787 today [121]. The high fuel consumption also restricted
Concorde’s maximum range, which meant that a scheduled non-stop service over the
North Atlantic was the only viable business case [121]. Concorde’s retirement followed
shortly after Boeing’s decision in 2002 to cancel the Sonic Cruiser in favour of the 10 %
more fuel-efficient Boeing 787 despite the Sonic Cruiser’s 15% higher cruise speed of
Mach 0.98 [123, 124]. This highlights that the trade-off between the cost of fuel and the
value of time has shifted towards fuel economy since the rise of oil prices in the 1970s and
consequently all attempts to build a new supersonic or ‘near-supersonic’ passenger aircraft
have failed and it is not likely to happen in the future [121].

The results presented in this study concur with the historical development of increasing
fuel efficiency at the cost of a cruise speed well below Mach 1 and greater capital investment
in weight- and fuel-saving technologies like the geared turbofan and composite airframes.
This development is already taking place today, as Pratt & Whitney’s geared turbofan
is being installed on several single-aisle aircraft and Rolls-Royce is pursuing a similar
development [81, 125].

Morrison [17] predicts that rising fuel prices will lead to a further reduction in cruise
speed, but this can only by verified by the results if the value of time is excluded. If the
fuel and carbon prices were to increase above the range assumed in this study, however,
then the higher fuel costs will have a greater leverage on the cruise speed than the value
of time. Consequently, it would be more likely that the turboprop would be the cheapest
aircraft to operate, regardless of whether the value of time is included or not. This would
agree with Rolls-Royce’s statement [77] that “there is very sound argument to be made
for the majority of the 150-seat market, which flies mostly for less than 1.5 hours [being

turboprop-powered]”.
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Chapter 4

Component Study

To gain a better understanding of the trade-offs involved in blisk design, Rolls-Royce
(R-R) needed a scalable cost model for Linear Friction Welded (LFW) blisks to be able to
quantify the impact on the blisk’s unit cost caused by changing design variables, including
the blisk’s dimensions, the number of blades and special features such as holes and seals.
At the same time, a factory cost model was required to be able to predict the cost rate
of a future LFW blisk manufacturing facility, including all the manufacturing cells within
it. Such a detailed cost breakdown was needed in order to support the optimization of the
method of manufacture and the factory layout in terms of cost, quality and lead time.
While the Factory Cost Model is covered in the next section, the Scalable Blisk Cost
Model is described in more detail in Section 4.2 on page 114. Due to confidentiality,
the data presented in both the text and the figures had to be simplified, normalised or
removed. All models were set up in Vanguard Studio, a software package that, unlike a
spreadsheet, generates hierarchical trees which forces the model builder to decompose a

problem into a logical sequence of steps [5].

4.1 Factory Cost Model

4.1.1 Model Schematics

Figure 4.1 illustrates how the Factory Cost Model replicates the structure of a real produc-
tion facility by containing various manufacturing cell cost models. Machines are allocated
to these cell models as indicated by the ‘Fixed Costs’ branch in Fig. 4.2. Each part type

can then ‘flow’ through the factory according to the sequence of manufacturing operations,
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also known as Method of Manufacture (MoM). The ‘Variable Costs’ branch in Fig. 4.2
shows that each manufacturing operation has to be assigned to a specific machine within
a specific manufacturing cell. Finally, the cell model outputs are added up in the Factory
Cost Model, together with the factory overheads and the external material costs, as il-
lustrated in Fig. 4.1. In order to handle the large amount of generic input data listed in
Fig. 4.2 efficiently, the Factory Cost Model is based on code written in Vanguard Studio’s
inbuilt scripting language, DScript, that creates the cell models and all hierarchical trees

automatically.

Factory Model

Factory
Cell Input I Cell + Overheads
Data Qutput Data &
Material Costs

Cell Cell Cell Cell
Model Model Model Model
Cell Cell Cell Cell

Model Model Model Model

Cell Cell Cell Cell
Model Model Model Model

Cell Cell Cell Cell
Model | Model Model Model

Figure 4.1: Factory Cost Model Structure.

Figure 4.3 demonstrates how the Factory Cost Model was broken down into five levels
that comply with the general rule that activities in an Activity-Based Costing (ABC)
model should be separated into four categories: facility-sustaining, product-sustaining,
batch-level and unit-level activities [66, 68, 126]. The Factory Cost Model’s tree structure
does not include a batch level, however, because the bulkiness of LEFW blisks and their low
production volumes make automatic batch setup and handling ineffective. Consequently,
batch size does not have a significant effect on the machine setup times and costs of LEW

blisks.
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Cell Input Data:

Footprint Cost Rate (£/yr/m*2)

Operator Cost Rate (£/hr)

ME* Cost Rate (£/hr)

Annual Working Hours per operator (hriyr)
Annual Working Hours per ME™ (hrfyr)

Op Input Data:

Operation Time (hr)

Operation Operator Man Hours (hr)
Operation Consumable Cost Rate (£/hr)
Operation Energy Cost Rate (£/hr)
Operation Scrap Cost Rate (£/hr)
Operation Tooling Cost Rate (£/hr)

* ME = Manufacturing Engineer

Figure 4.2: Factory Cost Model Inputs.

Level 1 Factory
Level 2 Cell

Level 5 Operation I 4| Factory Overhead COSISI
Cell 01 Costs
Factory Level Costs

Cell 99 Costs

Cell 01 Part Type 01 Machine 01 Operation 01 Costs |
—{: Cell 01 Part Type 01 Machine 01 Operation 99 Costs |
Cell 01 Part Type 01 Machine 99 Operation 01 Costs |
_{: Cell 01 Part Type 01 Machine 99 Operation 99 Costs |
Cell 01 Part Type 99 Machine 01 Operation 01 Costs |
—{: Cell 01 Part Type 99 Machine 01 Operation 99 Costs |
Cell 01 Part Type 99 Machine 99 Operation 01 Costs |
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Figure 4.3: Factory Cost Model Hierarchy.
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4.2 Scalable Blisk Cost Model

Figure 4.4 represents the interaction between the activity-based Factory Cost Model and
the parametric Scalable Blisk Cost Model. The main purpose of the Scalable Blisk Cost
Model is to estimate the operation times required to manufacture a future blisk, based
on design parameters that drive the operation times and hence cost. These times are
then passed to the Factory Cost Model together with the planned production volume,
in order to calculate the machine cost rates and the other outputs specified in Fig. 4.4.
The machine cost rates can then be fed back into the scalable model in order to generate
uncertainty distributions of the blisk unit cost. The details of how the operation times and

the uncertainty distributions are generated are discussed in the following sub-sections.

Input Set 1: Input Set 2:

¥ ¥

Scalable Blisk Cost Model: Blisk Factory Cost Model:
(created in VVanguard Studio) (created in Vanguard Studio)
o;)@rallon

times
machine
cost rates

Qutputs:

Figure 4.4: Scalable Blisk and Factory Cost Model Interaction.
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4.2.1 Blisk Design Variability

Each LFW blisk has a highly unique design with several hundred features and many
thousand measured points. Consequently, the method of manufacture and the duration
of its operations vary significantly. The unit cost of a LFW blisk with hollow blades
and a disc with many complex features can cost several times more in a full-production
environment than a simpler LEW blisk with solid blades.

The Scalable Blisk Cost Model therefore had to be able to automatically modify the
MoM and the operation times based on the design inputs. An additional challenge arose
as the author only had access to sparse and inaccurate data of five pre-production blisk

designs.

4.2.2 Model Structure

The disguised MoM in Fig. 4.5 reflects the uniqueness of each blisk design, considering
that only 28 operations are common to each blisk, while the remaining 37 operations only
apply under certain conditions. Only 53 of the total 65 operations and sub-operations
are unique, however, because several operations in the method appear more than once.
Rather than modelling the complex machining and inspection operations in their entirety,
they were broken down into the 14 sub-operations shown in the top right table in Fig. 4.5,
including rough turning, finish turning, hole machining and tight tolerance inspection for
example.

For the 15 processes identified as R1 to R15 in Fig. 4.5, linear regression analysis
was used to determine an approximate relationship between the varying operation times
and the design parameters, because simple and intuitive scaling rules, such as the material
volume removed multiplied by the material removal rate, could not capture the complexity
of these operations. While the regression analysis methodology is described in more detail
in the next sub-section, the Gaussian uncertainty distribution that was applied to these
15 scaling rules is covered on page 120.

While regression or intuitive linear relationships were used to derive the scaling rules
for operations L1 to L13, C1 to C25 have constant times. As the manufacturing engineers
estimated the error bounds of the scaling rules for L1 to LL13 and C1 to C25, the predicted
operation times have triangular uncertainty distributions, which are also further discussed

on page 120.
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oP Manufacturing Applies oP Manufacturing Applies : Manufacturing Manufacturing Applies
No. Operation When No. Operation When I Operation Sub-Operation When
1
10 | MISCELLAMEOUS (C1) —»| 320 [ INSPECTION (L5) aptional I optional
1
20 | OUTSOURCED (L1} 330 | INSPECTION (C9) | optional
1
0 | MISCELLANEOUS (L2) 340 SURFACE(CTD*)EMMENT !
1
SURFACE TREATMENT 30| INSPECTION ©11) !
1
360 SURFACE(CE)EMMENT optional ! £60 MACHINING (LE) optianal
1
OUTSOURCED (C3) INSPECTION (C13) optional ! mackimne T MACHINING (L7) optional
[ 51
70 SURFACE(-CT)EATMENT optional : =1 680 MACHINING (L) optional
1
gD || BURFAE TRENISELT 390 SURFACE(CE)EMMENT optional | 590 MACHINING (L9) optional
1
90 | MACHINING (51) e g || BURFHELE TIREATISIERT ! 700 | MACHINING (LIO) optianal
sub-operations (C15) |
100 SURFACE(gEEATMENT optianal 410 SURFACE(g;EMMENT optional ! 710 | MACHINING (L11) optianal
1
i || SURFAEE AT optianal 420 MACHINING (51) e ! 720 | WACHINING (L1Z) optianal
(C5) sub-operations :
120 | MACHINING (51) see 430 | MACHINING (S1) see [ 730 | MACHINING (L13) optional
sub-operations sub-operations :
see SURFACE TREATMENT
1
130 MACHINING (51} sub-operations 5 V| inspecTion | 740 | INSPECTION (C24) optional
! =2
SURFACE TREATMENT ! 2 760 | INSPECTION (C25) optional
SURFACE TREATMENT — !
16 3 |
optional :
1
170 SURFACE(S)EMMENT optianal 480 | INSPECTION (€17) optional !
1
180 | OUTSOURCED (L3) optional 490 | INSPECTION (C18) aptional !
1
190 MACHINING (51} se8 500 | INSPECGTION (C19) aptional |
sub-operations I
) || BURFHEIE TIREATISERT 510 | INSPECTION (¢19) optional !
1
210 SURFACE(g;EMMENT 520 | MACHINING (C20) optional !
1
220 | MACHINING (51) e g || BURFHELE TIREATISIERNT optional !
sub-operations (c21) :
230 MACHINING (51} see 540 | INSPEGTION (C11) optional 1
sub-operations 1
1
240 | SURFACE TREATMENT INSPECTION (27) !
(c5) 1
1
250 MACHINING (L4) optional optional LEGEND
see regressed scaling rule with a
20 AEIINOYS (5] sub-operations apfieEl Gaussian uncertainty distribution (R1 to R15)
SURFACE TREATMEMT see linear or regressed scaling rule with a
2 (85 apiERel = I FEEEM () sub-operations iangular uncertainty distribution (L1 to L13)
SURFACE TREATMENT constant operation time with a
triangular uncertainty distribution (C1 to C25)
manufacturing operation broken down into
2D NSRS (E7) sub-operations (S1 & §2)
MISCELLANEOUS (C23) optional standard operation
SURFACE 'CFBREATMENT extra operation

Figure 4.5: Scaling Rules for the Generic LFW Method of Manufacture.

When the Scalable Blisk Cost Model is run, the input windows illustrated in Fig. 4.6a—d
are successively presented to the user. The blade, disc and blisk input screens list both the
design parameters required to drive the scaling rules and the conditions that determine
which optional operations apply. Instead of specifying the values of the parameters listed
in Fig. 4.6b—d every time the model is run, the values of an unlimited number of blisks
can be stored in a table within the model. By typing the name of the blisk into Fig. 4.6a,

the relevant data can then be loaded when required.
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Please enter a name fos the blisk:
|

a) Optional Loading of Blisk Data

WARNING: You are extrapolating! @

The estimated ADAPTIVE MILLING TIME and BLADE FOOT CMM
TIME ate 7% below the dataset range the madel iz based
on.

If possible, please nctease the BLADE NUMBER by least

4. the BLADE ROOT STAGGER ANGLE RATE by at least 0022
deg/mm of the BLADE ROOT CHORD LENGTH by at least 7 mitn
[or a combination of the &

the three)

¥

Inputs 1 of 3: Blade Parameters

Number of Blades:

Biade Root Chord Length fn mm):

Biade Tip Chord Length fin mm):

Blade Leading Edge Height (n mm):

Blade Traiing Edge Height fn mm): |
Bmwmmmhmfodmhmm}:_

Are the following two Stagger Angle Rates available?
Blade Average Stagger Angle Rate, f avadable in deg/mm):

Blade Floot Stagger Angle Rate, f available fn deg/mm).

@Yes Olo

e) Extrapolation Warning

F

?

b) Blisk Blade Parameters

!

Inputs 2 of 3: Disc Parameters

Disc: Fim Diameter i men):
Disc: Parimel ar xchoding the anruks parimeter fn m):

Disc: Surface Area excluding the annuius area In m squared): |
Disc: Surface Area excluding the biads foot area fn m squared]: |

Inputs 3 of 3: Blisk Parameters

s a significant amourtt of Rough Tuming required? () Yes ® No
s blisk a Miiary or Civil project? O Mitaey (&) Cwil
Is blisk Bolted or Welded onto other rotors? () Bolted (3} Welded

Is blisk project in partnership with GE or PAW? O Yes ® No
s blisk Laser Shock Peened? O Yes ®No
s blisk Balanced? (@) Yes CNo
Is blisk Balance Comected? @ Yes Cihia
Are Shank Nuts fitted onto blisk? O Yes ®No
Blisk Complexity: jLaw Vj

MNumber of Non-Aingled Holes (c=10mm diameter): |
Mumber of NoneAngled Holes (>10mm diameter): |
Number of Angled Holes:

Number of Balance Hooks wih scalops:
Mumber of Scallops with holes:

Number of Seals:

HNumber of Slots:

Number of Spine Teeth:

Tight Tolerance Suface Area fn em squared):

c) Blisk Disc Parameters

d) Blisk Parameters

Figure 4.6: Scalable Blisk Cost Model User Interface. a) Optional Loading of

Blisk Data, b) Blisk Blade Parameters, c) Blisk Disc Parameters, d) Blisk

Parameters, and e) Extrapolation Warning

A common pitfall with regression that can lead to an incorrect cost forecast is to

predict outside the existing data range or to apply it to a new technology that is radically

different from those the relationship is based on [1, 67]. If the user therefore chooses design

parameter settings that lead to an extrapolation beyond the dataset that define the scaling

rules, then one or more warning messages will appear, such as the example in Fig. 4.6e.

Many of the design parameters, including the blade surface area and the disc perimeter,

can only be obtained from Computer-Aided Design (CAD) models. As these are usually
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not available at the preliminary design stage, the user has the option of using a Microsoft
Excel interface that approximates the blade surface area and the disc perimeter using a
simplistic cross-sectional blisk model defined by 24 grid points, the number of blades and
the blade root stagger angle, i.e. the angle between the chord line at the blade root and the
blisk’s axis of rotation. As special features, such as the number of holes and seals, might
also be unknown during the conceptual design phase, the user could apply uncertainty
distributions to those inputs in addition to the ones that already exist for the scaling
rules.

Due to time constraints and limited access to data, the Scalable Blisk Cost Model does
not account for the disc and blade manufacturing costs. It is critical that these costs are
eventually included in the model considering that they account for approximately half of
the total unit costs of a solid-bladed blisk and significantly more of a blisk with hollow
blades.

4.2.3 Regression Analysis

The blisk design variables that affect the operation times, and hence the unit cost, were
identified by questioning R-R manufacturing engineers. A trial and error approach was
then used to find the combination of design parameters that best explained the variability
in the operation times. In order to predict the inspection operation time of a future blisk
using the scaling rule shown in Fig. 4.7 for example, the Blade Parameter 1 and Blade
Parameter 2 values of that blisk simply have to be inserted into the regression line equation
shown in Fig. 4.7.

While the coefficient of determination, R?, measures how well the regression line de-
scribes the variability in the data, the p-value is the probability that the variability is
better explained by chance rather than by the regression model. In order to be a good fit,
the R? value should be close to 100 % and the p-value below 5% [127]. One of the best
fits found is displayed in Fig. 4.7, which has a R? value of 99.2 % and a p-value of 0.03 %.
Here, the data points of the five blisks lie very close to the regression line. The fitted
line in Fig. 4.8, on the other hand, only has a R? value of 62.1 % and a p-value of 11.3%
because the five data points are scattered far from the regression line. This is the most
inaccurate scaling rule in the model, not only because it is a bad fit but also because it

accounts for a significant proportion of the total manufacturing operation time of a blisk.
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Inspection Operation Scaling Rule
Operation Time = intercept + gradient ¥ Blade Parameter 1 x Blade Parameter 2

Operation Time

Blade Parameter 1 x Blade Parameter 2

Figure 4.7: A Scaling Rule With a Good Fit.

Machining Operation Scaling Rule
Operation Time = intercept + gradient x Disc Perimeter

gression
— —— 95% PI

DOperation Time

Disc Perimeter

Figure 4.8: A Scaling Rule With a Bad Fit.

4.2.4 Uncertainty
Background

Although more complicated to implement, estimate ranges have the following advantages

in comparison to single point predictions:

e They are more realistic because mathematical theory states that the summation of

‘most likely’ point estimates tends to underestimate costs by a large margin [128].

e The sensitivity of product costs to manufacturing process variability and other un-

certainties can be determined [129].

e Single point estimates ignore the fact that cost drivers are often correlated which

increases the cost uncertainty [128].

Knowing the probability distribution of cost can help to mitigate the risk of a project if

the variability is addressed through avoidance, adjustment and contingency [1]. By not
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only comparing and optimizing product designs in terms of their expected cost but also
their cost uncertainty, robust designs can be formed [1].

Monte Carlo Simulation is a simple and widely used method for cascading uncertainty
through a computer model. In cost models, one application of Monte Carlo Simulation
is to determine the impact of design parameter variability on the product’s cost uncer-
tainty. The Monte Carlo Simulation Add-In for Vanguard Studio [130] can model various
input uncertainty distributions to generate the Gaussian-type Probability Density Func-
tion (PDF) and the S-shaped Cumulative Distribution Function (CDF) shown in both
Figs. 4.10 and 4.11 on page 124. While the PDF shows the relative likelihood of meeting a
specific cost target, the CDF accrues the probabilities of all costs less or equal to the target
value. Being able to predict costs at the 50 %, 70 % or 85 % confidence level is much more
valuable to decision makers than ‘most likely’ estimates [128]. Vanguard Studio’s Monte
Carlo simulation package therefore enables cost model builders to meet the requirement

of providing a cost prediction together with its associated probability of occurrence [1].

Triangular Uncertainty Distribution

In addition to the expected blisk operation times, their uncertainty ranges were collected
because the predictability of the operation times varied significantly, depending on the
maturity of each process. Accounting for the uncertainty also ensured that the manufac-
turing engineers agreed to formally sign off the scaling rules created. The scaling rules
with triangular uncertainty distributions are simply described by a maximum, a most

likely and a minimum operation time that define the shape of the triangle displayed in

Fig. 4.9,
/i'\

Minimum Most Likely ~Maximum

Figure 4.9: Triangular Uncertainty Distribution.

Prediction Interval

The scaling rules for operations R1 to R15 in Fig. 4.5 on page 116 have Gaussian uncer-
tainty distributions which are based on the prediction intervals derived from the regression

analysis described on page 118. The prediction interval represents the range in which a
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single new prediction is likely to fall, usually with 95 % confidence [131]. This analytical
method is statistically more accurate than the subjective triangular distribution because,
according to Montgomery and Runger [61], it is a reasonable assumption that even for
a small sample size the underlying distribution is normal, i.e. Gaussian. The prediction
interval also takes the fit of the regression line into account as well as the number of data
points [1]. Unlike the triangular distributions provided by the manufacturing engineers,
the prediction intervals cannot take the uncertainty in the underlying data into account,
however. Nonetheless, the scaling rules for R1 to R15 are based on the prediction intervals
because they produced greater and therefore more conservative uncertainty ranges than
the triangular distributions.

The dashed lines in Figs. 4.7 and 4.8 on page 119 indicate the outer boundaries of the
95 % confidence Prediction Interval (PI). They illustrate how significant the impact of the
goodness of the regression line fit is on the prediction interval. While the limits of the
prediction interval in Fig. 4.7 only deviate from the mean by 5 to 10 %, it is around 100 to
200 % in Fig. 4.8. The lower prediction interval limit in Fig. 4.8 was not capped at zero,
even though it extends into negative operation time, in order not to falsify the unit cost
distribution.

The prediction interval is based on the t-distribution, which is identical to the normal
distribution when the number of data samples, k, is infinite [61]. If only a finite number
of data points is available, however, the tails of the t-distribution become larger, which

increases the prediction interval [61].
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Eq. 4.1, adapted from Montgomery and Runger [61], shows how the prediction interval

limits, Y, of the dependent variable, y, are calculated based on the value of the independent

variable, x.

Y = Bo + Bl T
v = n-—2

Y =g+ 211y @D n 4.1

=g ttauy/0 +a+ .. where . Z-,l (yi — gl)Q ( . )
o = =G
Szz - Zi:l (x’b IE)
here:

e 7 is the value of the regression model’s dependent variable

ta/2, 1s the percentage point in the t-distribution’s statistical table [61], based on a

confidence limit of v and v degrees of freedom

¢ is the standard deviation of the data points with respect to the regression model

T is the mean value of the independent variable of the n data points

Szz 18 the sum of squares of the independent variable x of the n data points

Bo is the intercept of the regression line

e B is the slope of the regression line

e y; is the value of the dependent variable of the i*" data point and g; is its regressed

value

e 1; is the value of the independent variable of the i data point

The prediction interval limits of R1 to R15 were converted into Gaussian uncertainty
distributions, with mean, 3, and standard deviation, o, by inserting Eq. 4.1 into the
formula for the standard normal random variable, Z, given in Eq. 4.2, also adapted from
Montgomery and Runger [61]. For a 95% confidence prediction interval limit, o has to
equal 5%. The cumulative probability at ¢, /2, therefore has to be 97.5 %, at which Z
equals 1.96 in the Cumulative Standard Normal Distribution statistical table [61].

v vy ta/27l,\/&2 {1+%+(ms—zf)2

I=—G T o= = 1.96 (42)
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4.3 Results and Discussion

The scaling rules created can predict the total operation times of the five blisk designs
within 4 %, using the expected values of the triangular distributions and the mean of the
prediction intervals. This level of accuracy is not surprising, however, considering that the
scaling rules are based on these operation times. Hence, this value only reflects the lack
of fit of the regression lines. In order to validate the scaling rules, the operation times of
a new blisk design were forecasted and the prediction was within 2.7 % of the expectation

of the manufacturing engineers.

4.3.1 Unit Cost Prediction

Figures 4.10 and 4.11 display the Scalable Blisk Cost Model’s unit cost uncertainty dis-
tribution of a complex blisk with many features and a simple blisk with fewer features,
respectively. Both figures, normalised with respect to the complex blisk’s mean unit cost,
also show a table that summarises statistical information related to the corresponding
PDF and CDF graphs. As page 20 states that the standard error is inversely proportional
to the square root of the sample number [61], 100,000 samples were generated for each
cost distribution so that the standard error is less than 0.3 % relative to the mean. Despite
the large uncertainty distribution of some of the scaling rules, including the one shown
in Fig. 4.8 on page 119, their impact is not significant considering that the 5" and 95t
percentiles are within 8 % and 13 % of the complex and the simple blisk’s average unit

cost, respectively.
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Complex Blisk Assembly Unit Cost
Distribution Summary

Measure Blisk Assembly Unit Cost
Observations 100,000
Mean 1
Standard Deviation 0.05
Posterior STD 1.5e-4
Variance 2.2e-3
Minimum 0.81
Sth Percentile 0.92
Median 1
95th Percentile 1.08
Maximum 1.18

Probability
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Complex Blisk Assembly Unit Cost Distribution

100%

80%
60%

40%

20%

0%
0.8

T T T
1 11 12

Total Unit Cost

—— PDF  ——CDF

Figure 4.10: Unit Cost Uncertainty Distribution of the Complex Blisk.

Simple Blisk Assembly Unit Cost
Distribution Summary

Measure Blisk Assembly Unit Cost
Observations 100,000
Mean 0.4
Standard Deviation 0.03
Posterior STD 9.7e-5
Variance 9.3e-4
Minimum 0.27
5th Percentile 0.35
Median 0.4
95th Percentile 0.45
Maximum 0.53

Probability

Simple Blisk Assembly Unit Cost Distribution

100%

80% —
60% -
40% —

20% -

0% '

0.25 0.3

0.35 04 0.45 0.5 0.55

Total Unit Cost

—PDF  ——CDF

Figure 4.11: Unit Cost Uncertainty Distribution of the Simple Blisk.

Figures 4.12 and 4.13 provide information at feature level based on the 14 sub-operations

listed in Fig. 4.5 on page 116. Although the Scalable Blisk Cost Model cannot show all the

bar charts simultaneously, the purpose of Figs. 4.12 and 4.13 is to highlight how much in-

sight an activity-based-parametric hybrid cost model can provide about how the resource

consumption varies, depending on the design.
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Complex Blisk Assembly Unit Costs Per Operation

Complex Blisk Assembly Outsourced Unit Costs Per Operation
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Figure 4.12: Operation and Feature Unit Costs of the Complex Blisk.
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Figure 4.13: Operation

and Feature Unit Costs of the Simple Blisk.
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4.3.2 Blisk Design Space

In order to explore how the blisk design parameters affect unit cost, a sensitivity study
was carried out. This was done by generating a Design of Experiments (DoE) in Design-
Expert, a commercial DoE program. In these computational experiments the number
of blades, the root and the average blade stagger angle rates (i.e. the rate at which the
blade twists at its root and over its entire length, respectively), the disc rim diameter
and the disc surface area were varied independently over the ranges recorded for the five
blisks. The blisk design data indicated that the number of blades and the blade surface
area had a correlation! of —0.92, meaning that the blades got smaller as the number of
blades increased. Throughout the DoE study, the number of blades therefore controlled
the blade height and chord length accordingly. The remaining design parameters, such as
the number of holes and seals, were first set at the complex blisk’s and then the simple
blisk’s values, in order to plot a Pareto Chart and a response surface for both types as
shown in Figs. 4.14 and 4.15, respectively.

The advantage of using Design-Expert instead of conducting experiments randomly
is that the software minimizes the number of experiments required while also minimizing
statistical error. For this study that meant that Design-Expert only needed 61 ‘design-
optimally’ distributed points in order to generate a third order surrogate model for the
complex blisk. As the Pareto Chart in Fig. 4.14 indicates that the number of blades and
the average blade stagger angle rate are the biggest cost drivers, the unit cost response
surface of the complex blisk was plotted against those two parameters, while the remaining
three cost drivers were set at their mean. Although the DoE is capable of detecting third
order effects, the response surface is only second order because the Pareto Chart shows
that only first order effects (like the blade number) and second order interaction effects
(between the disc rim diameter and the disc surface area for example) are above the
5% significance threshold labelled ‘t-value Limit’. No insignificant effects are shown in
the Pareto Chart because Design-Expert removes these automatically. Since the Scalable
Blisk Cost Model has no discontinuities, the response surface has a R? value of 99.6 %

for the 61 design-optimally distributed points. Considering that unit cost increases as the

!The correlation is a measure of the linear relationship between two random variables [61]. It ranges
from —1 to +1, where —1 and +1 indicate that, when plotted against each other, the points of the random
variables fall exactly along a negative (—1) or a positive slope (+1). If the correlation is 0, however, there

is no relationship.
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number of blades is reduced means that the cost saving from the lower blade count does

not compensate for the cost increase from the larger blades.

Pareto Chart

R A Blade Number 2nd-Order Response Surface Model
8 B: Average Blade Stagger Angle Rate
C: Blade Root Stagger Angle Rate

D: Disc Rim Diameter

E: Disc Surface Area (excluding annulus)

=]
m Negative Effects

t-Value of |Effect|
Unit Cost

E
D
A5 Low
c
DE
11
p tvalue Limit

A: Blade Number

TTTTTTTTTTTTTTTT High
101112131415 161718192021 22232425 9 Low B: Average Blade Stagger Angle Rate

Rank

Figure 4.14: Unit Cost Sensitivity of the Complex Blisk.
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Figure 4.15: Unit Cost Sensitivity of the Simple Blisk.

Unlike its counterpart, the Pareto Chart in Fig. 4.15 shows that the biggest cost drivers
of the simple blisk are the disc surface area and the disc rim diameter, while the average
blade stagger angle rate has no impact at all. These large changes can be explained by the
fact that the simple blisk uses fewer and different scaling rules that do not depend on the
average blade stagger angle rate. As the response surface therefore only had to model the
variation of four design parameters, 40 instead of 61 design-optimally distributed points
were needed in order to detect third order effects. Similar to Fig. 4.14, the Pareto Chart

in Fig. 4.15 shows that only first and second order effects are significant. Just like before,
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a second order response surface was therefore plotted against the two biggest cost drivers,
while the other two parameters were set at their mean. Although it makes sense that unit
cost increases with disc surface area, it might seem counterintuitive that cost decreases
with an increasing disc rim diameter. The explanation is that for a given disc surface
area, a smaller rim diameter will increase the cross-sectional perimeter of the disc. As a
blisk with a large perimeter tends to have more expensive features, a smaller rim diameter

leads to a higher unit cost unless the disc surface area reduces proportionately.
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Conclusion and Recommendations

5.1 System Study

5.1.1 Contribution and Limitations

As outlined in Section 1.2.1 on page 4, the originality of this study lies in the holistic ap-
proach of combining system design engineering and performance simulation with economic
forecasting, operational research, robust design and multi-disciplinary optimization. This
enabled five different engine and airframe system options, including the two- and three-
shaft turbofan, the geared turbofan, the turboprop and the open rotor aircraft designs to
be optimized in MATLAB in terms of direct operating cost for a standard mission, so that
a fair quantitative comparison could be made in light of uncertain fuel and CO5 prices in
2030.

The design parameters optimized include the engine’s turbine entry temperature, its
overall pressure ratio and the airframe’s wing span and mean chord length. In addition,
the three turbofan options’ fan pressure ratio was varied, as well as the turboprop’s and the
open rotor’s propeller diameter and rotational tip speed. Although the effect of the cruise
speed on the system performance was also investigated, the designs were only optimized
for one cruise velocity.

The cruise speed not only affects the fuel consumption, but also the productivity
of the aircraft fleet, the opportunity cost resulting from the Value of Time (VoT) of the
passengers, and the market share of the aircraft in comparison to other modes of transport.
All these aspects are therefore taken into account by the model, but not different aircraft

sizes, flight profiles and annual passenger numbers (i.e. demand).
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The passenger VoT has a large effect on the trade-off between the cost of fuel and the
total cost of time of the aircraft, crew and passengers: while the geared turbofan cruising
at Mach 0.80 is the optimum design when the passenger VoT is taken into account, it is
the turboprop at Mach 0.70 when the value of time is excluded for a monopolistic scenario
in which the passenger does not have the opportunity to select a faster mode of transport.
This shows that the most fuel-efficient option, the open rotor, is not automatically the
most cost-efficient solution because of the relatively high engine and airframe costs. The
results also give an insight into the local design and cost space surrounding the optimum
design point of each system option and show how the various performance parameters
vary throughout the standard mission. These include the altitude, flight speed and the
engine thrust, fuel and core mass flow rates, turbine entry temperature, rotational speeds,
pressure ratios, the turbofans’ bypass ratio and the turboprop’s and open rotor’s propeller
efficiency.

Although all results agree well with public data, the engine design and performance
is slightly stochastic due to hard design constraints, including a minimum blade height
of 13mm, and only permitting subsonic flow velocities within the engine. It is also only
by chance that the simplistic direct operating cost formulas capture the complexity of the
open rotor, as the open rotor’s relatively high takeoff thrust requirement is one of the

parameters that affects the predicted engine cost.
5.1.2 Future Work

Improvements

e Make the engine design and performance models (Modules 1 and 3) more stable and
remove their stochastic nature by replacing the hard constraints, like the minimum
blade height, with efficiency penalties. Also uncouple the rotational speeds of the
HP and IP systems.

e Rerun the engine and airframe design models (Modules 1 and 2) until the thrust

requirement in Module 5 has converged.

e Investigate whether the run-time can be shortened by simplifying the mission profile

in Module 6.

e Examine the effect of optimized scheduling on the fleet simulation (Module 7) and
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verify the modal shift model using actual data.

e Improve the various operating cost element formulas in Module 8 as they are very
simplistic and the baseline values are out of date. This poses a significant challenge,
however, as cost estimating is affected by many non-engineering factors [52, 54]. The
use of simple cost estimating relationships and ‘fudge’ factors is therefore a common
method of accounting for these variabilities and is not necessarily more inaccurate

than more complex formulas [52].

e Refine the optimization process by allowing smaller step lengths in Module 9.

Further Studies

e Optimize the system options for each cruise speed.

e Explore how the propeller blade count and the maximum relative airflow velocity at

the propeller blade tip affect the turboprop and the open rotor engine performance.

e Future studies could also compare a high-wing mounted open rotor and a turboprop

engine with a centrifugal compressor against the other system options.

e Investigate how the optimum design is affected by other fuel prices and mission
scenarios (including different and more realistic takeoff, climb and descent thrust
settings and propeller rotational speed regimes, wind conditions, flight delays, etc.),

aircraft sizes and lifespans and values of time.

e Integrate the Component Study into the System Study and conduct trade-off studies
on other advanced gas turbine systems and components, including not only blisks but
also the more-electric aircraft, variable fan blades, or a mixed instead of a separate

core and bypass nozzle for example.

e Conduct a sensitivity study to analyse which design parameters have the biggest

impact on the operating cost.

e Apply further uncertainty distributions to reflect the unpredictability of aircraft

weight and acquisition cost, as well as other operating cost elements.
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e Use other robustness metrics to investigate how that affects the optimum design
solutions and create a Pareto Front that shows the trade-off between the mean and

the variance of the operating cost, as described on page 12.

e As the effect of the modal shift on the operating cost can only be simulated by
dividing the costs by the relative market share of the aircraft, the calculation of
the NPV of profits might produce more accurate results despite the large amount
of uncertain data required, as stated on page 14. This would also allow different
economic growth scenarios and their effect on the flight demand and fuel price to be

modelled.

5.2 Component Study

5.2.1 Factory Cost Model

The Factory Cost Model can aid manufacturing engineers optimize their methods of man-
ufacture by indicating how cost can be minimized while meeting the required throughput
and quality. Manufacturing costs can be reduced, for example, by trading inspection costs
between machining operations against potential scrap costs resulting from removing these
inspections [132]. If the model is loaded onto a global server, the latest methods of man-
ufacture, operation times and cost estimates can also be viewed and updated by the rest
of the organisation through Vanguard Studio’s standard web browser, facilitating design
automation and the integration of cost into design optimization frameworks [5].

While the Factory Cost Model was being built, R-R created a factory simulation for
the future LEFW blisk factory in WITNESS, a commercial simulation package. Unlike the
Factory Cost Model, a factory simulation can model the stochastic nature of manufacturing
that arises due to the dynamic effect of time [66]. As an event in a simulation occurs at
the same level as an activity in an ABC model, the factory simulation should be linked to
the Factory Cost Model to enable ABC to move beyond the static framework [66, 129].
Finally, the creation of the Factory Cost Model’s manufacturing cell files should be fully
automated and the Factory Cost Model adjusted so that uncertainty ranges can be applied
to the inputs. This would enable the uncertainty in the operation times, calculated by the
Scalable Blisk Cost Model or the WITNESS factory simulation for example, to be taken

into account.
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5.2.2 Scalable Blisk Cost Model

Using the Scalable Blisk Cost Model in conjunction with the Factory Cost Model offers a
step towards implementing Toyota’s Set-Based Concurrent Engineering (SBCE) principles,
where design engineering and manufacturing engineering define a large set of feasible design
solutions from their respective areas of expertise and, through an interactive process,
gradually converge on a final design [133]. Unlike traditional design practice, SBCE does
not fix the final design early in the design process, resulting in a reduced risk of both time-
consuming rework and sub-optimal product performance [133]. As it is difficult to explain
why a particular combination of design parameters produced the best fit for the regressed
scaling rules, it is not advisable to use the Scalable Blisk Cost Model in optimization
routines without further validation. A sensitivity study such as the one in Section 4.3.2
on page 126 can be beneficial, however, because it highlights the biggest cost drivers and
how they affect cost. Such a study also allows the engineers to assess whether the cost
model is realistic.

Since Vanguard Studio can handle cumulative uncertainty distributions, ideally, the
user should have the option of attributing uncertainty ranges to the inputs of the Scalable
Blisk Cost Model in addition to the uncertainty distributions that already exist for the
scaling rules. In view of the fact that the LF'W blisk operation times are likely to change
as the processes mature and, with time, further blisk designs will be created, the scaling
rules should be updated and validated at regular intervals. These updates could also help

improve the scaling rule shown in Fig. 4.8 on page 119.
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Appendix B

Performance Diagrams
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100% - [\

80% -

— Altitude (max. 38,000 ft)

——True Airspeed (max. 859 km/h)
Thrust (max. 96.1 kN x 2)

60% - ——Fuel Flow (max. 1.04 kg/s x 2)

——Core Mass Flow (max. 46.4 kg/s x 2)

40% -

Percentage Relative to Respective Maximum

20% -

0% 1 T T T T T
0.0 0.3 0.6 0.9 1.2 1.5 1.8 21 24 27
Block Time (in h)

Figure B.1: Three-Shaft Turbofan Mission True Airspeed, Thrust and Fuel
and Core Mass Flow Rates (Cruise Speed: Mach0.78).
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Figure B.2: Three-Shaft Turbofan Mission Turbine Entry Temperature and
Rotational Speeds (Cruise Speed: Mach 0.78).
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Figure B.3: Three-Shaft Turbofan Mission Bypass Ratio and Pressure Ratios
(Cruise Speed: Mach0.78).
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7
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—Altitude (max. 38,000 ft)
——True Airspeed (max. 859 km/h)
60% - Thrust (max. 94.5 kN x 2)
——Fuel Flow (max. 1.07 kg/s x 2)
——Core Mass Flow (max. 42.7 kg/s x 2)
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0

Figure B.4: Geared Turbofan Mission True Airspeed, Thrust and Fuel and
Core Mass Flow Rates (Cruise Speed: Mach 0.78).
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Figure B.5: Geared Turbofan Mission Turbine Entry Temperature and Rota-
tional Speeds (Cruise Speed: Mach 0.78).
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Figure B.6: Geared Turbofan Mission Bypass Ratio and Pressure Ratios
(Cruise Speed: Mach 0.78).
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Figure B.7: Open Rotor Mission True Airspeed, Thrust and Fuel and Core
Mass Flow Rates (Cruise Speed: Mach 0.70).
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Figure B.8: Open Rotor Mission Turbine Entry Temperature and Rotational
Speeds (Cruise Speed: Mach 0.70).
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Figure B.9: Open Rotor Mission Propeller Efficiency and Overall Pressure
Ratio (Cruise Speed: Mach 0.70).
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APPENDIX B. PERFORMANCE DIAGRAMS

—Altitude (max. 36,000 ft)

——True Airspeed (max. 837 km/h)
Thrust (max. 109.5 kN x 2)

——Fuel Flow (max. 0.80 kg/s x 2)

—— Core Mass Flow (max. 34.7 kg/s x 2)
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Figure B.10: Open Rotor Mission True Airspeed, Thrust and Fuel and Core
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Mass Flow Rates (Cruise Speed: Mach 0.76).
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——Turbine Entry Temperature (max. 1720 K)

HP/IP Rotational Speed (max. 22,000/14,000 rpm)
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Figure B.11: Open Rotor Mission Turbine Entry Temperature and Rotational

Speeds (Cruise Speed: Mach 0.76).
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Figure B.12: Open Rotor Mission Propeller Efficiency and Overall Pressure
Ratio (Cruise Speed: Mach 0.76).
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Appendix C

Cruise Speed Optimization Data
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Appendix D

Cost

Direct Operating Cost (in ¢/RPK, 2012)

Figure D.1:

Diagrams
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