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UNIVERSITY OF SOUTHAMPTON
ABSTRACT

FACULTY OF ENGINEERING AND THE ENVIRONMENT
Aerodynamics and Flight Mechanics

Doctor of Philosophy

ON THE EFFECT OF SURFACE MORPHOLOGY ON WALL TURBULENCE

by Marco Placidi

This thesis presents an extensive experimental data set that systematically examines the
impact of surface morphology on wall-flows and could serve as benchmark data for valida-
tion of numerical simulations and other drag-prediction models. Experiments were con-
ducted in the fully-rough regime on surfaces with large relative roughness height (h/d ~
0.1). The surfaces were generated by distributed LEGO™ bricks of uniform height, ar-
ranged in different configurations. Measurements were made with both floating-element
drag-balance and high-resolution 2D and 3D particle image velocimetry on six configu-
rations with different frontal solidity, Ar, at fixed plan solidity, Ap, and vice versa, for
a total of twelve rough-wall cases. Results show, for the first time, the individual effect
of frontal and plan solidities on various quantities in a controlled experiment. The bulk
drag behaviour is shown to be different for variation of the solidities. This reaches a peak
value for Ap = 0.21, while it monotonically decreases with increasing Ap in contrast to
previous results obtained by examining the flow over cube roughness, where the effects
of the solidities are coupled. The upper boundary of Townsend’s similarity hypothesis
is also investigated. While mean velocity profiles are found to conform to outer-layer
similarity, the higher-order quantities show a lack of collapse for almost all cases con-
sidered. This suggests that Townsend’s hypothesis, for these rough surfaces with a high
relative roughness height (h/0 ~ 0.1) does not hold - this conflicts with previous results
obtained on simplified cube roughness. The use of proper orthogonal decomposition to
infer spatial similarity of flows over different wall morphologies is also demonstrated,
where some universal characteristics of the turbulence across rough-walls are identified.
Hairpin vortex packets’ inclination is confirmed to be insensitive to a change in the
frontal and plan solidities and so are two-point velocity correlations in both streamwise
and wall-normal directions. Moreover, POD modes are indistinguishable in both shape
and size across the different roughness morphologies. These findings strongly suggest
that although the spatial structure of the turbulence is universal, irrespective of the

surface morphology, its strength is modulated by the wall’s conditions.
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Chapter 1

Introduction

1.1 Introduction

Surface roughness is found in abundance in natural environments and plays an impor-
tant role in a variety of practical and engineering applications. In particular, the earliest
studies on turbulent boundary layers over rough surfaces date back to the investigation
of roughened-wall pipes in the mid nineteenth century (Hagen 1854; Darcy 1858). Later
on, Nikuradse (1933) examined the effect of roughness on frictional losses in pipes due to
both vegetation and biofouling, building the pillar on which most of the current knowl-
edge and research output are based. Nikuradse’s approach is based on high density
rough-walls characterised by closely-packed sand-grain roughness. However, more often
than not, the morphologies that engineers deal with are not necessarily densely pop-
ulated roughness environments. The effect of biofouling, which has always interested
the maritime community, is a classic example. Ships’ performance is, in fact, influenced
by roughness in the form of biofouling (King, 1982). This is due to barnacle growth
on the hull, which is often found to be not evenly distributed but rather intermittent
across the surface (Schultz and Swain, 1999; Schultz and Flack, 2005; Schultz, 2004,
2007). There is a paucity of literature available on the effects of sparse distribution of

roughness (Ganapathisubramani and Schultz, 2011).

Historically, another important investigative input into rough-walls has derived from the
aeronautical industry. In aeronautics, the accretion of ice on aircraft wings and its effect
on boundary layer separation, which can result in stall, is an aspect of great importance
(Matheis and Rothmayer, 2004). The drag and the heat transfer on an aircraft are
also influenced by the surface morphology of both the wings and the fuselage. In this
respect, roughened surfaces can be used to enhance heat transfer or be employed to
delay boundary layer separation and transition (Reed and Saric, 1996). In the case of
a large commercial airliner, up to 50% of the thrust produced by the engines is used

to overcome turbulent skin friction drag (Poll, 1985; Ganapathisubramani et al., 2005).
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Moreover, the effect of wear roughened turbine blades in turbo-machinery has also been
thoroughly investigated, as it is known to be linked to severe performance degradation
(Acharya et al., 1986; Wu and Christensen, 2010; Bons et al., 2001; Mejia-Alvarez and
Christensen, 2013).

Regularly distributed discrete roughness also plays an important role in diverse energy
and civil engineering applications, such as: pollutant dispersion modelling (Bottema,
1996), wind energy farming (Millward-Hopkins et al., 2012) and wind load calculations
(Crago et al., 2012). In recent years, driven by innovation in architecture, city planner
designs have become more complex and tend to incorporate climate and air quality
control concepts (Calhoun et al., 2004; Zaki et al., 2011). Other aspects influenced by
the surface morphology are changes to local climate (Arnfield, 2003) and the effect of
heterogeneous surroundings on pollutant dispersion in urban areas and the consequent
public health concerns (Khanduri et al., 2003; Britter and Hanna, 2003; Dabberdt et al.,
2000). Lastly, and arguably most importantly, meteorologists also wish to understand
and predict the effect of roughness on the atmospheric boundary layer for urban and

forest meteorology, climate change and ultimately, weather prediction (Best et al., 2006).

In general terms, a rough surface generates a higher skin friction compared to a smooth-
wall. However, bio-inspired observations on the skin of fast swimming sharks, which is
characterised by three-dimensional rib patterns (riblets), has raised the possibility that
a particular roughened surface morphology can improve performance (Goldstein et al.,
1995). Indeed, examples of drag reduction due to riblets of up to 10% have been well
documented (Bechert et al., 1997, 2000; Garcia-Mayoral and Jimenez, 2011).

Although a variety of applications rely upon an understanding of boundary layers over
rough surfaces, the focus of this work is, in particular, on flows over high relative rough-
ness (h/d ~ 0.1). These conditions are a good representation of atmospheric boundary
layers that develop over densely populated areas. Here, the urban boundary layer (i.e.
the lowest portion of the Earth’s atmosphere) is typically of the order of hundreds of
metres (Padhra, 2010), with the highest buildings reaching about a tenth of this height.
Similar scales also characterise the boundary layers that develop on medium-size ships’

hulls in the presence of biofouling and barnacles growth (King, 1982; Schultz, 2007).

1.2 Motivation

Despite the clear and undeniable importance of this topic, rough-walls are much less un-
derstood than their smooth-wall counterpart (Jimenez, 2004). For this reason, turbulent
boundary layers on rough-walls have been the object of extensive studies. Nevertheless,
to date, the effect of surface morphology remains only partially understood, and a num-
ber of fundamental questions have not yet received attention. For example, it is still

unclear which and how many parameters are necessary to uniquely identify a rough-wall
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and describe its properties, or to what extent the turbulence is effected by the wall
morphology. A universal agreement upon the validity of Townsend’s (1976) similarity
hypothesis and its limits is still elusive. In this regard, Volino et al. (2007) pointed out
that given the similarity hypothesis, the prospect of a more extended structural univer-
sality between rough and smooth-walls and hence between all roughness morphologies
(the concern of this thesis) is promising. Nevertheless, although numerous studies have
shown similarity of pointwise mean and high-order statistics, very few studies have
attempted a more thorough comparison of 2D and 3D spatial structures across wall
morphologies. These studies have reported conflicting evidence (Krogstad and Antonia,
1994; Volino et al., 2007, 2009, 2011; Ganapathisubramani and Schultz, 2011).

In industrial applications, the most important topic in the study of turbulent boundary
layer over rough-walls is the necessity to quantify and relate the drag generated by a
surface to its wall morphology, so that skin friction prediction models can be generated.
Despite there being no shortage of detailed explorations upon specific types of roughness
(Wu and Christensen, 2007; Castro, 2007; Amir and Castro, 2011, amongst others),
when experimental evidences have been gathered and reviewed, the results have been
a comparison of data sets from disparate sources, with significantly different boundary
conditions and geometrically different roughness elements (Macdonald, 1998; Grimmond
and Oke, 1999; Jimenez, 2004). An example of a morphometric drag-prediction method,
Macdonald (1998), is given in figure 1.1 (see further details in § 3.1). Here, a map of
the predicted drag (i.e. yo/h) as a function of the wall geometry (i.e. Ap, Ap) is shown.

Although attempts have been made to systematically study the impact of increasingly
varied surface morphology, predominantly in numerical simulations due to the huge ef-
fort required to compile a significant experimental data set, these have mainly considered
idealised cube roughness (Kanda et al., 2004; Hagishima et al., 2009; Leonardi and Cas-
tro, 2010). These investigations are reported with open symbols in figure 1.1. Although
the meaning of A\p and Ap will be further discussed in section 2.2, the reader should at
this stage note that for cube roughness A = Ap. Therefore, it is unclear how accurate
these drag-prediction studies are for different, more general, roughness geometries for
which A\p # Ap (i.e. outside the dashed line in figure 1.1). As a result, a complete
and stand alone experimental piece of work based on non-simplified roughness (i.e. non-
cubical) is unavailable. Additionally, Castro (2007) pointed out that, although there is
substantial literature on rough-wall flows and there have been a number of attempts to
develop useful correlations relating the surface friction to the boundary layer parameters
over a wide range of surface roughness, such correlations have mainly considered only
small relative roughness height, (h/d), and it is not known how adequate they are at
larger h/§.
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Figure 1.1: Contour plot of Macdonald’s prediction of the roughness length
behaviour as a function of A\p and Ap calculated using the expressions presented
in Macdonald (1998) with Cy = 1.2, K = 0.41, f = 1 and A = 4.43 (refer to §
3.1 for further details). Colorbar shows yo/h. Dashed line represents \p = Ap
(cubes), dot-dashed line represents variation of Ap at fixed Ar and dotted line
stands for variation of Ap at fixed Ap. Filled symbols indicate the current
experiment while empty symbols indicate respectively o Kanda et al. (2004), <
Hagishima et al. (2009) and [0 Leonardi and Castro (2010).

1.3 Research objectives and approach
The primary goals of this thesis are to address the following:

e investigate the individual effects of Ap and Ap on the bulk quantities (i.e. the

drag) and the aerodynamic parameters (i.e. yo and d);

e quantify the effect of the surface morphology on the depth of the roughness sublayer

and its structure;

e explore the validity of Townsend’s similarity hypothesis at h/§ =~ 0.1 over a broad

range of surface morphologies (i.e. from sparse to dense regimes);

e investigate the spatial universality of the wall turbulence (i.e. vortex organisation,

velocity correlations length scales, etc);

e quantify the turbulent kinetic energy distribution across the scales of the turbu-

lence in rough-wall boundary layers.

With these aims in mind, it is firstly necessary to decouple the effect of these two density

parameters (A and A\p), allowing each to be varied independently. Secondly, to enhance
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the importance of the results, a systematic approach, which would cover a broad range of
surface morphologies is necessary. Finally, combining different experimental techniques
is required for the purpose of this study. The focus of this thesis is to examine the
individual effects of Ar and Ap at a constant high relative roughness height (h/0 ~ 0.1)
on drag and the 3D structure of the turbulence. In order to do so, a systematic series
of experiments were carried out by varying Ag at a fixed A\p and vice versa. The cases
examined herein are highlighted in figure 1.1 by filled symbols. The different surface
morphologies were generated by regularly distributed LEGO™ bricks of uniform height,
arranged in different configurations covering the entire range of solidities (from sparse
to dense regimes). A total of twelve different configurations of systematically varied
rough surfaces were tested using high-resolution 2D planar and 3D stereoscopic particle
image velocimetry in both the streamwise-wall-normal (x,y) and wall-normal-spanwise
(y, z) planes. Direct floating-element drag-balance measurements are also performed to
determine the skin friction generated by these different surfaces. This combined effort
enables us to not only isolate the effects of Ap and Ap on the drag but also to examine
the spatial structure of the turbulence above non-cubical roughness. The results of
this study can contribute to the creation of a more accurate skin friction prediction
model. The emphasis of this research is on fully-rough surfaces with h/é ~ 0.1 and it is

particularly tailored towards the roughness and inertial sublayers.

1.4 Thesis outline

Building on the background to the study presented herein, chapter 2 describes the
methodology, the experimental facility and techniques used throughout this investiga-
tion. Chapters 3 to 5 present and discuss the experimental results. The effect of surface
morphology on bulk quantities (i.e. drag and aerodynamic parameters) is presented in
chapter 3 together with analysis of the extent of the roughness sublayer region and its
organisation. The turbulence statistics and the validity of outer-layer similarity are then
the object of chapter 4. Finally, chapter 5 discusses the 2D and 3D spatial organisation
of the turbulence. Chapter 6 contains a summary of the major findings, draws the fi-
nal conclusions, and provides directions for future work. Appendix A includes results
from a smooth-wall boundary layer at a comparable Reynolds number, here included for

completeness. Appendix B describes the 3D vector validation procedure in more detail.

1.5 Novel contributions and publications

Parts of this work are discussed in the following publications:

Placidi, M. & Ganapathisubramani, B., (2015b). Effects of large roughness on aero-

dynamic parameters and the roughness sublayer in turbulent boundary layers. Under
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consideration for publication in Journal of Fluid Mechanics.

Placidi, M. & Ganapathisubramani, B., (2015a). Effect of large surface roughness on
flow statistics in turbulent boundary layer. Under consideration for publication in Jour-
nal of Fluid Mechanics.

In addition, some elements of this work have been presented in the following conferences:

Placidi, M. & Ganapathisubramani, B., (2015). Surface-morphology-induced energy
redistribution in turbulent boundary layers. In 9th International Symposium On Turbu-

lence and Shear Flow Phenomena, Melbourne, Australia June-July 30-3. In preparation.

Placidi, M. & Ganapathisubramani, B., (2014). Effect of surface morphology on drag
and roughness sublayer in flows over regular roughness elements. In 67th Annual Meet-
ing of APS Division of Fluid Dynamics, San Francisco, California November 23-25.

Placidi, M. & Ganapathisubramani, B., (2014). On the effects of surface morphology on
the structure of wall-turbulence. In interdisciplinary Turbulence initiative, Bertinoro,
Italy September 21-24.

Placidi, M. & Ganapathisubramani, B., (2013). Investigation of wall-bounded turbu-
lence over regularly distributed roughness. In 8th International Symposium On Turbu-

lence and Shear Flow Phenomena, Poitiers, France August 28-30.

Placidi, M. & Ganapathisubramani, B., (2012). Investigation of wall-bounded turbu-
lence over sparsely distributed roughness. In 65th Annual Meeting of APS Division of
Fluid Dynamics, San Diego, California November 18-20.

Placidi, M. & Ganapathisubramani, B., (2011). Investigation of wall-bounded turbu-
lence over sparsely distributed roughness. In 64th Annual Meeting of APS Division of
Fluid Dynamics, Baltimore, Maryland November 20-22.




Chapter 2

Experimental details and

methodology

This chapter describes the facility, the methodology and the experimental techniques
used throughout the course of this investigation. The facility is introduced in § 2.1,
then the roughness characterisation and the surfaces examined herein are described and
discussed in § 2.2 and § 2.3 respectively. The second half of the current chapter addresses
the different experimental techniques employed in this study. In particular, the 2D and
3D particle image velocimetry setups are discussed in § 2.4, whilst the floating-element
drag-balance is the focus of § 2.5. To conclude, an uncertainty analysis is presented in
§ 2.6.

2.1 Experimental facility

The experiments were carried out in a suction wind tunnel at the University of Southamp-
ton, shown in figure 2.1. The same facility has been used for previous rough-wall studies
such as: Castro 2007; Reynolds and Castro 2008; Amir and Castro 2011; Claus et al.
2012. The tunnel has a working section of 4.5 m in length, with a 0.9 m x 0.6 m cross-
section. The freestream turbulence intensity in the tunnel has been verified through
hot wire anemometry measurements, to be homogenous across the cross-section and
less than 0.3%. In this study, (z,y,z) are the streamwise, wall-normal and spanwise
directions (orientated as in figure 2.1), with the plane y = 0 being the bottom surface
of the baseboard onto which the roughness elements were located, as shown in figure
2.5(a). The mean and fluctuating velocities along these three directions are denoted
as (U, V,W) and (u/,v',w"), respectively, while (u,v,w) are the corresponding instan-
taneous velocities. Experiments were conducted in nominally Zero-Pressure-Gradient
(ZPG) as the acceleration parameter (K = (v/U2)[dU./dx]) was less than 5 x 1075.

Measurements were taken at approximately 4 m downstream along the test section (i.e.
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in the centre of section 4 in figure 2.1). The test section is equipped with glass sidewalls
and a glass ceiling to provide high-quality optical access during the measurements. The
bottom wall of the tunnel was instead designed and manufactured to allocate a slot for

the floating-element drag-balance measurements.

co1 o2 0 3 4
x 1 1 1 |

z

Test Section

I I

Screens:  Contraction Diffuser . Fan |
I I I I
I I

1 0.5 m 4m 4.5m 4.5 m 1m

10 m

Figure 2.1: Wind tunnel schematic.

2.2 Roughness morphology characterisation

As briefly introduced in chapter 1, early experimental studies of rough surfaces were
focused on high-density rough-walls. These surfaces were typically obtained by cov-
ering the wind tunnel floor with different grit sand papers, where the drag generated
by those was measured. Therefore, for a high-density rough-wall, comparing it to its
equivalent experimentally known sand-paper-covered wall was logical. In this fashion, a
good parameter was found by Nikuradse (1933) to be the “equivalent sand roughness”,
hs. The difficulty in applying this approach to practical cases lies in the fact that the
value of hg to be ascribed to a given surface is unknown a priori, hence the necessity to
collect experimental data to effectively predict the bulk drag. This limitation deems this
method unfeasible for use in the design stage. The roughness obtained by Nikuradse
(1933) with sand paper can be said to be at maximum density, because the grains of
sand were glued to the wall as closely to each other as possible. Although this concept is
still largely used today for describing highly dense rough-walls, in many practical appli-
cations the density of the roughness on the walls is considerably lower than Nikuradse’s
case. Thus, such surfaces can no longer be described by his formulation. The last few
decades have seen methods based on density parameters known as solidities come to
the fore. Since Schlichting (1937), the tendency has been to characterise the effect of
regularly distributed roughness using frontal and plan solidities. Later studies have also
confirmed that a rough-wall (with regular roughness) can be optimally described using
these two parameters (Theurer et al. 1992; Grimmond and Oke 1999). Referring to fig-
ure 2.2, the frontal solidity is defined as the total projected frontal area of the roughness
elements per unit wall-parallel area (Ap = ﬁ—;), while the plan solidity is, instead, the
ratio between the plan area and the unit wall-parallel area (Ap = ‘3—?). These definitions

rely upon uniform height roughness elements. For cases in which the obstacles’ height
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is heterogeneous, the mean roughness height, h, is often used in defining the solidities
(Grimmond and Oke, 1999).

Figure 2.2: Definition of frontal and plan solidities. Black lines identify a single
repeated unit, grey lines show how adjacent units are linked together to build
the wall morphology. Inspired by Grimmond and Oke (1999).

Various studies have examined the effect of surface morphology on drag, and attempted
to find correlations for yo = f(Ap, Ap). This quantity will be further discussed in section
3.1. However, at this stage it is sufficient to know that it is closely linked with the drag.
Jimenez (2004) compiled results from a series of experiments and showed the presence
of two regions - the sparse regime (for A\p <~ 0.15) for which the effect of roughness
increases with solidity, and the dense regime (for A\p >~ 0.15), for which it decreases.
This is because, as the density increases so does the drag generated by the surface, up to
the point where adding new elements merely serves to reduce their effectiveness due to
mutual sheltering, hence, the bulk drag starts to decrease (Grimmond and Oke, 1999).
The effects of the two different regimes are shown in figure 2.3, where a peak in the

non-dimensional drag coefficient (here expressed as C’gh) is visible around Ap ~ 0.15.

However, the effect of plan solidity on bulk drag is not clear from the latter. Grimmond
and Oke (1999) also included the plan solidity in their previous review. Figure 2.4 shows
how yo/h varies as a function of both solidities. The variation of the latter involves an
increase for sparse area densities, followed by a decrease for higher area densities, in both
Ar and Ap. It is important to highlight that the critical value for the predicted peak
in drag occurs at different values of plan and frontal solidities. The cut-off between the
regimes is reported to be \p &~ 0.15 and Ap ~ 0.35. These suggested values (Jimenez
(2004) and Grimmond and Oke (1999)) are used as baselines for the design of the surface

morphologies examined herein.




10

Chapter 2 Experimental details and methodology

10" A& 40
W
ﬁ’: s
p T
b4 1 N
hs /// : \\ ?
th 100 2 : \\
/ﬁT 1 +\\
// 1 \\
f o
1 \
1
[ +
]
— 1
10"} |
I I ! I
0.01 0.1 1

AF

Figure 2.3: Equivalent Sand Roughness, hg, for various surfaces versus the so-
lidity, Ap, corrected with empirical drag coefficient. Open symbols, rounded ele-
ments (spheres, cones, Cy = 0.3; spherical segments, Cy = 0.13) from Schlichting
(1979). For all others, Cy = 1.25. Filled triangle up, spanwise fences (Schlicht-
ing, 1979); triangle down, spanwise fences (Webb et al., 1971); +, spanwise
cylinders (Tani, 1988); x, spanwise square bars (Bandyopadhyay, 1987). The
dashed lines have logarithmic slopes +1 and -2. Modified from Jimenez (2004).
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2.3 Current roughness morphology

For rough surfaces, this study used LEGO™ baseboards onto which LEGO™ bricks (or
blocks) were distributed in different patterns. Twelve different patterns were adopted
to systematically examine the individual effects of frontal and plan solidities on the
structure of the turbulence. Figure 2.5 shows the geometry of a LEGO™ element and
the basic repetitive units adopted to generate the different patterns in analysis (variation
of frontal and plan solidities in figure 2.5(b) left and right respectively). A single dark
square in the top view is a single LEGO™brick. This brick has a streamwise x spanwise
dimension of 7.8 mm x 7.8 mm and its height is h = 11.4 mm (which includes the pin
at the top), as shown in figure 2.5(a). Patterns LF1 to LF6 represent cases for which
the frontal solidity is varied at a fixed plan solidity whereas, in cases LP1 to LP6 the
plan solidity is varied at fixed frontal solidity. These variations follow the dotted and
dot-dashed lines in figure 1.1. The different cases were designed on the basis of previous
studies that show the location of the peaks in yo (Grimmond and Oke, 1999; Jimenez,
2004).

Progressive repositioning of the downstream roughness elements in the sheltered regions
of the upstream obstacles, has allowed us to achieve variations in plan solidity at fixed
frontal solidity. The same sheltering principle is applied to obtain the cases with varying
Ar at fixed Ap. The filled symbols in figure 1.1 indicate the cases studied in this thesis.
The unit wall-parallel area of each repetitive unit was kept fixed at 70.2 mm x 39 mm and
46.8 mm x 46.8 mm for the frontal and plan variation cases respectively. In evaluating
Ar and Ap, the complete LEGO™ bricks have been considered (including the pins on
top of the blocks as highlighted in figure 2.2). The flow was developed initially over the
baseboard for 1.7 m and a further 2.3 m over the bricks to guarantee that the boundary
layer reaches equilibrium with this new surface (as discussed in § 4.3.2). The leading
edge just downstream of the contraction exit was fitted with a 300 mm aluminium
“lead-in” ramp angled at approximately 3°. This ramp was designed to prevent the flow
exiting the contraction impacting directly upon the front of the roughness plate and
elements. Instead, it lifts up delicately to the roughness height (Castro, 2007) to allow

a homogeneous development on this raised surface (at y = 1.8 in figure 2.5(a)).

2.4 Particle image velocimetry

This section discusses the main experimental technique used throughout this investi-
gation: Particle Image Velocimetry (PIV). Both 2D and 3D PIV are employed in this
work. The 2D setup is described, with details on the 3D case subsequently presented.
The reader is referred to Westerweel 1997; Raffel et al. 1998 and Adrian and Westerweel

(2011) for further details on this measurement technique.
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(a) Side view

1.8 mm

1.5 mm

(b) Top View (basic square unit: 7.8 x 7.8 mm?)
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Ap =0.09
Ap=0.27

Pattern: LF2
Ap=0.12
Ap=0.27

Pattern: LF3
Ap=0.15
Ap =027

Pattern: LF4
Ap =0.18
Ap=0.27

Pattern: LF5
Ap =0.21
Ap=0.27

Pattern: LF6
Ap=0.24
Ap=0.27

Pattern: LP1
Ap=0.11
Ap=0.15

Pattern: LP2
Ap=0.22
Ap=0.15

Pattern: LP3
Ap=0.27
Ap=0.15
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Figure 2.5: (a) LEGO™ brick geometry, (b) (x,z) plane view of the roughness
elements’ patterns with varying Ap at Ap = const = 0.27 (left) and roughness
elements’ patterns with varying Ap at A\p = const = 0.15 (right). Dashed
and dash-dotted lines in (b) indicate the position of the laser sheet during the
measurements with the respect of each repeated unit for the 2D and 3D setup
respectively. Dimensions are not in scale for ease of readability. Flow is top to
bottom.
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2.4.1 2D planar PIV

PIV measurements were taken for all patterns at a freestream velocity, U of 11.5 m/s.
The test location was at the same streamwise location as the skin-friction measurements
(approximately 4 m downstream). As will be shown in section 3.5.1, at this freestream
velocity, the flow over all surfaces is considered to meet fully-rough conditions to within
the uncertainty of the skin-friction measurements. The flow was seeded with vaporised
glycol-water solution particles (1 pm in diameter) illuminated with a laser sheet pro-
duced by a pulsed New Wave Nd:YAG laser system operating at 200 mJ. A system of
two spherical lenses (plano-convex -50 and plano-concave +100) was used to focus the
laser sheet. A plano-concave cylindrical lens with a focal length of -30 mm was then
employed to expand the laser beam into a sheet of a thickness of approximately 0.7 mm
throughout the entire Field Of View (FOV). The position of the laser sheet with respect
to the roughness configuration is indicated by dashed lines in figure 2.5(b).

Streamwise wall-normal (z,y) planes were acquired at the spanwise centreline of the
test section by a 16 M pizel high resolution camera equipped with Nikon 105 mm f/8
lenses, at a fixed sampling frequency of 0.8 Hz. This was so that statistically uncor-
related measurements were acquired for each image pair. For each run, 2000 image
pairs were acquired and processed with DaVis 8.0 software. The setup allowed a field
of view of 200 mm x 136 mm (approximately 1.85 x 1.36 streamwise-wall-normal for
each roughness configurations). Velocity vectors were obtained using 16x16 pixel final
interrogation windows with 50% overlap. The resulting spatial resolution is approxi-
mately 0.7 mm x 0.7 mm for all cases and successive vectors are spaced at half that
distance (due to 50% overlap). Images were preprocessed with an averaged minimum
intensity background subtraction. Following this procedure, a field of 98 — 99% good
vectors was achieved, minimising the need of interpolation (when necessary a local mean
interpolation was used). The time delay between laser pulses, across all the cases, was
chosen such that the pixel displacement in the freestream was approximately 15 pixels,

for reason discussed in section 2.6.1.

Figure 2.6 shows a schematic of the planar PIV experimental setup. This shows the
light source positioned above the tunnel - therefore a 45° mirror was used to deflect the
light into the measurement location. The latter, together with the rest of the optical
equipment, was positioned above the tunnel onto a solid-structure-mounted rail. This
was embedded in the lab floor to avoid transmission of tunnel vibrations to the instru-
mentation. The Charge-Coupled Device (CCD) camera was positioned on the side of
the tunnel onto the same rigid structure to minimise its vibrations, and it was oriented
to image the object plane at 90°. The resolution of the current data sets range from
between 28 to 42 wall-units, due to differences in the skin friction velocities generated
by the different surface morphologies. The different local resolution has a tangible effect

on the turbulence statistics, in particular on the higher order quantities. Therefore, the
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Figure 2.6: Schematic view of the 2D planar PIV setup. Dimensions are not in
scale for ease of readability.

results presented in the following sections are obtained after all data sets have been fil-
tered with a low-pass Gaussian filter designed to match the local resolution at l; p = 45.
It must be noted that this filtered spatial resolution is comparable (if not better) than

previous cross-wire and PIV based measurements presented in the literature.

2.4.2 3D stereoscopic PIV

Given the high relative roughness height (h/0 & 0.1), spanwise flow heterogeneity is
to be expected within the roughness sublayer. To investigate this, stereoscopic PIV
measurements were also carried out in wall-normal-spanwise (y, z) plane, at roughly the
same location as the 2D measurements. Two cameras with the same specifications as
for the 2D measurements were used to acquire 1500 digital image pairs (instead of 2000
as for the 2D case) to reduce the data storage space at a cost of statistical convergency.
Figure 2.7 shows a schematic of the stereoscopic PIV setup. The two cameras were posi-
tioned above the tunnel looking through an optical perspex ceiling, whilst the laser sheet
was shone from the side. A FOV covering a minimum of two spanwise repeated-units
(1.55 x 1.5 spanwise-wall-normal) was resolved. A 1.5mm thick laser sheet (pulsed

New Wave Nd:YAG) was used to illuminate the particles (glycol-water solution) and
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the time delay between the laser pulses had to be reduced accordingly, so that the parti-
cles would not leave the laser sheet plane (At = 20us). This reduced At has an influence
on the averaged pixel displacement of the particles, and hence on the uncertainty (see
section 2.6.1). Measurements were carried out across six cases only: LF2, LF3, LF5
and LP2, LP4, LP5 as these represent conditions for sparse, medium-packed and dense
solidity regimes. The cameras were oriented at an angle of approximately 25° to the
measurement plane axis, which is appropriate to accurately resolving the out-of-plane
velocity component (Raffel et al., 1998). Scheimpflug adaptors were mounted on the
lenses to help maintain focus across the entire field of view by orienting the lens plane at
an angle to the image plane as discussed in Raffel et al. (1998). Although this configu-
ration maximises the focus on the measurement plane, it comes at a cost of introducing
a strong perspective distortion and a magnification that varies across the FOV. This
distortion can, however, effectively be corrected via a two-plane calibration (Wester-
weel, 1997). A two-plane calibration target was used for calibration, and self-calibration
using Davis 8.0 was applied to improve the quality of the final velocity field (typically
up to 2-pixel correction was applied). Similar analysis to the 2D case was carried out
in DaVis 8.0. Velocity vectors were obtained using 32 x 32 pizel? final interrogation
windows with 50% overlap. This resolution is coarser than the planar PIV measurement;
however, given the nature of measurements (i.e. flow perpendicular to laser sheet) and
the thickness of the laser sheet, this interrogation window size is deemed sufficient. The
worst case resolution (l;rD) across the different cases was approximately 120 wall-units,
therefore, for the same reasons previously discussed, the 3D data set has been filtered
to match the local resolution across cases at l;“D = 125. This is coarser than the 2D
measurements due to the increased thickness of the laser sheet, increased size of the
interrogation window, and the larger field of view. To conclude, table 2.1 summarises

some of the most relevant 2D and 3D PIV parameters.

2.4.2.1 3D PIV vector validation

Due to the cameras’ positions, high angles characterise the stereoscopic imaging. For
this reason, although great care has been put into minimising the light reflection by the
means of a combination of rhodamine paint and matt black paint, some of the legoboard
pins can still be seen in the background of each image. These pins were responsible for
the generation of spurious vectors. A combination of minimum background subtraction,
image intensity normalisation, followed by vector validation has been applied in DaVis
8.0 to minimise this problem. Nevertheless, some residual spurious vectors could easily
be identified when plotting statistics in contour plots. Therefore, additional vector
validation techniques had to be employed. A reconstruction methodology based on
“gappy” proper orthogonal decomposition has been followed, as described in Raben
et al. (2012). The reader is referred to appendix B for further details. Across the entire

FOV, the reconstruction was only applied to less than 2.5% of the vectors, to minimise
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Figure 2.7: Schematic view of the 3D stereoscopic PIV setup. Dimensions are
not in scale for ease of readability.

the use of interpolation. Even after the validation procedure, due to severe reflection,
the FOV below y = 25 mm had to be discarded. Nevertheless, the 2D data set suggests
that this region is still well below the RSL boundary, therefore, vital information can
still be gathered from this reduced FOV. Furthermore, the focus of this thesis is the
bulk behaviour of the flow and the large scale turbulence coherency across scales, which

can still be inferred despite the limitation of the 3D measurements.

2.4.3 PIV data resolution

The smallest scales in the flow can be assumed to be of the order of the Kolmogorov
length scale. An estimate of this scale can be calculated, following Kolmogorov (1941),

as:

l/gliy 1/4
n= <U3 ) . (2.1)

T
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Parameters Planar Stereoscopic
FOV 1.86 x 1.30 1.5 x 1.56
Initial Interrogation Area 64 pixel x64 pixel 64 pixel x64 pixel
Final Interrogation Area 16 pixelx 16 pixel 32 pixel x32 pixel
Time in between pulses AT 60 us 20 ps
Average Pixel Displacement 15 pixel 5 pixel
Acquisition Frequency 0.8 Hz 0.8 Hz

Initial Resolution 14-21 15, 50-60 13,
Filtered Resolution 0.7 mm x 0.7 mm (45 I;5) 1.5 mm x 1.5 mm (125 I35,)
Final Vetor Spacing 0.35 mm 0.75 mm
Interrogation Area Overlap 50% 50%

No. Realisations 2000 1500

Laser Power 200 mJ 200 mJ

Laser Optics (-50, +100) & -30 mm (-50, +75) & -30 mm
No. Camera 1 2

Camera Resolution 16 Mp 16Mp

fu 8 2

Camera Lens Nikon 105 mm Nikon 105 mm
Camera Angle 0 25°

Table 2.1: 2D and 3D PIV Parameters.

This gives a Kolmorogov length scale, 7, of the order of 0.1 mm or l2+D ~ 4 — 6 based
upon the different skin friction velocities and at a wall-normal location y/d =~ 0.4.
Therefore, the 2D data set is resolved, in the worst case, down to approximately 7 times
the Kolmogorov’s length scale (based on l; p = 45). Although this is fairly large, as the

aim of this study is mainly to investigate the large-scale flow features, this is not critical.

2.5 Floating-element drag-balance

Measuring the skin friction generated by a particular surface morphology is of funda-
mental importance in the study of boundary layers and it is invaluable for a variety of
practical applications. Although it is typically very difficult to measure the wall friction
in smooth-wall cases (i.e. pure viscous drag), the presence of the roughness elements and
the additional pressure drag they generate, makes the direct measurement more reliable
and feasible in rough-wall cases (Krogstad and Efros, 2010). Nonetheless, because of
the general difficulties in measuring the friction velocity, this is usually extrapolated via
the Reynolds shear stresses or a log-law fit. Both these procedures inherently introduce
a series of uncertainties which will be discussed further in due course. Therefore, when
possible, a more accurate way to obtain the wall shear stress is to measure it directly.

This can be effectively achieved by a mechanical force balance (Acharya et al., 1986;
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Bechert et al., 1997, 2000). Comprehensive reviews of the direct methods for estimat-
ing the friction velocity can be found in Winter (1977) and more recently in Hakkinen
(2004).

Although complex and unsteady, the characteristics of the flow around a cuboid bluff-
body mounted in isolation on a flat surface are well understood (Lim et al., 2007, 2009).
When arrays of such obstacles are distributed on a surface, as in the current case, the
flow characterisation becomes much more difficult, mainly because the different obstacles
interact with each other and they do not behave as if they were in isolation (Padhra,
2010). In particular, the wake generated by an obstacle upstream can impinge and
interact with the subsequent obstacle, exposing it to a significantly different flow field.
This results in the so called “bulk drag”, which is very different from the summation of

the single drags generated by each element if it were in isolation.

The drag generated by the different wall morphologies examined herein was directly
measured via a floating-element drag-balance (which was based on the design of Krogstad
and Efros 2010; Efros 2011). This balance was placed approximately 4 m downstream
along the test section, corresponding to the PIV measurement location. Figure 2.8 shows
a schematic of the setup. A measurement patch (1) replica of the testing surface is
positioned in the tunnel floor through a cut hole; this element is mechanically connected
to a two-arm lever system (2) which converts the horizontal stress acting at the wall into
a wall-normal load. A 370 mm x 370 mm patch of the roughness was mounted on the
top of the vertical arm of the balance to act as a sensing element. Its relatively large size,
compared to the original version (Krogstad and Efros, 2010), allows a number of repeated
units to be included in the measurement patch. However, the pressure variation across
the floating element is negligible < 3% (Krogstad and Efros, 2010; Hakkinen, 2004).
The lever system, which rests on a knife edge (3), allows mechanical amplification of the
forces based on the mutual lengths of the arms. The normal load is then measured by a
high-sensitivity off-the-shelf precision Ohaus scale (4) with a sensitivity of 0.01 g (Gold
Series no. TAJ602/A). The measurement resolution, in the worst case, was typically
2.5 x 107* of the applied load. The knife edge is mounted on a H-shaped frame (7)
which locates the scale. This prevents any accidental movement of the latter during
measurements, as it is bolted onto a 12 mm steel plate connected to the base structure
(8). This plate offers fine-tuning height adjustment as the latter rests on adjustable feet
(9). The whole system rests on the lab floor via a heavy base structure to minimise
structural vibrations. The measuring element was centred in a hole cut at the bottom
of the wind tunnel floor surrounded by a 1 mm gap at the front and a 2 mm gap at
the back of the plate to allow movement (i.e. readings onto the scale). Previous studies
using a similar floating element concept have shown that the effect of the gap size (up
to 3 mm) is within 2% uncertainty (Iyengar and Farell, 2001). It was important to
prevent any possible airflow through this gap around the tile, as this would affect the
measurements (Krogstad and Efros, 2010; Efros, 2011; Claus et al., 2012). As the present

work is carried out in a suction wind tunnel, the static pressure inside the tunnel was
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always significantly lower than the atmospheric pressure. This necessitated mounting
the entire balance in a sealed box (12), so that the measured force was not influenced.
The sealed box was made out of soft plastic sheet. The static pressure inside both the

tunnel and the box were monitored to prevent pressure difference effects.

Figure 2.8: Schematic of the floating-element drag-balance. Components: (1)
measurement patch, (2) two-arm lever system, (3) knife edge, (4) precision
scale, (5) counterbalance weights, (6) load-transfer adjustment pin, (7) H-frame
containing the scale, (8) base structure, (9) fine-adjustment feet, (10) rough-
adjustment feet, (11) Pitot tube, (12) sealed box.

The measurements were found to be very sensitive to the vertical alignment of the mea-
suring patch. This was obtained via a combination of different tunings. Two adjustable
feet for rough and fine tuning were embedded within the sustaining structure. The ini-
tial balancing of the scale into the neutral position was obtained via the scale adjustable
feet, the counter weights system (5) and the adjustable pin (6). Measurements were also
found to be affected by vibration of the lab floor induced by close proximity movements
which, therefore, had to be avoided. The numerous technical difficulties meant that ob-
taining repeatable results was difficult without caution, as previous studies in the same
facility have highlighted (Claus et al., 2012). For these reasons each measurement was
repeated multiple times and only converging runs were stored. Details of the calibra-
tion process follow, as it is the most striking difference with Krogstad and Efros’ (2010)

original design.

2.5.1 The calibration unit

A calibration is required to convert the reading from the weighing scale into the cor-
responding shear stress at the wall. To do so, a Vishay load cell (model no. 1004) is
employed. The load cell is rigidly fixed under the measuring patch. A manually op-
erated linear traverse is embedded into the tunnel floor to allow pushing against the

load cell. This records the load magnitude, and transmits it to the precision scale (via
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rigid-body connection). The scale’s reading is simultaneously acquired. The load cell is
connected to a bespoke amplifier which converts the mV outputs into values of order
of few V. This circuit amplifier also controls the “zero”, i.e. can introduce an offset
in the reading. The analog signal is then transmitted via a BNC cable to a NI DAQ
(NI USB-6212). The scale readings are instead acquired by a computer via a serial-port
connection. The acquisition was obtained via a combination of session-based interface
and serial port based Matlab™ codes written for this purpose. The calibration of the
system relies on two different steps. Firstly, the load cell has to be calibrated to create
a reference curve for its reading against a known load. Secondly, the mechanical system
has to be calibrated to verify that it transfers the load linearly with the imposed geo-
metric amplification. The first calibration is only necessary as the exact applied load,
via the means of the linear traverse, is unknown, and hence had to be recorded. The

two calibration procedures are next described.

2.5.1.1 Load cell calibration

This is obtained by positioning the load cell in a flat position on the tunnel floor and
loading it with different known weights. Weights between 2 g and 250 g are used to
calibrate the load cell over its entire range. This results in a first curve of known weights
as a function of the sensor output, as in figure 2.9(a). The load cell is then installed in
the measurement position, which involves the sensor being rotated 90°. This operation
introduces an offset in the reading, which can be quantified acquiring its newly defined
zero. The result is a shifting of the calibration curve (due to this new offset), although
its slope does not change (i.e. variations within 1%), as shown by the dashed line in
figure 2.9(a). The load cell was also calibrated in situ (with a pulley system) to verify

its behaviour and the described calibration.

2.5.1.2 Mechanical system calibration

Once the load cell is calibrated and installed under the measuring patch, loads are applied
upon it, via a manually operated linear traverse. These loads are recorded by the load
cell and transmitted to the scale via the rigid mechanical arm. Simultaneously, the scale
reading is acquired. A preload of around 10 g is used to offset the load cell and to avoid
misleading readings due to its first contact with the linear traverse. Weights covering the
expected measurement range are used in this process. This second calibration results
in a wall stress as a function of the scale reading curve, as shown in figure 2.9(b). A
system’s linear response with very little scatter was found, as in Krogstad and Efros
(2010).
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Figure 2.9: Calibration curves for (a) the load cell and (b) the mechanical arm
(the 10 g preload has been subtracted for clarity).

2.6 Uncertainty estimation

This section addresses the uncertainty estimation affecting the results of this thesis.
Firstly, uncertainty affecting the PIV is discussed. Secondly, the uncertainty on the

floating-element drag-balance measurement is presented.

2.6.1 PIV bias estimation

Prasad et al. (1992) demonstrated that when particle images are well resolved during
digitalisation (i.e. absence of pixel locking), the uncertainty on the measured displace-
ment (due to the Gaussian peak fit, used in the PIV cross-correlation algorithm) is
usually small. The time delay between laser pulses across all the 2D cases was chosen
such that the pixel displacement in the freestream was approximately 15 pixels. This
ensures that the bias error of the PIV velocity measurements is less than 1% of the
full-scale velocity (given that the sub-pixel determination has an uncertainty of about
+0.1 pixels - see Adrian and Westerweel 2011). However, for the 3D measurements, for
which the mean pixel displacement in the freestream was reduced to 5 pixels, the bias
error becomes of the order of 2% of the full scale velocity. In addition, the effects of
pixel-locking (Christensen, 2004), for both cases have also been minimised, ensuring that
the mean particle-image diameters exceeded two pixels. A more accurate estimation of
the PIV bias error can be obtained following the procedure highlighted by Adrian and
Westerweel (2011) in § 9.4.4; where the dimensional spatial correlation of the variance of
the velocity fluctuations can be evaluated and its peak value for zero-lag extrapolated.
Comparing this with its theoretical value (i.e. normal distribution) allows the estimation
of the bias error. Following this procedure, the bias uncertainty on the variance of the
streamwise and wall-normal fluctuations has been found to be less than 4.8% and 7.8%

respectively.
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2.6.2 PIV statistical uncertainty

Since statistical analysis is largely employed, the uncertainty in this procedure has to
be taken into account. Benedict and Gould (1996), among others, have discussed the
uncertainty due to an ensemble of uncorrelated data observations, which represents a
good estimate for the current PIV data sets. Following their methodology, assuming a
normal distribution of the statistics and including a 95% confidence limit, the statistical
uncertainty on the planar data set resulted in less than 1%, 5%, 8% and 10% for the mean
velocity, the variance of the streamwise and wall-normal velocity fluctuations and the
covariance of the velocity fluctuation respectively. For the stereoscopic data set, on the
other hand, given the lower number of realisations, the uncertainty for the correspondent
quantities was found to be 3%, 6%, 9% and 14%. Given that the bias uncertainty,
previously discussed, is contained in the statistical one, the latter is considered to be
the overall uncertainty affecting the PIV results. These values are in line with previous
PIV-based studies on rough-wall turbulent flows (Wu and Christensen, 2007). Table 2.2

summarises the uncertainty affecting the PIV measurements.

Quantity ep €3p

U 1% 3%
u'? 5% 6%
v'? 8% %
u'v 10 % 14%

Table 2.2: PIV uncertainty for the 2D and 3D cases.

2.6.3 Floating-element drag-balance uncertainty

The accuracy of a similar force balance system has been quoted to be within 3%
(Krogstad and Efros 2010; Claus et al. 2012). Given the different calibration used
herein, and the technical modifications to the original design, the uncertainty of the
friction-balance must be re-evaluated. The latter is composed of different terms. The
uncertainty on the measured force is estimated by performing two subsequent runs and
evaluating the percentage error in the measured skin friction. All runs reported a scat-
ter well below 3%, which is assumed to be the reproducibility of the results, eg. An
example of this procedure is given in figure 2.10. Different amplification factors and
wind speeds were tested and all yielded similar results. In addition, given that two
different calibration procedures are used, these have to be taken into account. Firstly,
the uncertainty on the load cell, er¢, is defined on how well a certain known weight
can be reproduced following the calculated sensor calibration curve. Additionally, as
previously discussed, mounting the sensor in the measurement location, involves a 90°
rotation as it is mounted in a vertical position. This introduces an additional error,
here called €f;;,. Finally, the uncertainty on the mechanical arm calibration, eps4, has

to be included in the process. This is defined in a similar fashion to ero. Following a
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Figure 2.10: Scale reading as a function of the Reynolds number for convergent

runs. Examples case LF4.

propagation error theory (Kline and McClintock, 1953), the overall uncertainty of the

balance can be estimated as follows:

€= \/63% + €3t &y Epat = V3% +25%2 + 15%2 + 25%2 ~ 5.2%.  (2.2)

This results in a overall uncertainty of approximately 5%.

2.7 Smooth-wall turbulent boundary layer

This thesis is concerned with comparing different types of rough-walls. However, how
well these rough surfaces compare to the smooth-wall boundary layer is also of particular

interest. For completeness, details and results for the smooth-wall case are reported in

appendix A.







Chapter 3

Effect of surface morphology on
aerodynamic parameters and the

roughness sublayer

3.1 Introduction and background

Characterising the effect of the surface roughness on the turbulence structure and hence
on the bulk drag, is of vital importance for many applications. Conventionally, the
study of wall-bounded flows is carried out based on the belief that the flow can be bro-
ken into two main different layers: the inner layer and the outer layer, each with its
own characteristics and universal scaling laws (Clauser, 1954; Coles, 1956; Schlichting,
1979). The surface roughness is believed to directly affect the flow in the inner layer,
whilst the outer layer is considered to be only indirectly influenced due to an increased
skin friction (Schetz, 1993). It is well established that, compared to the law of the wall
for smooth-walls, any rough surface morphology results in a downward shift in the log-
arithmic portion of the velocity profile. For a rough-wall boundary layer, the velocity

profile in the log-region can be expressed as:

1 — 1
U+:ln<y d)Eln(y—d)++B—AU+, (3.1)
K Yo K

where & is the von Karmén constant and B is the smooth-wall intercept. It is important
to point out that the left-hand side expression is only valid in fully-rough conditions
(i.e. yg > 2, as from Castro 2007), where viscous effects at the surface are negligible,
as in the current study. The downward shift of the log-region is represented by the
roughness length 79 in meteorology, or equivalently by the roughness function, AU™,

in the engineering community. d is referred to as the zero-plane displacement, which
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Figure 3.1: Schematic representation of the effect of surface morphology on the
law of the wall. AU is the roughness function, x is the von Kérmdan constant
and d is the zero-plane displacement. Inspired by Varano (2010).

Jackson (1981) proposed to be interpreted as the height at which the mean surface drag
appears to act. This is usually a portion of the height of the roughness elements (Amir
and Castro, 2011). A schematic representation of these two quantities, often referred
to as “aerodynamic parameters”, is given in figure 3.1. The ™ superscript indicates
quantities in inner scales (i.e. wall units), such that Ut = U/U; and y* = yU, /v, where
U is the skin friction velocity and v is the kinematic viscosity of the fluid. The skin
friction velocity is defined as U, = \/7T/p, where 7, is the total stress at the wall and p
is the fluid density. Hence, the skin friction coefficient is given by Cf = 2 (U, /Us)?. As
previously discussed, a common way to characterise regularly distributed rough-walls is
via two density parameters (Schlichting, 1937) - frontal and plan solidities (see figure
2.2). It is important to note that, based on this characterisation, both the aerodynamic
parameters are highly dependent on the surface morphology so that, in the most general
form, yo = f (Ap, Ap) and d = f (Ap, Ap).

Various studies have examined the effect of surface morphology on drag, and attempted
to find prediction methods for yo = f(Ap,Ap). As previously discussed, these stud-
ies mainly classified the flow into sparse (Ap < 0.15), and dense (Ap > 0.15) regimes
(Jimenez, 2004). Comprehensive reviews of different morphometric drag-prediction al-
gorithms and an analysis of their accuracy can be found in Grimmond and Oke (1999),
Macdonald (1998) and, more recently, in Millward-Hopkins et al. (2011) and Kanda
et al. (2013). The main limitation of the above-mentioned studies is the fact that the
suggested correlations yo = yo(Ap, Ap) are calculated over a collection of data sets from
disparate sources with significantly different boundary conditions and characterised by
geometrically different roughness elements. Regardless, amongst the morphometric drag-
prediction methods, Macdonald’s (1998) appears to be widely used as it incorporates a
broader range of scenarios when compared to other methods (Grimmond and Oke 1999
and Millward-Hopkins et al. 2011).
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Despite its limitations, Macdonald’s (1998) predictions appear to be valid for a large

range of surface densities, for both yy and d. These correlations are given by

p o d ~1/2
yTS = <1 — h> exp [— (0.55,5 <1 - h) )\F> ] )

d
E:1+A’AP(AP—1),

(3.2)

where A and 8 are problem-dependent constants. It must be highlighted that Macdon-
ald’s method presents some obvious limitations. Firstly, it requires an a-prior: knowledge
of the drag coefficient of a single element, Cy, which is usually an unknown, especially
in real urban areas characterised by complicated geometries. Secondly, the bulk drag is
only considered dependent (geometrically) on frontal and plan solidities, therefore, this
method does not account for situations in which A\p and Ap are matched, but where
the element pattern is different. The importance of the roughness elements’ distribu-
tion is undermined, implying that the two solidities are enough to fully characterise a
rough-wall and its characteristic, which is yet to be proven. Finally, the influence of
any other parameter on drag variation (i.e “street” width to block height, or similar) is
completely neglected. Nevertheless, these correlations are often used during preliminary
design stages. Figure 3.2(a) shows its prediction (from equation 3.2) for yy as a function
of A\p and Ap. Figure 3.2(b) shows its well-established empirical relationship between
drag and Ap, as reported in previous studies on rough-wall boundary layers (Jimenez,
2004). However, the effect of plan solidity on bulk quantities is not clear, and the effects

of large roughness elements on these correlations remain unresolved.

Most previous studies that systematically explored the effect of surface morphology
on drag were carried out with cubical roughness elements. These studies include both
numerical and physical experiments (Cheng and Castro 2002b; Coceal and Belcher 2004;
Kanda et al. 2004; Cheng et al. 2007; Hagishima et al. 2009; Santiago et al. 2008; Leonardi
and Castro 2010 among various others). Open symbols in figure 3.2(a) show the cases
examined in these studies. Any conclusion regarding the relationship between plan
solidity and drag deduced from these studies is limited, since for cube roughness, Ar is
equal to Ap. Similarly, any study on regular geometric staggered arrays of roughness for
which the frontal and plan solidities are related by a mathematical relation (provided
that there is no mutual sheltering between the elements) will lie on a similar curve to the
dashed line in figure 3.2(a), but with a different slope. This means that the individual
effect of one of these two parameters will remain undetected. Isolating the effect of the
two solidities is only possible by following the dotted line and the dot-dashed line (or

any alternative lines parallel to those), i.e., varying Ar at a fixed Ap and vice-versa.
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Figure 3.2: (a) Contour plot of the Macdonald’s (1998) prediction of the rough-
ness length behaviour as a function of Ap and Ap calculated using the expres-
sions presented in Macdonald (1998) with Cy = 1.2, k = 0.41, § = 1 and
A = 4.43. Colorbar shows yo/h. Dashed line represents A\p = Ap (cubes),
dot-dashed line represents variation of Ap at fixed A\p and dotted line stands
for variation of Ap at fixed Ap. Filled symbols indicate the current experiment
while empty symbols indicate respectively o Kanda et al. (2004), { Hagishima
et al. (2009) and OJ Leonardi and Castro (2010). A cut along the dashed line in
figure (a) is presented in (b).
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Figure 3.3: Cuts along the dotted and dot-dashed lines in figure 3.2(a). Predic-
tions of the roughness length behaviour as a function of (a) A\r at fixed A\p and
(b) vice versa.

These branches have not been explored before. Macdonald’s (1998) predicted bulk drag
behaviour for variation of Ap at fixed Ap (dotted line) is shown in figure 3.3(a), and
similarly the behaviour for variation of Ap at fixed Ar (dot-dashed line) is shown in
figure 3.3(b).

In this chapter, we explore the behaviour of the bulk drag along the dotted and dot-
dashed lines in figure 3.2(a) in turbulent boundary layers with relatively large roughness
elements (h/d ~ 0.1). This enables us to isolate the effects of Ap and Ap on the drag.
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The individual effects of frontal and plan solidities on the roughness sublayer region is

also investigated. The entire regime of solidity (sparse to dense) is considered.

It should be emphasised that this thesis contains results only along the dotted and dot-
dashed lines in figure 3.2(a). These branches, although unexplored to date, only cover
a small portion of the (Ap, Ap) plane. Therefore, the conclusion drawn herein should
not be considered universal or valid for any combination of frontal and plan solidities.
Moreover, although variations of frontal density are examined at fixed plan solidity (and
vice versa), the effect of the two parameters can never be truly and completely decoupled
as, by definition, any roughness is characterised by both a frontal and a plan blockage.
The novelty of this study, however, is the fact that one solidity is varied at a time,

keeping the other one fixed. This is referred to as a “decoupled effect”.

3.2 Indirect estimate of skin-friction

The skin friction velocity, U, is commonly assumed to be the average Reynolds shear
stress in the log-region. In this thesis, we refer to this as the indirect method for
determining skin-friction velocity. Cheng and Castro (2002b) in their experiments on
different urban roughnesses (all with Ap = Ap = 0.25) demonstrated that an optimum
estimation for the skin friction velocity can be obtained from spatially averaged Reynolds
shear stress within both the roughness sublayer and the inertial sublayer. This shows
that by spatially averaging over a roughness repeating unit, the logarithmic region can be
extended down to the roughness sublayer. For all the morphologies examined herein, the
average across the streamwise direction and over a single repetitive unit yielded, within
experimental uncertainty, the same results. Cheng et al. (2007) also argued that for
boundary-layer flows over staggered arrays of cubical elements, the pu/v/ underestimates
the surface stress by some 25%. Therefore, a corrected estimate should be used, defined
as (Reynolds and Castro, 2008):

Uy = 112V =0 | 5oy pnes; (3.3)

where the Reynolds shear stress is evaluated from the plateau region in the roughness
sublayer (as in Flack et al. 2005 and Castro 2007). Both these above-mentioned ap-
proaches yield a U, value that is within 5% of each other. This value is also similar to
the skin friction velocity obtained by assuming it to be the maximum of the Reynolds

shear stresses, as in other studies in the literature (Manes et al., 2011).
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3.3 Determination of aerodynamic parameters

Once the skin friction velocity is calculated (either using the direct measurement from
the drag-balance or the indirect estimate), a least-square-fit procedure was adopted to
evaluate the zero-plane displacement, d and the roughness length, y9. The log-layer
is assumed to exist for 1.5h < y < 0.2§ as in Schultz and Flack (2005). The fitting
procedures were carried out with k = 0.38 for all surfaces. This value is close to the
value of k suggested by Marusic et al. (2013), for high Reynolds number smooth-wall
boundary layers, where k = 0.39+0.02. A different choice of k alters the numerical values
of yo and d but not the trends shown in the following sections. Accurate determination
of both the skin friction and the aerodynamic parameters are important since they
are typically used to normalise the velocity profiles. However, it should be noted that
this task is not trivial. Firstly, the inertial region (i.e. log-law boundaries) must be
identified (Segalini et al., 2013). Secondly, indirect estimation of the friction velocity is
dependent on the choice for the von Kérman parameter (Castro, 2007; Zaunon et al.,
2003; Segalini et al., 2013; Marusic et al., 2013). Thirdly, the fitting procedure is more
problematic (i.e. it bears greater uncertainty) in rough-wall boundary layers than in
smooth-surfaces. This is due to the fact that the location of the virtual origin, d, and
the roughness function, AU, are additional unknown (Acharya et al., 1986). Finally,
the onset of the fully-rough regime is also difficult to pinpoint (Snyder and Castro, 2002).

3.4 Proper orthogonal decomposition

To explore the spatial characteristics and the behaviour of the flow and its dependence on
wall morphology, a snapshot-based Proper Orthogonal Decomposition (POD) analysis
has been carried out (Berkooz et al., 1993). This technique generates a basis for modal
decomposition of ensembles of instantaneous fluctuating velocity fields and provides the
most efficient way of identifying the motions which, on average, contain a majority of
the turbulent kinetic energy in the flow. The POD was first introduced in turbulence
analysis by Lumley (1970). Very briefly, this decomposition consists of essentially solving
an eigenvalue problem. Following Pearson et al. (2013), given an ensemble of n velocity
fields arranged in a column-wise matrix, U € R"*P  then the POD basis, & € RP*"

satisfies:

»TU
max grg
o (3.4)
st. &P =1.

The columns of ® (i.e. the basis functions) are called POD modes and are identified by

¢; € RP. These modes are obtained by solving the eigenvalue problem:
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UTUD = AQ; (3.5)

where A € R™*" is a diagonal matrix containing the eigenvalues. Physically, Lumley
(1970) pointed out that seeking ¢; corresponds to maximising a certain function, here

to be the flow energy content captured by each mode.

The energy contribution of the singular value across the modes, hence its shape, depends
on the local spatial resolution of the data set, as discussed in Pearson et al. (2013) and
Placidi and Ganapathisubramani (2015a). This is because the energy content of each
¢; mode depends on the smallest resolved scale in the flow. As previously discussed,
the global resolution of the current 2D data set ranges in between 30 to 40 wall-units,
resulting in a variation of the Karman number in the range of Re, = 4900 — 7500.
Therefore, a low-pass Gaussian filter, designed to match the local resolution at l; D=
45 is applied. Moreover, the FOV across the different cases is also matched to allow
meaningful comparisons. The results presented in the following sections were obtained

performing the POD calculation over the combined (v/,v") data.

3.5 Results and discussion

Section 3.5.1 shows the effect of the surface morphology on the aerodynamic parameters.
Sections 3.5.2 and 3.5.3 examine the effect of the wall morphology on the depth of the
roughness sublayer. Finally, § 3.4 examines the global spatial structure of the flow over
different types of roughness. The turbulent kinetic energy content at different flow scales

is also investigated via proper orthogonal decomposition.

3.5.1 Effect of surface morphology on aerodynamic parameters

Before examining the effect of the surface morphologies on aerodynamic parameters,
it is useful to determine if these surfaces are fully-rough, in order to ensure that the
results presented herein are solely due to the different roughness morphologies, rather
than the product of a change in Reynolds number (i.e. viscous effects). There is general
consensus in the literature that fully-rough conditions are attained when yaL > 2 (Castro
2007) or h} > 70 (Flack et al. 2005). Here hy is the equivalent sand-grain roughness as
in Nikuradse (1933). Recent findings have cast doubt on these limits and pointed out
that, depending on the surface morphology, values up to yar > 10 might be necessary
to guarantee the fully-rough conditions (Castro et al., 2013). In order to assess if the
surfaces examined herein are in the fully-rough regime, the friction coefficient was mea-
sured with the drag-balance at different inflow velocities, and hence different Reynolds
numbers. A velocity range between 11.5 to 20 m/s was considered and the results are

presented in figure 3.4(a) & (b) for the frontal and plan solidity cases respectively. It
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is clear that the variation in the measured friction coefficient at different velocities is
within the limits of uncertainty. It follows that, within the measurement uncertainty, all
cases in both Ar and Ap are to be considered in the fully-rough regime, i.e. Reynolds
number independent. Hence, if differences are observed in the aerodynamic parameters,

these are purely an effect of surface morphology.

The skin friction results are discussed before the aerodynamic parameters are investi-
gated. The validity of the indirect method for the skin friction determination can be
established by comparing the results with the drag-balance measurements. The skin
friction coefficient, C, as a function of the normalised momentum thickness, 6/, is

shown in figure 3.5. Here, the momentum thickness is defined as 6 = 05 U% (1 — U%) dy,

whilst the displacement thickness as §* = f(f (1 — U%) dy; ¢ is the boundary layer thick-
ness and U, is the corresponding edge velocity at y = §. The boundary layer thickness is
defined as that distance from the wall where the velocity is the 99 % of the free stream
velocity, Us. The boundary layer parameters are, for each case, calculated by appro-
priate integrations of the wall-normal velocity profiles. In particular, following Castro
(2007), the near-wall region in between y — d = yo and the first measurement point

(=~ 1.5h) is modelled using an extension to the log-law.

Figure 3.5(a) shows results for the indirect method (via equation 3.3) and figure 3.5(b)
using the direct method (i.e. floating-element drag-balance). This type of plot was
first proposed by Castro (2007) and allow us to estimate if the current results agree
with previous findings. Most of the results from rough-wall studies have been found to
scatter around the two curves (for different values of wake parameter IT) shown in figure
3.5 (Castro, 2007). It can be seen that our data (using both methods) are consistent
with previous data in the literature. The indirect measurements results (via equation
3.3) compare well with the direct measurements (within 10%) given the uncertainty
in determination of the skin-friction velocity (Acharya et al., 1986) and the log-law

boundaries used to determine the roughness length (Segalini et al., 2013).

More quantitative information on the skin friction behaviour can be gathered plotting U,
across one spanwise repeated unit (0 < z/W < 1, where W is the spanwise unit extent)
for the direct and indirect skin friction determination. This is shown in figure 3.6 for
both frontal and plan solidity cases. The skin friction measured via floating-element
drag-balance is plotted in grey and a 10% error bar is reported. The results obtained by
applying equation 3.3 to the 2D and 3D data sets are also plotted (filled symbols) for
comparison. It is comforting to see that, for all the cases, both PIV results tie in well
(within 10% difference) with direct measurement. Although 10% difference might seem
quite a significant number, the scatter found herein is of the same order of magnitude
commonly excepted (Flack et al., 2005; Schultz and Flack, 2005; Volino et al., 2007;
Wu and Christensen, 2007; Castro, 2007; Volino et al., 2009; Amir and Castro, 2011).
Therefore, from this point on, the direct measure of the skin friction velocity (i.e. drag-

balance) will be used to normalise the turbulence statistics. Relevant boundary-layer
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Figure 3.4: Skin friction coefficient, C, as a function of the Reynolds number,
for (a) Ap (Ap = const = 0.27) and (b) Ap (Ap = const = 0.15).
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Figure 3.5: Variation of Cy as a function of §/yo for (a) indirect method and
(b) direct measurement. Dot and dashed-dotted curves refer to the standard
two-parameter family results with wake strength of II = 0.55 and 0.7. Cur-
rent experiment (CE) refers to values obtained by floating-element drag-balance
(solid marks) and via the means of equation 3.3 (empty marks). The roughness

length, yo, is calculated via a least-square-fit procedure for 1.5h < y < 0.26.

characteristics of all the cases are given in table 3.1. It can be seen from the table, that

all cases have yar > 10 and hence we conform to the revised estimates for fully-rough
conditions (Castro et al., 2013).

Finally, having discussed the qualities used for normalisation, the focus can be shifted

to discuss the velocity profiles and the aerodynamic parameters. Figure 3.7(a) shows

the mean velocity profiles in inner scales for the different cases of A\ at fixed Ap. It

can be seen that, compared to a smooth-wall case (equation 3.1 with d =0, B =5 and

AU™ = 0), the roughness is responsible for a uniform downward shift of the log-region,

as expected. The plain baseboard case, referring to the wind tunnel floor being covered

only with baseboard but no bricks, is also reported for comparison. It shows that the
presence of the blocks (case LF1 to LF6) is indeed responsible for generating a further
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Figure 3.6: Skin friction measurements, for sparse (top), medium-packed (cen-
tre) and dense regimes (bottom) as a function of Ap (Ap = const = 0.27) on
the left and Ap (Ap = const = 0.15) on the right. Drag-balance results are
compared with 2D and 3D indirect skin friction estimation (i.e. equation 3.3).
A 10% error bar on the drag-balance data is included. Every five vectors is used

for clarity.
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Dataset Ap  Ap 8*(mm) 6(mm) d(mm) Ue(m/s) U,.(m/s) Re; &6/h 6/hs yo©

LF1 0.09 0.27 19 13 11.2 11.57 0.65 5110 10 69 10
LF2 0.12 0.27 27 16 6.7 11.61 0.73 6313 11 31 28
LF3 0.15 0.27 26 16 9.1 11.65 0.71 6140 11 36 24
LF4 0.18 0.27 28 16 8.5 11.53 0.80 6919 11 16 61
LF5 0.21 0.27 32 18 7.0 11.63 082 7092 11 13 77
LF6 0.24 0.27 31 17 8.3 11.64 0.81 7005 11 14 69
LP1 0.15 0.11 35 19 5.7 11.54 0.81 7642 12 12 89
LP2 0.15 0.22 30 17 7.7 11.57 0.78 6746 11 16 60
LP3 0.15 0.27 28 16 114 11.58 0.71 6140 11 30 29
LP4 0.15 0.33 27 16 10.4 11.50 0.67 5794 11 31 26
LP5 0.15 0.39 24 15 11.1 11.49 0.66 5189 10 39 18
LP6 0.15 0.44 21 13 11.1 11.42 0.67 5268 10 54 14

Table 3.1: Relevant experimental parameters for frontal and plan solidities vari-
ation. The aerodynamic parameters are calculated through a log-law fit with
k = 0.38 in the range 1.5h < y < 0.2§. Ue values reported herein are relative
to the PIV results, however, the imposed Ue for floating-element drag-balance
tests were set within a 1.5% difference.
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Figure 3.7: Mean velocity profiles in inner scales as a function of (a) A\p (Ap =
const = 0.27) and (b) Ap (Ap = const = 0.15). Markers are spaced every five
vectors for clarity.

shift of the log-law compared to the baseboard case. Figure 3.7(b) shows the behaviour
of the mean velocity profiles for the different Ap cases, where a similar downward shift of
the log-law region is observed. To further quantify the effect of the surface morphology

on the bulk drag, the roughness length can be calculated.

Figure 3.8 shows the normalised roughness length, yo/h, as a function of both solidities.
It is shown in figures 3.8(a) & (b) that the behaviour of roughness length as a function of
frontal and plan solidity is drastically different. Figure 3.8(a) shows that the roughness
length (which is related to the total drag) increases in the sparse regime, and indicates
a marginal decrease after the peak for increased values of frontal solidity (as in Leonardi
et al. (2003) and Leonardi and Castro (2010)). The bulk drag seems to reach a peak for
Ar = 0.21 as opposed to Ap = Ap =~ 0.15 as in Hagishima et al. (2009), Leonardi and
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Figure 3.8: Normalised roughness length, yo/h, as a function of (a) A and (b)
Ap. Current experiment refers to values obtained by log-law least-square fit
within 1.5k < y < 0.20.

Castro (2010) and Kanda et al. (2004) or Ap = A\p =~ 0.16 as in Santiago et al. (2008)
and Coceal and Belcher (2004). These differences are perhaps not surprising giving the
high uncertainty in the fitting procedure, which results in the visible scatter of the data
for different studies in figure 3.8(a) even when values of similar frontal and plan solidity
are considered. It must also be stressed that all the previous studies used cube roughness
elements, for which Ap = A\p (therefore they all lay on the dashed line in figure 3.2(a)),
while in the current experiment the plan solidity has been kept constant. Additionally,
the compared studies also have different h/9 values. Finally, given that the current data
set is a collection of discrete points, the reported peak at A\p = 0.21 only implies that the
effective peak value should be located somewhere in the range Ap = 0.18 —0.24, which is
consistent with previous findings. However, it is important to notice that the existence
of this peak in the bulk drag is in disagreement with Macdonald’s prediction, which
prescribes a monotonic increase of the drag as the element’s frontal density increases
(see figure 3.3(a)). As previously emphasised, in the current experiment the influences of
frontal and plan solidity have been decoupled keeping one of the two parameters fixed at
a time. The behaviour of the bulk drag with plan solidity is shown in figure 3.8(b), and
it reveals a completely different feature. The roughness length is found to monotonically
decrease, as the plan density increases. It is not possible to compare this behaviour
with previous studies (for which Ap = Ap), since in that case changes in one solidity
parameter result in modifying the other one. However, the behaviour of gy as a function

of Ap is in accordance with Macdonald’s prediction in figure 3.3(b).

It is expected that the roughness length should increase as the elements’ frontal den-
sity increases, reaching a peak beyond which it should decrease for further increase in
roughness density. This prediction is verified in the case of frontal density variation,
which shows a peak for A\r = 0.21. An increase in frontal solidity (cases LF1 to LF6)
increases the frontal blockage, reducing the free-space available for the flow, forcing it up

and over the elements, and hence resulting in a drag increase. However, for plan solidity
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cases, the bulk drag monotonically decreases with increasing Ap. This could be due to
the fact that a progressive increase of the plan area at fixed Ar, and hence at fixed unit
wall-parallel area (as in cases LP1 to LP6 in figure 3.2(b)), results in a transition from
“k-type” to “d-type” roughness. This progressive transition results in a decrease in drag
with increasing plan solidity. It must be noted that we use the “k-type” or “d-type”
terms to relate to the flow mechanisms that are associated with these classifications. The
flow behaviour between the roughness elements, following Grimmond and Oke (1999),
depends upon the ratio between the roughness height, h, and the average streamwise
spacing between elements, W, (the width of the channel between subsequent elements).
An “isolated flow regime” is expected when h/W,. < 0.3, a “wake interference regime”
for 0.3 < h/W,. < 0.65 and a “skimming flow regime” for h/W, > 0.65. It is easy to
verify from figure 2.5(b) that, while the average spacing is almost constant for variations
in A, the same is not true for the A\p cases. In the latter this spacing decreases from
case LP1 to LP6. This is due to the necessity of keeping the unit wall-parallel area fixed,
which enforces changes in plan solidity at fixed Ap. Therefore cases LF1 to LF6 should
all belong to the wake interference regime (h/W, & 0.39), while a transition between
the isolated flow regime toward the skimming regimes is to be expected between cases
LP1 and LP6 (h/W, ranging between 0.27 — 0.55).

It is certainly possible, under some circumstances, that an increase in frontal blockage
can be in competition with the transition from “k-type” to “d-type” (i.e. changes in
h/W.). In those cases, the bulk drag of different surfaces with different A\p and Ap can be
a constant. Alternately, depending on the pattern of the repeating unit, the drag could
even decrease with increasing Ap. A sketch that describes the scenarios discussed above
is shown in figures 3.10 and 3.11 respectively. Figures 3.10(a) to (c¢) show a progressive
increase in A, which is accompanied by a higher spanwise blockage in the flow. This
results in the flow raising upward toward the top of the elements and over them, resulting
in an increase in the bulk drag. Figure 3.11(d) to (f) shows a representation of Ap
change and the transition mechanism. Elements in subsequent repeated units becoming
closer to each other, resulting in the formation of stable vortices in the grooves between
the bricks. This ensures that the eddy shedding from the elements into the flow, is
progressively more negligible. These stable recirculation vortices are effectively isolating
the elements from the flow, which rides almost undisturbed over the canopy, resulting

in a reduction of the bulk drag.

In addition to the roughness length, the values of the zero-plane displacement, d, as
a function of frontal and plan solidities have also been calculated, and are shown in
figures 3.9(a) & (b) respectively. Since a value of d > h would be physically meaningless
(Jackson 1976), these values are forced to be d = h as in Iyengar and Farell (2001). It is
clearly visible in figure 3.9(b) that the virtual origin increases with an increase in plan
solidity till it approaches its asymptote for d = h. This behaviour is qualitatively con-
sistent with previous studies, which have shown that the zero-plane displacement tends

to assume larger values (i.e. d tends to h) as the plan solidity increases (Kanda et al.
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Figure 3.10: Different elements’ field patterns and associated flow regimes for
increasing Ap. LF1 (left), LF3 (centre) and LF5 (right). Symbols ® stand

for arrows pointing towards the reader and symbolise path lines of particles
that deviate upward, symbols ® stand for path lines of particles that deviate

downward. Flow is left to right.
2004; Hagishima et al. 2009; Leonardi and Castro 2010). This trend is also consistent
with the predictions from Macdonald (1998). However, an opposite trend is found in
figure 3.9(a) for a frontal solidity variation, where the virtual origin decreases as Ap
increases. It must be noted that the trends followed by previous studies do not capture
the conditions of the present experiment - the data was obtained over cubical array

roughness and hence the behaviour with Ag is exactly the same as for Ap. Nonetheless,
it must pointed out that the trend of the virtual origin variation, as a function of frontal

solidity, conflicts with previous observations.
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Figure 3.11: Different elements’ field patterns and associated flow regimes for
increasing Ap. LP1 (left), LP3 (centre) and LP6 (right). Symbols ® stand
for arrows pointing towards the reader and symbolise path lines of particles
that deviate upward, symbols ® stand for path lines of particles that deviate
downward. Flow is left to right. Light and dark grey areas in (a), (b) and (c)
indicate subsequent elements’ repetitive units.

3.5.2 Effect of surface morphology on the depth of the RSL

Given the high relative roughness height (h/d ~ 0.1), flow heterogeneity along the
spanwise direction is to be expected, at least within the roughness sublayer. This region
has usually been identified to extend up to five roughness heights (Cheng and Castro,
2002a; Flack et al., 2007). To investigate the flow heterogeneity, results from stereoscopic
PIV measurements in the wall-normal-spanwise (y, z) plane are presented. Contour plots
of mean streamwise velocity are shown in figure 3.12 for both Ar and Ap cases on the
left and right column, respectively. The extent of the field of view has been cropped
so that two to three entire repeated units are contained in the presented graphs, hence
allowing the effect of the edges of the single unit to be taken into account. To facilitate
the interpretation of the figures, the bricks locations are also reported in the figure.
Three/four bricks combined represent one repeated unit for the Ap cases, whilst only
two bricks combine to form the Ap cases (as in figure 2.5(b)), keeping the overall size
of the FOV roughly the same. Full black bricks stand for elements in the measurement
plane, whilst dashed lines represent bricks out of the measurement plane, yet in the same
repeated unit. For the frontal solidity cases (on the left), the mean flow distortion due
to the elements’ field is clearly visible for low values of y/h. This effect is much greater
for the Ap cases than for the A\p cases (on the right). For all cases, the contour lines
appear reasonably flat farther away from the crest of the roughness elements, suggesting
a localised effect of the wall morphology. Moreover, very little differences in mean
streamwise velocity across the span are found above 5h in height, which is therefore

suggested to be the upper edge of the roughness sublayer.

To further examine the depth of the Roughness SubLayer (RSL), it is necessary to
look at the Reynolds shear stress characteristics. In particular, following the literature

(Raupach et al., 1991; Cheng et al., 2007; Cheng and Castro, 2002b), the RSL can
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Figure 3.12: Mean streamwise velocity contours, U, in the (y, z) plane for sparse
(top), medium-packed (centre) and dense regimes (bottom) as a function of
Ar (Ap = const = 0.27) on the left and A\p (Ap = const = 0.15) on the
right. Lowest contour level U/U, = 0.5, contour spacing of 0.05. Bricks in
the measurement plane are represented in full black, whilst bricks out of the
measurement plane (in the same repeated unit) are identified by dashed lines.
The mean flow is into the page. Dark and light grey areas are discussed in §
3.5.3.
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be defined as where the spatially-spanwise-averaged wall-normal profiles converge (i.e.
d(u'v')/8z < 10%). Additionally, the Inertial SubLayer (ISL) can be taken to be the
region where the vertical variation of the Reynolds shear stresses is below a certain
threshold (here d(u'v') /0y < 5%). Figure 3.13 shows the depth of the above-mentioned
regions within the boundary layer, for frontal and plan solidity variations on the left
and right column, respectively. Grey solid marks indicate profiles along the spanwise
direction across the entire FOV, which included more than one complete repeated unit.
In all these graphs, the roughness height is defined from the bottom of the legoboard
(i.e. the actual wall y = 0). The height of the roughness elements is marked by a dashed
black line and it is constant. For all cases, the extent of the RSL is found to be confined
to &~ 5h which is consistent with previous findings (Flack et al., 2007). Moreover, for
the frontal solidity cases ((a), (¢) and (e)) the RSL seems to reach a minimum, to then
increase again as the A\r increases. Therefore, the extent of this region follows a reverse
trend when compared to that of the bulk drag behaviour (in figure 3.8(a)). It seems
that an increase in drag results in a decrease of the RSL depth and vice-versa. The
same trend is found for the plan solidity cases ((b), (d) and (f)) where the extent of
the RSL seems to increase with the solidity, whilst the drag was found to decrease (see
figure 3.8(b)). It is important to note that, despite the fact that substantial differences
can arise in dependency of the threshold used to define these regions, the trends across

cases were found to be unaffected by the threshold’s magnitude.

3.5.3 Street and building profiles

Given the local character of the flow field in the near-canopy layer, as just discussed, it is
interesting and important to estimate whether these differences across cases are confined
to the RSL or if they extend to the outer layer. Figure 3.14 shows the streamwise velocity
profiles across one complete spanwise repeated unit for both A\p and A\p cases (on the
left and right column respectively). Each spanwise location vector is plotted in solid
grey line. It is easy to see that, although differences across profiles are present in the
near-wall region, the flow is self-similar in the outer region, for all cases. Significant
differences within the RSL are particularly visible for the Ap cases. These present
much more pronounced variability across the entire range of solidity when compared
to the plan variation, in accordance with findings in figure 3.13. When discussing the
mean velocity profiles in figure 3.12, light and dark grey areas were highlighted. These
represent profiles above “streets” and “buildings”. The term “street” identifies spanwise
locations above the channels in between the roughness elements whilst “building” is used
for locations above the bricks. The spawise-averaged mean values across these light and
dark shaded areas in figure 3.12 are also plotted in figure 3.14 in solid and dashed black
lines respectively. It is important to note that the building and street profiles show
fairly small differences in the outer layer. This is not only a proof of the self-similar

character of the flow but also it means that these different locations generate similar
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Figure 3.13: Normalised Reynolds shear stress profiles, —u/v’ /U2, for sparse
(top), medium-packed (centre) and dense regimes (bottom) as a function of Ap
(Ap = const = 0.27) on the left and Ap (Ap = const = 0.15) on the right. Grey
solid symbols represent the shear stress data (only one in every five vectors is
shown for clarity), dashed black line shows y = h (canopy layer) whilst dotted
and solid black lines represent the extent of the RSL and ISL respectively.
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skin friction values. This is true across the entire wall-normal range for the Ap cases,
whilst for frontal solidity cases, it only holds in the outer region, where the flow gains

homogeneity.

It is worth noting that recent studies (Mejia-Alvarez and Christensen, 2013; Barros and
Christensen, 2014) have experimentally shown that mean flow heterogeneity exists in the
spanwise-wall-normal plane of rough-wall turbulent boundary layers, particularly over
a complex roughness which exhibited large-scale streamwise-elongated patches of ele-
vated height. This heterogeneity extend outside the RSL all the way to the freestream.
This phenomenon was reported to be due to the presence of spanwise-wall-normal mean
secondary flow in the form of mean streamwise vorticity. This is associated with counter-
rotating boundary layer-scale circulations (Barros and Christensen, 2014). The latter
induces regions of high and low-momentum (High-Momentum Pathways (HMPs) and
Low-Momentum Pathways (LMPs) respectively). Such patterns are also in agreement
with the behaviour found for flow over regular cubical roughness (Reynolds et al., 2007)
and converging-diverging riblet-type surfaces (Nugroho et al., 2013). The mean-flow
heterogeneity, in both cases, was here found to correspond to the periodic spanwise
roughness spacing. However, although some of the cases examined herein resemble Bar-
ros and Christensen’s (2014) geometry (in particular case LP6), the current investigation
found no trace of this heterogeneity in the freestream. This is in disagreement with the
aforementioned studies and it is perhaps due to the fact that the spanwise spacing be-
tween elements herein is not significant enough to induce this characteristic behaviour.

Further exploration of this aspect is outside the scope of this work.

3.5.4 Effect of surface morphology on the structure of the RSL

To further investigate the effect of the surface morphology in the near-canopy (or near-
wall) layer, a POD analysis can be carried out only focussing on the roughness sublayer.
As shown in the previous sections, this region appears to be where the roughness effect
is confined. For this purpose, the POD analysis was carried out, where the FOV was
restricted to the roughness sublayer: —0.60 < z < 0.66 in the streamwise and 1.5k <
y < bh in the wall-normal direction. The chosen vertical limit is based on the consensus
in literature as to the extent of the roughness sublayer (y/h ~ 3 — 5 as in Flack et al.
(2007)). Figure 3.15 show the result of this procedure for the frontal solidity cases. The
top row, (a) to (d), shows results for the sparse regime (i.e. LF2) while the bottom row,
(e) to (h), shows similar plots in the dense regime (i.e. LF5). The mode shapes appear to
be qualitatively the same in these “near-canopy” fields. The only difference between the
two regimes is that modes 3 and 4 switch their order between sparse and dense regimes.
Mode 4 in the sparse regime seems to correspond to mode 3 in the dense, and vice-versa.
This suggests that the relative energy content in mode 3 compared to mode 4, is higher
in one case and is lower in the other. The mode number where this change in mode

shape occurs is named the “cut-off” mode and can be taken to represent the breakdown
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Figure 3.14: Building and street streamwise mean velocity profiles, for sparse
(top), medium-packed (centre) and dense regimes (bottom) as a function of Ap
(Ap = const = 0.27) on the left and Ap (Ap = const = 0.15) on the right. Grey
lines indicate different spanwise locations.
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Figure 3.15: First four low-order POD modes in the roughness sublayer for (a-d)
sparse regime and (e-h) dense frontal solidity regime. Flow is left to right. POD
modes are calculated on the combined (u/,v’) field.

of the spatial similarity of the flow within the roughness sublayer. Physically, this mode-
shape-swap phenomenon means that a redistribution of energy across scales has taken
place, so the energy relevant scales are different in size/shape for the different regimes.
An increase in frontal solidity results in redistributing the energy towards scales that
are inclined to the wall (mode 3 compared to mode 4). A similar POD analysis for the
plan solidity cases is shown in figure 3.16. It is noticeable that the mode shapes appear
similar to previously discussed A\r cases and that for this solidity variation, the energy
redistribution is absent, and hence the “cut off” mode does not appear. This suggests
that there is a higher degree of spatial similarity in the energy containing motions in
the roughness sublayer across the different plan solidities. These findings are consistent
with the hypothesis presented in § 3.5.1. When the frontal solidity increases, the flow is
progressively forced up and over the elements, hence a degradation of the local coherency
is observed at high A\p values, introducing energy into scales that are inclined to the wall
- which is revealed by the appearance of the “cut-off” mode. This process is entirely
absent for Ap variations given that the frontal blockage is fixed as the flow over the
canopy is not significantly altered, hence the “cut-off” mode does not appear in the
RSL.

3.5.5 Effect of surface morphology on energy distribution across scales

Table 3.2 shows the Fractional Turbulent Kinetic Energy (FTKE) contribution E;, of
the ith POD mode, ¢;, to the total Turbulent Kinetic Energy (TKE) for the Ay and Ap
cases. It can be seen that cases with lower Ap tend to be characterised by lower energy
content in the first POD mode. For example, mode 1 for the LF1 case contains only
~ 20% of the total energy, while for the LF3 and LF6 cases, its content reaches =~ 22%
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Figure 3.16: First four low-order POD modes in the roughness sublayer for (a-d)
sparse regime and (e-h) dense plan solidity regime. Flow is left to right. POD
modes are calculated on the combined (u/,v") field.
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and ~ 25%, respectively. This seems to suggest that the effect of an increased frontal
solidity would be to redistribute the energy toward the lowest-order POD modes and
therefore the larger-scales. It can also be inferred that the plan solidity cases present
an opposite trend, where the first mode for the sparse case contains almost 26% of
the total TKE, while the contribution from the same mode for the medium and dense
regimes (LP4 and LP6 cases for example) are only 21% and 22% respectively. It is
also worth mentioning the peculiar behaviour of the LP3 case, which presents slightly
different values for the modal energy. This is particularly visible in mode 3, which for
LP3 contains 8% of the total TKE, whilst every other mode is characterised by 5-6%.

This is due to reasons yet unknown.

The Cumulative Turbulent Kinetic Energy (CTKE) is also presented in table 3.2. The
CTKE of the first four modes contributes to &~ 44% of the total TKE for the densest
case, LF6, while it only represent contributions of ~ 37% for the sparsest case, LF1.
This further confirms that an increased frontal solidity results in a redistribution of
energy towards lower-order modes. The opposite is true for the plan solidity cases.
Similar trends can also be inferred from the number of modes necessary to contribute to
the 50% of the total turbulent kinetic energy which is progressively lower for increased
Ap, while it increases for an increased Ap. The reader’s attention is also drawn on
the fact that more than =~ 600 modes are needed to capture 95% of the resolved TKE
from the (z,y) plane PIV measurements in both cases. This reflects the complexity
of these flows, owing to the wide range of statistically important spatial scales present
in the RSL at these Reynolds numbers. These observations strongly suggest that the
effect of an increased frontal solidity is to redistribute the energy toward the highest-
energy POD modes. This could be an indication of an increase in coherency of the

turbulent structures in the denser regimes. The opposite trend is found, instead, for the
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Data set E1 E2 E3 E4 E?:l Ei 0.52?:1 Ei

LF1 20 8 5 4 37 10
LF2 229 6 4 41 8
LF3 22 10 5 4 41 8
LF4 239 5 4 41 8
LF5 25 10 5 5 44 6
LF6 259 5 5 44 6
LP1 26 10 5 4 45 6
LP2 22 10 5 4 40 8
LP3 19 8 8 4 39 9
LP4 219 5 4 39 9
LP5 22 8 5 4 39 9
LP6 229 5 4 39 9

Table 3.2: Fractional TKE, E; and cumulative TKE " | E; content versus
mode number. 0.5) ;" | E; refers instead to the number of modes necessary to
resolve the 50% of the turbulent kinetic energy contained in the flow. POD
modes are calculated on the combined (u/,v’) field only within the RSL.

plan solidity variation. Increasing Ap redistributes the energy towards the higher-order

modes, hence the smaller-scales.

3.6 Conclusions

Results show, for the first time, the individual effect of frontal and plan solidities on
various bulk quantities in a controlled experiment. The drag reaches a peak value for
Ar = 0.21, while it monotonically decreases with increasing Ap. This is contrary to
previous results obtained by examining the flow over cubical arrays, where the effects
of A\p and Ap are coupled. This also suggests that morphometric studies purely based
on the geometry of roughness elements (Macdonald, 1998) might not prove accurate.
Further studies are required to identify appropriate correlations relating the geometry

of the wall to the drag it generates.

An investigation into the depth of the roughness sublayer has revealed different be-
haviours for variation in frontal and plan solidities. The RSL depth, however, is found
to follow the same trend in both cases - it appears to be inversely proportional to the
roughness length (or bulk drag). A decrease in drag is usually accompanied by a thinning
of the the RSL and vice-versa.

The use of proper orthogonal decomposition analysis to infer spatial similarity of flows
over different wall morphologies was also demonstrated. The overall flow structure across
the different roughness morphologies appears to be very similar. However the relative

energy content in some energy-containing modes within the roughness sublayer changes
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with increasing frontal solidity, while it remains the same with increasing plan solidity

(i.e. absence of the “cut-off” mode).

The current chapter has shown that the depth of the roughness sublayer is found to
be directly affected by the surface morphology. Consequently, differences across the
spatial organisation of the turbulent structures in this region (1.5h < y < 5h) are
reported, mainly via the appearance of the “cut-off” mode. In next chapter, the focus
is shifted on whether or not these near-wall region differences can affect the statistics of

the turbulence across the whole boundary layer thickness, and if so, to what extent.




Chapter 4

Effect of surface morphology on

the turbulence statistics

4.1 Introduction and background

Townsend (1976) first introduced the concept of outer-layer similarity that suggests that
the structure of the turbulence (when appropriately scaled) is unaffected by the surface
roughness at a sufficient distance from the wall. This hypothesis appears to be valid
providing that the Reynolds Number is sufficiently high (AU, /v >> 1) and that the mean
height of the roughness elements characterising the surface, h, is small compared to the
boundary layer thickness, §. This would imply that turbulent motions are independent of
wall roughness, so that the topology and the details of the roughness itself do not impact
the general structure of turbulence. The roughness then, would act merely to increase
the surface stress without causing structural changes in the flow (Raupach, 1992). The
first studies to offer experimental support of Townsend’s similarity were conducted by
Perry and Abell (1977), Andreopoulos and Bradshaw (1981) and Acharya et al. (1986);
these revealed good collapse of the mean velocity defect profiles between smooth and
rough-walls. Numerous further studies have also shown good agreement in proving the
validity of Townsend’s similarity in both mean velocity profiles and turbulence quantities
(Perry and Li, 1990; Raupach, 1992; Schultz and Flack, 2005; Wu and Christensen, 2007;
Volino et al., 2007; Castro, 2007; Wu and Christensen, 2010; Amir and Castro, 2011,

amongst others).

However, some researchers cast doubts on the wall similarity hypothesis, stating that
roughness effects can be observed well into the outer-layer (Krogstad and Antonia 1999;
Keirsbulck et al. 2002; Tachie et al. 2004; Volino et al. 2009; Lee et al. 2010; Volino
et al. 2011). When questioning the validity of outer-layer similarity, an important factor
appears to be the three-dimensionality of the roughness morphology itself. Keirsbulck
et al. (2002), Volino et al. (2009) and Volino et al. (2011) all reported differences in the

49
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Reynolds stresses for 2D traverse bars when compared to smooth-walls. Furthermore,
Krogstad et al. (1992), claimed that Townsend’s similarity does not hold when h/§ is
large enough; the surface roughness, in fact, alters the velocity defect profile in both in-
ner and outer-layer. They found, moreover, that spanwise velocity statistics outside the
roughness sublayer differ from those measured above smooth-walls, as well as the nor-
malised contributions to the Reynolds shear stress from the second and fourth quadrants
(Q2, Q4), which are higher.

Jimenez (2004) reviewed numerous studies on rough-wall boundary layers and suggested
that the agreement or violation of Townsend’s similarity depends on the relative rough-
ness height. Violation of similarity appears for 6/h < 40 for the so-called “strong
roughness”, meaning that the typical roughness element height exceeds a few per cent
of the boundary layer thickness. Other researchers also drew similar conclusions, sug-
gesting slightly different critical values for h/J. Ligrani and Moffat (1985) stated that if
the extent of the roughness sublayer is larger than the inner layer itself, then changes in
the turbulent structure in the outer-layer are to be expected. Flack et al. (2005) have
suggested that the important parameter for the validity of outer-layer similarity is ratio
between the boundary layer thickness to the equivalent sand roughness. They suggested
a critical value of /hg > 40 for outer-layer similarity to be valid. Wu and Christensen
(2007) also noted wall similarity, in both mean velocity profiles and Reynolds stresses,
for roughness 6/h = 28(< 40) and ¢/hs = 48(> 40), offering further support to the
importance of the equivalent sand roughness formulation in assessing wall similarity. It
is important to point out that Mejia-Alvarez and Christensen (2013) in a later study on
the same roughness morphology, found that this surface has a tendency to promote chan-
neling of the flow in the form of low-momentum pathways (LMPs) and high-momentum
pathways (HMPs). These pathways influence the structure of the turbulence causing

the persistence of spanwise heterogeneity across the entire boundary layer.

Castro (2007) found that rough surfaces that comprise cubes conforms to outer-layer
similarity up to 6/h =~ 5 corresponding to a situation in which the mean roughness
element height exceeds some 50% of the boundary-layer momentum thickness, §. Amir
and Castro (2011) confirmed the validity of outer-layer similarity in the mean velocity
profiles up to 6/h ~ 5. They also reported an onset of §/h ~ 6.7 for the Reynolds
stresses to conform to the same hypothesis. Numerical simulations (Hagishima et al.,
2009; Leonardi et al., 2003) have used cube roughness arranged in different patterns and
have shown that outer-layer similarity might hold up to 6 /h ~ 6 — 8. This is in contrast
with other studies with much smaller roughness (Bhaganagar et al., 2004; Bakken et al.,
2005) that appeared to violate outer-layer similarity. As previously mentioned, most
of the previous studies that systematically explored the effect of surface morphology
on the flow behaviour were carried out with cube roughness. These studies include
both numerical and physical experiments (Cheng and Castro 2002b; Coceal and Belcher
2004; Kanda et al. 2004; Cheng et al. 2007; Hagishima et al. 2009; Santiago et al. 2008;

Leonardi and Castro 2010 among various others). It is important to note that cube
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roughness is a special case for which A\ = Ap. This means that these two parameters

are coupled and effects of one or the other cannot be determined independently.

To our knowledge, only cube roughness studies have been able to push the onset for the
validity of outer-layer similarity to up to h/J ~ 0.2. Perhaps, the cubes are a special
case of regular roughness for which similarity holds. Therefore, the extent of roughness
up to which outer-layer similarity holds is not entirely clear. It is also unclear whether

the geometry of the roughness elements is important for outer-layer similarity.

4.2 Equivalent sand roughness

As already mentioned, early experimental studies of rough surfaces were focused on high
density rough-walls for which a good representation was found to be the equivalent sand
roughness (Nikuradse, 1933). Given that some debate is still open on whether h/§ or hy/
is the driving parameter to asses the validity of Townsend’s similarity, it is important
to estimate the equivalent sand roughness for the surfaces examined herein. However,
it must be noted that the latter is not the most appropriate way to characterise the
current regular discrete roughness, particularly in the sparse regime. Nikuradse’s (1933)
equivalent sand roughness can be related to the roughness function, AU, following the
formulation of Schlichting (1979), and therefore to the roughness length, yo, from Castro
(2007), as follows:

1 1 1
AUt ==In(hs")=35=B+—-In(h*)+—In
K K K

(%) . (4.1)

4.3 Results and discussion

Section 4.3.1 compares results from the 2D and 3D PIV measurements to address the
flow homogeneity. Next, section 4.3.2 discusses the fully development of the boundary
layers in examination. Section 4.3.3 examines the validity of Townsend’s outer-layer
similarity for various mean and higher-order quantities across different surface roughness
conditions. Section 4.3.4 provides a detailed quadrant analysis that sheds some light into
the momentum transfers in these different flows. Section 4.3.5 presents results obtained
via proper orthogonal decomposition. To conclude, the roughness characterisation based
solely upon Ar and Ap is reviewed and important additional parameters to be considered
are suggested in § 4.3.8 and § 4.3.9.




52 Chapter 4 Effect of surface morphology on the turbulence statistics

4.3.1 Assessing the flow homogeneity

Before details on the turbulent statistics across different rough-walls are presented and
discussed, it is important to highlight some of the characteristics of the flows herein
examined. Figure 4.1 compares 2D and 3D PIV results across the FOV. Although only
a particular case is presented here for the sake of brevity, the conclusions drawn herein
are valid for all cases in examination. Figure 4.1(a) shows mean velocity profiles across
the (y, z) plane in grey. It is clear that, despite some flow heterogeneity present in the
roughness sublayer, very little difference is found in the mean streamwise velocity in the
outer layer. Velocity profiles obtained via 2D PIV are also presented, and are found to be
consistent (within 2%) with 3D measurements. This is important as it builds confidence
that the planar PIV data set (slice of the spanwise FOV) is representative of the bulk
flow behaviour and it is not dependent on the spanwise location. The normal stresses
and the Reynolds shear stress for the 2D and 3D measurements are compared in figure
4.1(b). The collapse of the data sets across the whole wall-normal range, especially in
the outer region, is very good. The difference between the two data sets can be regarded
as dispersive stress' contribution (Raupach and Shaw, 1982). Therefore, any difference
bigger than these dispersive contribution has to be considered due to the flow physics and
not due to the location of measurement. The dispersive stresses contribution have also
been calculated (although not shown here) for each of the statistics examined and were
found to be negligible. These findings ensure that the turbulence statistics in the outer-
layer are homogenous across the span, hence that the 2D results are representative of the
bulk flow physics. Therefore, only results from the 2D measurements are presented in
this chapter. This data set, in fact, is better resolved, has better statistical convergence

and includes more wall morphologies than the 3D data.

Finally, before the effect of the surface morphologies on the turbulence statistics is
discussed, some relevant boundary-layer characteristics (previously shown in table 3.1)
are discussed. The calculated values for equivalent sand grain roughness are compared
with the more appropriate roughness function and roughness length adopted in this
thesis. It is easy to verify that the ratio d/h is roughly constant across all cases and
assumes values in the range 10 — 12, which is much smaller than 40, and hence the
current roughness is to be considered as “strong roughness” based on Jimenez’s (2004)
definition. This is important as the focus of this work is indeed exploring the upper
limit of the roughness height and its relationship to outer-layer similarity. When the
equivalent sand roughness is calculated, this also results in values for §/hs < 40 for
almost all cases. In this respect, the current data set fails to adhere to both Jimenez’s
(2004) and Flack et al.’s (2005) characterisations of rough surfaces that are expected
to conform to outer-layer similarity. However, they are within the limits proposed by
Castro (2007) based on cube-roughness data.

When spatial averaging across the FOV is introduced, following Nikora et al.’s 2007 notation, the
dispersive contribution is given by U = (U) — U, where (U) and U are the double-averaged and time-
averaged contributions rspectively.




Chapter 4 Effect of surface morphology on the turbulence statistics 53

9 : : : :
sl 5 —Street(3D-PIV) |
N - - Building (3D-PIV)
7r N\ ——2D-PIV
N ~
6 N
+ N
= 5¢ RN
| \g
+ N
s \
3t
ol
1
0 ‘ ‘ ‘ ‘ <
2 3 4 5 8 12 16
y/h y/h

Figure 4.1: (a) Comparison of mean velocity defect profiles across 2D and
3D PIV measurements. (b) Wall-normal variation of streamwise (black), wall-
normal (red) turbulence intensities and Reynolds shear stress (blue). 2D and
3D PIV measurements are represented by filled and empty symbols respectively.
Markers are spaced every five vectors for clarity.

4.3.2 Fully developed boundary layer

As the focus of the current investigation is on the bulk behaviour of fully-developed
boundary layers over rough surfaces, it is important to verify that the cases examined
herein are indeed fully-developed and that, at the measurement location, the boundary
layers are in equilibrium with the surface underneath. For this purpose, in each case,
a fetch of approximately 200 upstream of the measurement location was designed to
meet the fully-developed conditions (Castro, 2007). Nonetheless, as discussed in § 2.3,
the flow was initially developed over a baseboard for 1.7 m and then a further 2.3 m
over the LEGO™ bricks. The two surfaces are such that the ratio between the base-
board’s protrusion and the bricks’ height was hy/h = 0.15. This sudden step-change in
the roughness size generates an Internal Boundary Layer (IBL) that grows within the
Upstream Boundary Layer (UBL). This phenomena is sketched in figure 4.2. Region
(3) U (4) represents the IBL, which develops downstream of the surface discontinuity
within the lover part of the UBL (1). Therefore, at first, only the lowest portion of the
IBL (4) is in equilibrium with the new surface (i.e. the bricks), while the outer layer
flow (2) retains characteristics determined by the upstream surface condition (i.e. the
baseboard). This is equivalent to saying that region (2) is characteristic of obstacles
of height hy, whilst region (4) scales with the bricks’ height h. These two regions are
bridged by a transition region (3) in which the velocity profiles gradually change from
that appropriate to the downstream roughness to that of the upstream one (Cheng and
Castro, 2002a). X denotes the fetch necessary for the flow to regain equilibrium with
the underlying surface after the step-change in roughness. Various studies have analysed
the problem of step-change in roughness. The major findings (Jackson, 1976) can be

summarised as follows: (i) X is essentially dependent of the larger roughness length,
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in this case yo; (ii) neither the ratio of upstream to downstream roughness lengths
(y01/%0), nor that of boundary layer thickness to roughness element height, §/h, is in

itself a significant parameter.

1.7m 2.3 m

Figure 4.2: Schematic diagram of the various layers over a step-change in rough-
ness. Original from Cheng and Castro (2002a). (1) Upstream boundary layer,
(3) transition region, (4) outer region of the internal boundary layer, RSL indi-
cates the roughness sublayer of the internal boundary layer.

Despite Wieringa (2014) predictions, Cheng and Castro (2002a) reported that a fetch of
about 300y is needed for the equilibrium layer to reach the upper limits of the roughness
sublayer. Therefore, they pointed out that only significantly beyond that point a sensible
thickness of the inertial region should be expected to match the underlying surface. Their
prediction was found to be valid for step change in roughness with yo/yo1 O(10), which is
of the same order of that of the current surfaces. When their prediction is applied herein,
this results in Xz = 0.7 m (in the worse case, i.e. LP1). It is therefore reasonable to
expect self-similarity in the mean statistics given that the measurement location was 2 m
downstream of the step-change in roughness, hence almost three times the required fetch
for equilibrium. Therefore, the boundary layers examined herein are to be considered

fully developed and in equilibrium with the brick-walls at the measurement location.

4.3.3 Outer-layer similarity

Figure 4.3(a) shows the mean velocity profiles in defect form for the LF1 to LF6 cases.
To normalise the wall-normal distance, the Clauser scaling parameter is used as in Castro
(2007) and Amir and Castro (2011). This parameter is defined as A = (0*U,) /U, where
0* is the displacement thickness, and U, is the velocity at the edge of the boundary
layer. The mean velocity profiles show a good agreement across all the different cases
throughout the entire outer region. Figure 4.3(b) shows the equivalent figure for the plan
solidity cases. Again, reasonable agreement across all the different cases is shown in the
outer region (i.e. (y —d)/A > 0.1), although the quality of collapse is poorer compared

to results for the frontal solidity cases and degrades closer to the wall. This suggests that
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Figure 4.3: Mean velocity profiles in defect form as a function of (a) A\p (Ap =
const = 0.27) and (b) Ap (Ap = const = 0.15). Markers are spaced every five
vectors for clarity.

outer-layer similarity seemingly appears to break down with variations in plan solidity.
It must be noted that the lack of collapse of the data is based on comparisons with
other studies in the literature that claim collapse of data and the existence of outer-
layer similarity. Although not shown here for brevity, the characteristics of the collapse
(i.e. the spread in the data across different wall-normal locations and different cases)
for the current experimental data set has been calculated and compared with previous
studies (Amir and Castro, 2011). The spread in the current data has been found to
be larger than the spread found in other studies indicating a lack of similarity. Similar
comparisons were performed for all quantities reported in this study and the observations
of presence/lack of similarity is based on these comparisons. Additionally, the spread of
the statistics due to the dispersive stresses has also been taken into account - where a

lack of collapse is claimed, this was found much larger than the dispersive contributions.

The variations in the velocity fluctuations with the surface morphology can be investi-
gated by examining the Probability Density Functions (PDFs) of «’ at different wall-
normal locations (y = 1h and y = 3h). This is shown in figure 4.4 for both A\p (left
column) and Ap (right column). The effect of different surface morphologies on the tails
of the PDFs can be clearly seen. The tails are more compact across the frontal solidity
cases ((a) and (c)) as opposed to plan solidity cases ((b) and (d)). This suggests that
variations in Ap would have a greater influence on the turbulence statistics. Further-
more, it is important to note that the differences are largest on top of the elements’
crests for both cases ((a) & (b)) and they extend well into the outer region, as confirmed
by PDFs at y = 10h (not shown here for brevity). The effect of an increase in frontal
solidity just above the elements field (figure 4.4(a)) seems to be a narrowing of both the
positive and negative tails of the PDFs while the opposite is true in figure 4.4(b) for an

increase in plan solidity.

Similar PDF's plots for the wall normal fluctuations v’ are presented in figure 4.5(a) to
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Figure 4.4: PDFs of «’ events contributing to the Reynolds stress for y = 1h
(top) and y = 3h (bottom) as a function of A\p (Ap = const = 0.27) on the left
and Ap (Ap = const = 0.15) on the right.

(d). The variations in the tails for v’ are less significant compared to u'. The plan solidity
appears to have a greater influence on the tails of the PDFs (figure 4.5(b) and (d)) when
compared to the frontal solidity. Although it is hard to infer, an increase in plan solidity
results in narrower positive and negative tails of the PDFs. This indicates a reduction in
strong positive and negative wall-normal velocity fluctuations at a given distance from
the wall. Figure 4.6(a) shows the streamwise and the wall-normal velocity fluctuations
for different values of A\p. The streamwise turbulent intensities present a reasonable
collapse of the data for (y — d)/A > 0.2, whilst major differences appear closer to the
wall. The LF1 and LF3 cases exhibit the largest differences and departure from the other
cases for (y —d)/A < 0.2. The wall-normal turbulence intensities show a better collapse
throughout the entire range of wall-normal locations. Figure 4.6(b) shows the streamwise
and the wall-normal velocity fluctuations for different values of A\p. Both streamwise and
wall-normal turbulence intensities show a clear lack of similarity across the whole range
of wall-normal locations. These findings seem to confirm lack of similarity found in the
previous studies, especially for low values of frontal solidities (Ganapathisubramani and
Schultz, 2011) and in 2D roughness elements (Volino et al., 2009).
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Figure 4.5: PDFs of v’ events contributing to the Reynolds stress for y = 1h
(top) and y = 3h (bottom) as a function of \p (Ap = const = 0.27) on the left
and Ap (Ap = const = 0.15) on the right.
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Figure 4.6: Wall-normal variation of streamwise turbulence intensity, u'v/ /U, 2,
and wall-normal turbulence intensity, v'v//U.?, as a function of (a) \p (\; =
const = 0.27) and (b) Ap (A = const = 0.15). Markers are spaced every five
vectors for clarity.
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Figure 4.7: PDFs of u/v’ events contributing to the Reynolds stress for y = 1h
(top) and y = 3h (bottom) as a function of Ap (Ap = const = 0.27) on the left
and Ap (Ap = const = 0.15) on the right.

The behaviour of the turbulent momentum flux and its modifications due to the surface
morphology can be addressed by examining the PDFs of «/v’. Figure 4.7 shows the
PDFs of w/'v" events for both A\r and A\p variations at different wall-normal locations.
As Licari and Christensen (2011) amongst others pointed out, generally v'v" PDFs are
skewed toward negative values, primarily close to the wall and this is consistent with the
negative sign of the Reynolds shear stress (u/v’). This confirms that sweep and ejection
events are on average the dominant contributions to the Reynolds shear stress compared

to inward and outward interaction events.

Figures 4.7(a) and (c), shows that, close to the wall, an increase in frontal solidity results
in a reduction of both positive and negative u/v" events. The effect of the plan solidity
is shown on the right column of figure 4.7. Close to the wall, an increase in Ap seems
to enhance the negative u/v’ events while damping the positive counterpart, as shown
in figure 4.7(b) and (d).

Figures 4.8(a) & (b) present the Reynolds shear stress for the different Ap and Ap cases
respectively. These are the first moments of the PDFs presented in figure 4.7. As

indicated earlier, the Reynolds stress values seem to be affected by both the solidities;
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this results in a lack of similarity throughout the entire (y — d)/A range for both Ap
and Ap. Particularly significant is the difference for the LP6 case, which shows lower

turbulence stresses across almost the entire wall-normal range.

It is important to note that the results presented in the current section are affected by
a significant uncertainty, as discussed in § 3.3. It must also be pointed out that a better
collapse of the data sets could be achieved by tailoring the value of the von Karmén
parameter. In particular, a technique based on minimising the slope of a rough-wall-
modified indicator function (Nagib and Chauhan, 2008) can be adopted to estimate the
optimal x for each surface. This results in values of the von Karman parameter well
below the commonly suggested reference (Marusic et al., 2013). This approach also
drastically contradicts the hypothesis of a constant x for all rough-wall boundary layers,
which is a topic outside the scope of this thesis. Moreover, as the roughness length is
representative of the downshift of the log-region (when compared to the smooth-wall
scenario), if comparison across different surface morphologies is to be made, the same
value of x is to be prescribed for all cases. Only then, the roughness length truly
represents the offset of the log-region in respect to the same canonical smooth-wall. For
this reason, in this study, the von Karmén parameter has been kept constant at x = 0.38,

as suggested by Marusic et al. (2013).

Thus far, the presence or lack of outer-layer similarity has been discussed according
to the classical definition, i.e. the variation of mean and fluctuating quantities with
appropriately scaled wall-normal distance. Recently, Castro et al. (2013) suggested an
alternative way to examine the similarity of turbulence intensities, where they propose
to use the “diagnostic plot” (Alfredsson and Orlii, 2010; Alfredsson et al., 2011). In
their paper, they find that data obtained in the fully-rough regime appear to collapse
in the outer-layer when this diagnostic plot form is used. Emphasis is also given to the

fact that this method eliminates the uncertainty in determination of U, d as well as
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Figure 4.9: Diagnostic plot for the different rough surfaces as a function of (a)
Ar (Ap = const = 0.27) and (b) A\p (Ap = const = 0.15). The thick solid line
represent the fully-rough regime, as from Castro et al. (2013), while the dashed
line comes from the smooth-wall limit, as reported by Alfredsson et al. (2011).
Markers are spaced every five vectors for clarity.

the actual wall-normal position (y). Figure 4.9(a) and (b) presents the current data for
Ar and A\p cases, respectively, in the “diagnostic plot” form (i.e. the variation of u'/U
versus U/U,, where U, is the boundary layer edge velocity). Castro et al. (2013) pointed
out that data in the fully-rough regime should collapse on the solid line shown in figure
4.9 (this line, which is a linear best fit from various data sets in the fully-rough regime,
is taken from Castro et al. 2013). The figures also show the best fit in the outer-layer for
a smooth-wall (dashed line). It can be seen from the figures that the collapse across the
cases presented herein is poor. The lack of collapse is more pronounced in the Ap cases
(figure 4.9(b)), which is consistent with our findings based on classical scaling. This
further lack of collapse in the diagnostic plot form, across the different cases, is seen as

a further proof of a lack of outer-layer similarity in these flows.

Figures 4.9(a) & (b) also show that the data do not collapse on the trend line for the
fully-rough regime. In fact, our data mainly lies between the smooth and the fully-rough
trend lines. In their paper, Castro et al. (2013) argue that transitionally rough flows data
should lie between these two lines. However, the current data set shows that the value
for yo+ is high (the lowest value is 10) for all the cases and is comparable to the values of
y{f for cases that follow the fully-rough trend lines in their paper. Additionally, similar
surfaces (cubes and random blocks with high h/d) at similar freestream speeds and
Reynolds numbers have been shown to be fully-rough (for example the data from Amir
and Castro 2011). Finally, drag-balance results in the previous § 4.3.1 have shown that
the flows over these surfaces is indeed in the fully-rough regime. The spatial resolution of
the measurements in the current study is comparable to previous x-wire measurements
and PIV measurements that show outer-layer similarity and hence the result is not an
effect of resolution (especially in the outer-layer). Therefore, for all the reasons herein,

the lack of collapse displayed by the current data with the previous trends is interpreted




Chapter 4 Effect of surface morphology on the turbulence statistics 61

as a lack of outer-layer similarity. This also raises the possibility that the fully-rough
trend line in the diagnostic plot is, in fact, dependent on other parameters such as surface
roughness morphology, h/d, h™, §/yo among others. The biggest difference between the
data presented here and the data of Castro et al. (2013) is that the h/d in the current
study is consistently around 0.1 (compared to much smaller values for various data sets in
their paper). This suggests that the diagnostic plot (and the corresponding trend lines)
is perhaps more sensitive to other surface parameters and the nature of the roughness
for high values of h/d, as Castro et al. (2013) rightfully suggested. It is beyond the scope
of the current study to examine the exact dependence of the diagnostic plot on these

parameters.

It must also be noted that Castro et al. (2013) show that the rough-wall data can be
collapsed onto the smooth-wall data by accounting for the roughness function, AU.
They re-define the parameters in the diagnostic plot as U'/U. (U = U + AU and
U! =U!+ AU, where U is the local mean and U, is the boundary layer edge velocity)
instead of U/U, (as in figure 4.9). However, this re-introduces the uncertainty in U-
as the latter is used to determine AU (or equivalently AU, - see Castro et al. 2013 for
details). They also examine outer-layer similarity in Reynolds shear stress by plotting
—uo against U’ /U/. This also includes the uncertainty in determination of U,. Given
that the turbulence intensities across our different cases do not follow the trend shown
in Castro et al. (2013), the utility in further exploration of outer-layer similarity along
the lines of diagnostic plot is not clear. Although we do not discount the general utility
and the merit of the method proposed by Castro et al. (2013), its value in the current
circumstance is not apparent and the proposed universality of the curve for the fully-

rough condition seems to fail in the current case.

Finally, figures 4.10(a) & (b) show the ratio of Reynolds shear stresses to total turbulent
kinetic energy, K = 1/2(u/2 + v'2) for different frontal and plan solidities cases respec-
tively. This allows us to examine the influence of roughness topology on the efficiency of
turbulence production (i.e. conversion of available potential energy into kinetic energy).
From figure 4.10(a) a nominal trend is noticeable: an increased frontal solidity results in
a larger Reynolds shear stresses compared with the turbulence energy. This is consistent
with previous findings from Leonardi and Castro (2010). They suggested this behaviour
to be an indication of an increase efficiency in turbulent production processes. The data
in figure 4.10(b) show that the spread in this ratio with variations in plan solidity is
minimal compared to the frontal solidity cases, particularly for 0.05 < (y —d)/A < 0.15
where all the different plan solidity cases appear to collapse. This suggests that the
efficiency in turbulent production is similar in the inertial layer regardless of changes in

plan solidity.
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Figure 4.10: Normalised wall-normal variation of Reynolds shear stress,
—u'v'/K, as a function of (a) Ap (Ap = const = 0.27) and (b) Ap (A\p =
const = 0.15). Markers are spaced every five vectors for clarity.

4.3.4 Quadrant analysis

To further investigate the lack of similarity exhibited by the Reynolds shear stresses,
a quadrant decomposition analysis has been carried out. This analysis is based on the
hyperbolic hole size, H, following Lu and Willmarth (1973). Strong turbulent events
are here conditioned into four quadrants in the (u’,v’) plane, in order to understand the

significancy of these events to the momentum transfer following the criteria:

wv) (H) R

W' (t) S; (¢, H) dt (i=1,2,3,4), (4.2)

— lim —
uw'v! uw'v! T—oo T 0
where the subscript i refers to the ith quadrant and

1, W () |> Hu'v'
sxx,t,H):{ ) [ (13)

0, otherwise.

and H is called the hyperbolic hole size. The second quadrant (Q2: v/ < 0 & v > 0),
representing the burst-like events or ejections, and the fourth quadrant (Q4: v’ > 0 &
v" < 0), representing the sweeps contributions are the main object of the following inves-
tigation. Although a range of hyperbolic holes was investigated, only results for H = 2.5
are presented. Figure 4.11 shows the QQ2 and )4 contributions for A\p and Ap variation

on the left and right respectively. In both cases, the Q2 and Q)4 quadrants present some
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Figure 4.11: Wall-normal variation of @2 (top) and @4 (bottom) events for
H = 2.5 as a function of A\p (Ap = const = 0.27) on the left and Ap (A\p =
const = 0.15) on the right. Markers are spaced every five vectors for clarity.

differences depending upon variation in the solidities. A comparison between the Q9
and @4 activities for various surfaces suggests that the surface density of the roughness
elements appear to impact the ejections more than the sweeps across all the cases. This
is evident from the fact that the spread displayed in Q)2 activity is, on average, larger
compared to the spread in @4 activity. Variation in plan solidity (figure 4.11(b) & (d))
exhibit similar behaviour to the Ap cases, with differences observed across the entire
(y — d)/A range although a clear trend is difficult to infer. Perhaps not surprising, the
LP6 cases, which showed lower u/v’ in figure 4.8(b), also present lower trends for both
Q)2 and Q4 activities.

Further information on the shear-stress producing events can be accessed by examining
the percentage contribution of sweeps and ejections. Figures 4.12(a) & (c) show the
percentage contribution to the total shear stress provided by strong ejection and sweep
events (Q2 and @4 respectively) for the frontal solidity variations. For clarity, only
cases LF1, LF3 and LF5 are shown, since the others follow the trends highlighted by
those three cases. Both the )2 and ()4 show a gradual increase in activity in the
outer-layer, although closer to the wall, ejections are enhanced and sweeps are reduced

with increasing values of the frontal solidity. Figure 4.12(e) shows the ratio Q2/Q4 for
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the different Ap cases across different wall-normal locations. For a rough-wall boundary
layer, Q2 events (ejections) consistently dominate Q4 events (sweeps) almost throughout
the entire y/A range. However, for y/A < 0.05, it can be seen that this Q2/Q4 ratio
is less than unity for all the cases, suggesting that sweeps are dominant within the
roughness sublayer. This is consistent with observations in previous studies such as
Amir and Castro (2011) and Bohm et al. (2012). The Q2/Q4 ratio has an local maxima
in the outer region beyond which point this ratio starts decreasing. The wall-normal
location where this local maximum occurs can be seen in figure 4.12(¢e). This location

appears to decrease with increasing A\p.

Figures 4.12(b), (d) & (f) show the preceding analysis carried out for plan solidity
variations. As in the previous case for the sake of clarity, only three cases are shown. In
contrast to the Ap cases in figure 4.12(a) & (c¢), the Q2 and Q4 trends in figures 4.12(b)
& (d) are opposite. Ejection and sweep activities show a gradual decrease and increase,
respectively, in proximity of the wall with increasing value of the plan solidity. The
differences closer to the wall are minimal for these cases. Farther away from the wall,
both activities appear to decrease with increasing Ap, although this trend is minimal
just looking at the three cases herein presented. Figure 4.12(f) shows the ratio Q2/Q4
for different plan solidity cases, which shows that the wall-normal location of the local
maximum of this ratio increases with increasing Ap, but, this increasing trend is marginal
compared to the Ap cases. Moreover, the absolute value of the ratio is much smaller for

the Ap cases compared to the Ap.

The wall-normal location of the peak in the Q2/Q4 ratio can be interpreted as the extent
to which the surface morphology affects the flow structure. If the origin of ejection type
motions (caused by the roughness) is taken to be at the wall, then the location at which
the sweeps start reversing the trend of ejections can be viewed as the point at which
the ejections start to lose their strength. The results show that ejections start to lose
their strength (compared to sweeps) closer to the wall for increasing Ap. However,
changes in Ap makes a very marginal difference. This is consistent with observation
that surfaces with sparsely distributed roughness generate vortical structures that have
the ability (and freedom) to reach farther away from the wall. In denser distributions
of roughness, vortical structures from adjacent elements might interfere with each other

thereby reducing their ability to reach farther from the wall.

4.3.5 POD modes shape and energy content

To further explore the spatial characteristics of the turbulence a snapshot based (POD) is
next employed. Results presented herein have been filtered to match the local resolution
at l; p = 45. The FOV across the different cases is also matched to the region —0.66 <

z < 0.66 in the streamwise and 1.5h < y < § in the wall-normal direction to allow for
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meaningful comparisons. The result presented herein were obtained by performing the

POD calculation over the combined (v, v") data.

Figure 4.13 shows contour plots of the shape of the first five (i.e. high energy) POD
modes. Both frontal and plan solidities cases are plotted in the sparse and dense regime.
The first two columns show frontal solidity cases in sparse (i.e. LF2) and dense regime
(i.e. LF5) respectively. The same follows for plan solidity cases in columns three (i.e.
LP2) and four (i.e. LP5). Focusing on the first column, regions of high and low stream-
wise momentum (or vice-versa) are highlighted in black and white respectively, although
the colorbar is arbitrary. The shape of the most energetic mode (mode 1) is characterised
by an elongated large-scale high (or low) momentum region. Mode 2 shows an inclined
shear layer that separates a high-momentum region below it from a low-momentum re-
gion appearing above it (or vice-versa since the sign of the values is arbitrary and will
depend on the eigenvalue itself). The structure of mode 3 is similar to mode 2 where the
inclination of the shear layer is against the flow direction. Mode 4 is dominated by three
distinctive regions: two localised high-momentum regions are separated by an elongated
forward leaning streamwise low-momentum region. Finally, mode 5 presents four dif-
ferent alternating regions of low and high-speed. As Adrian et al. (2000a) discussed,
while POD modes are not representative of the actual coherent structures present in the
flow, but more of the energy of those structures, they do provide a qualitative glimpse of
the dominant flow field associated with each mode and its variability from one mode to
another. A trend of increasingly smaller structures for higher modes is generally found
throughout all cases. Therefore, the most energetic modes tend to be associated with

large-scale structure, whilst later modes are representative of increasingly smaller-scales.

This behaviour has been well-documented (Holmes et al., 1996). This trend can be visu-
alised by plotting the correlation coefficient between the 1st-mode and the ¢;_,-mode
for the same (Ap or Ap) case. Figure 4.14(a) & (b) show the result of this procedure for
both the frontal and solidity cases. As expected, by definition, the correlation coefficient
is unity for mode 1 (auto-correlation), while decreases for increasing order of the mode.

This is true across all frontal and plan cases.

It can be clearly seen (in columns two to four in figure 4.13) that the modes characteris-
tics are found to be consistent and indistinguishable in both shape and order across all
surface morphologies regardless of the regime. This level of consistency is remarkable
considering the different wall morphologies (see figure 2.5(b)) and is a testimony of a
form of spatial universality of the turbulence structure over rough-walls. Note that the
breakdown of the spatial similarity reported in the previous chapter for the RSL (via
the appearance of the “cut-off” mode) is not present in the full-field modes, where the
energy in the outer-region seemingly dominates the energy contained in the RSL. Nev-
ertheless, when integrated across all the modes, the energy (in terms of stresses) does

not conform to outer-layer similarity.
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Figure 4.13: First five low-order POD modes for increasing Ap (Ap = const =
0.27). Cases: LF2 (left), LF5 (centre-left), LP2 (centre-right), LP5 (right).
Flow is left to right. POD modes are calculated on the combined (u/, v") confined
to the near-wall region.
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Figure 4.14: Correlation coefficient, R,,.mm, as a function of (a) A\p (Ap =
const = 0.27) and (b) Ap (Ar = const = 0.15). POD modes are calculated
on the combined (u,v’) field. Grey lines indicate the trend.

Figures 4.15(a) & (b) show the FTKE contribution E;, of the ith POD mode, ¢;, to the
total TKE for the Ap and Ap cases respectively. The first order modes are the most
energetic while the highest-order mode (mode 2000), contains the least energy. Figure
4.15(c) & (d) show the CTKE as a function of the modes number for the Ap and Ap
cases respectively. The CKE reaches a unit value, correspondent to 100% of the energy
when all modes are included. It is also clear that the Ap variation appears to effect
the energy budget less than the A, as the right-hand side figure appears more compact

aCross cases.

Table 4.1 shows the FTKE contribution to the total TKE for the Ap and Ap cases. It
can be seen that cases with lower Ap tend to be characterised by lower energy content
in the first POD mode. For example, mode 1 for the LF1 case contains only =~ 15%
of the total energy, while for the LF3 and LF6 cases, its content reaches ~ 16% and
~ 18%, respectively. It can also be inferred that the plan solidity cases present an
opposite trend, where the first mode for the sparse case contains almost 19% of the total
TKE while the contribution of the same mode for the medium-packed and dense regimes
(LP3 and LP6 cases for example) are only 14% and 16% respectively. The CTKE is also
presented in table 4.1. The CTKE of the first five modes contributes to ~ 38% of the
total TKE for the densest case, LF6, while it only represent contributions of ~ 34% for
the sparsest case, LF1. This further confirms that an increased frontal solidity results
in a redistribution of energy towards larger scales (or lower-order modes). The opposite
is true for the plan solidity cases. Similar trends can also be inferred from the number
of modes necessary to contribute to 50% of the total turbulent kinetic energy which is
progressively lower for increased Ap, while it increases for an increased Ap. It is also
worth noting that more than ~ 800 modes are needed to capture 95% of the resolved
TKE from the (z,y) plane PIV measurements in both cases. This reflects the complexity
of these flows, owing to the wide range of statistically important spatial scales present

at these Reynolds numbers.
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Figure 4.15: (top) FTKE, E;, and (bottom) CTKE content, > ;" | E;, versus
mode number as a function of (left) A\p (A; = const = 0.27) and (right) Ap
(Af = const = 0.15). POD modes are calculated on the combined (u',v") field.

Dataset By Ey F3 Ey Fs S0 E; 0551 F;

LF1 15 7 5 4 3 34 17
LF2 6 8 5 5 3 37 14
LF3 6 8 6 4 3 36 14
LF4 16 8 5 4 3 36 14
LF5 18 8 5 4 3 38 12
LF6 18 8 5 4 3 38 12
LP1 19 8 5 4 3 39 12
LP2 16 8 5 4 3 36 14
LP3 14 7 5 4 4 35 16
LP4 15 8 5 4 3 35 16
LP5 16 7 5 4 3 35 16
LP6 16 8 5 4 2 36 16

Table 4.1: Fractional TKE, E; and cumulative TKE " | E; content versus
mode number. 0.5) " , E; refers instead to the number of modes necessary to
resolve the 50% of the turbulent kinetic energy contained in the flow. POD
modes are calculated on the combined (u/,v’) field.
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The preceding POD analysis together with the lack of collapse of turbulent statistics
in the outer-layer discussed in section 4.3.3 seem to indicate that, although the spatial
structure of the turbulence is maintained, the relative distribution of the energy and
the overall energy content of the flow leads to the lack of similarity. For both solidity
variations therefore, although the characteristic spatial scales of the flow seem to be
maintained across all the different surface morphologies, these structures contribute, on
average, to a different amount of turbulent kinetic energy. In this respect, it is interesting
to report that this energy contribution appears to follow opposite trends for changes in
frontal and plan solidities. An increase in Ap shifts the energy toward the low-order

modes (i.e. large scale), while the opposite is true for an increase in Ap.

4.3.6 POD of isolated velocity fluctuations

Having investigated the behaviour of the POD modes calculated from the (u',v’) com-
bined velocity field, further information for each velocity component can be obtained
calculating the modes solely from the (u’) or (v') fields. Similar boundaries as for the
combined case are chosen for the vertical and horizontal extend of the FOV. When POD
modes are calculated over the (u') field, for both \p and \p, their shapes are remarkably
similar to those for the combined field in figure 4.13, and are hence omitted. This is to
be expected as the combined field is constructed with the streamwise velocity first, it is
therefore reasonable that this component results more represented in the first low-order
POD shapes. It is perhaps more interesting to investigate the behaviour of the (v') field.
This should be different from the previous case and can reveal new insight on the effect
of surface morphology on the wall-normal structures. Figure 4.16 shows contour plots
of the shape of the first five POD modes for an increase in both A\p and Ap, calculated
solely upon this simplified wall-normal velocity field. It is striking that, although mode
1 results are similar to the previous cases (in figure 4.13), from mode 2 onward the POD
modes have very different shapes compared to the previous result. It is perhaps not
surprising that the mode structures for the wall-normal field are much smaller and com-
pact, in agreement with snapshots of instantaneous wall-normal velocity fields, which
are very localised, compact and small-scale dominated (as shown in due course in figure
5.3(b)). It must be also highlighted that for the wall-normal field we see the appearance
of the critical “cut off” mode (as in section 3.5.4), despite the fact that the calculation is
performed over the entire boundary layer thickness. This could be linked with the fact
that the lack in spatial similarity discussed before, is strongly influenced by the flow in
the near/canopy region. For the frontal solidity cases, a severe effect on the wall-normal
velocity component is observed, therefore the POD structure are different, hence the
“cut-off” mode appearance. The energy content of these structures is shown in table
4.2. Although the actual values of the FTKE and CTKE are different from the previous

case, rightfully so, similar trends are reported.
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Figure 4.16: First five low-order POD modes for increasing Ap (Ap = const =
0.27). Cases: LF2 (left), LF5 (centre-left), LP2 (centre-right), LP5 (right).
POD modes are calculated on the (v'). Flow is left to right.
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Data set 4 FEy E3 E4 FEj5 Z?:l E; 0.52?:1 E;

LF1 5 4 3 2 2 17 48
LF2 6 5 4 3 3 20 38
LF3 6 5 4 3 2 19 42
LF4 6 5 4 3 2 19 43
LF5 7T 5 4 3 3 22 31
LF6 7T 5 4 3 3 21 33
LP1 7T 6 4 3 3 22 33
LP2 6 5 4 3 3 20 38
LP3 6 5 4 3 3 19 44
LP4 5 4 3 2 2 18 45
LP5 5 4 3 2 2 18 47
LP6 5o 4 3 2 2 18 48

Table 4.2: Fractional TKE, E; and cumulative TKE " | E; content versus
mode number. 0.5) ;" | E; refers instead to the number of modes necessary to
resolve the 50% of the turbulent kinetic energy contained in the flow. POD
modes are calculated on the (v') field only.

4.3.7 Reduced model

To shed some light onto which particular size structures are responsible for the lack of
similarity discussed herein, a reduced model based on the proper orthogonal decomposi-
tion was generated. The advantage in using the POD is that the basis functions can be
used to low and high-pass filter instantaneous velocity realisations (Wu and Christensen,
2010; Wu, 2014). Low-order velocity (i.e. large-scale) are therefore generated by recon-
structing each individual fluctuating velocity fields using the first most energetic ¢;_s,
POD modes that guarantee to contain 50% of the TKE (Wu and Christensen, 2010).
This number, although varies across the different cases, is a reasonable comparison, as
it is based on the definition of POD basis. The residual between this low-order model
and the original field is classified as the small-scale field (i.e. high-order). This residual,
by definition, still contains the 50% of the energy, but this TKE contribution is spread
over a much larger number of modes. Once both the low and high-order realisations
are constructed, the vector fields can be averaged over the FOV and 2D statistics for
the large and small-scales contributions to be estimated. This allows us to determine
whether the breakdown of the similarity is due to large or small-scales contributions.
In other words, whether the surface morphologies act to modify the behaviour of the
large, small or both scales, inducing a lack of collapse in the turbulent statistics. The
POD calculation is applied to a 6 x § (streamwise-wall-normal) FOV. Previous studies
(Wu and Christensen, 2010) used POD mode calculations performed over the combined
(u’;v") data. In the current flow conditions, the wall-normal velocity fluctuations are
significantly lower in magnitude than the streamwise fluctuations. If POD modes were
calculated over the combined (v, v’) data, the (u') data would therefore be better repre-

sented, so that the energy of the streamwise fluctuations will mainly be locked into the
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Figure 4.17: Reynolds stresses contribution from LS (black) and SS (grey) ve-
locity fields. Streamwise velocity fluctuations, w/u//U2, as a function of A\p
(Ap = const = 0.27) on the left and Ap (Ap = const = 0.15) on the right. Grey
symbols follow the same convention as the black.

low-order modes. To overcome this issue, the POD calculation is here performed on the
(u') field, (v') field and (', v") field separately for the streamwise, wall-normal and shear
stress reduced model calculations. This procedure guaranties that the energy content
of the low and high-order reductions are truly dependent on the velocity magnitudes,

rather than on the decomposition.

Results of this procedures for the streamwise velocity, u/u’ /U2, are presented in figure
4.17; the left side figure shows results for Ag variation while the right hand side figure
for the Ap cases. In all cases, the higher-order model (i.e. Small-Scales (SS)) seems
to be responsible for the most of the TKE close to the wall. These structure then lose
importance in the log-region and are comparable to the contribution of the large scale
in the outer region. The opposite behaviour is found for the Large-Scales (LS). These
findings are in contrast with previous studies, where opposite trends were found for the
LS and SS in the wall-normal and streamwise velocity fluctuations. Wu and Christensen
(2010) reported that (for both smooth and rough-wall cases) only a small fraction of
(v") field was carried by the larger spatial scales. This is believed to be an effect of the
procedure they followed, which was applied on the combined (v, v") field.

For the surfaces examined herein it can be concluded that both the reduced and the
residual model, i.e. both the large and small scale streamwise velocity fluctuations are
responsible for a lack of collapse across the wall-normal range. Similar conclusions can be
drawn examining the wall-normal velocity fluctuations and the Reynolds shear stresses,
therefore these are here omitted. In other words, the breakdown of the similarity does
not seem to be uniquely due to either of these structures. These findings indicate that
the effect of surface morphology is reflected in both large and small-scale structures,

which are both affected by the wall morphology.
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4.3.8 Influence of roughness’ pattern

Thus far, only cases with varying Ar at a fixed Ap and vice-versa were compared. This
relies on the assumption that the these two density parameters are sufficient to unequiv-
ocally describe a rough-wall and its properties. Nevertheless, it is worth exploring this
roughness characterisation via investigating the bulk behaviour of two cases that have
the same Arp and Ap but have different elements’ pattern. This can be done by com-
paring case LF3 with LP3, both of which have the same frontal and plan solidities but
different roughness elements’ patterns (see figure 2.5(b)). The effect of pattern on the
mean velocity profiles in inner scales for the two different cases is compared in figure
4.18(a). A clear difference is visible between the cases, where the LP3 case generates
a higher momentum deficit and, therefore, higher drag. From table 3.1, it is clear that
ya' is 29 for LP3 while it is only 24 for LF3. Therefore, the roughness length generated
by a surface morphology seems to be dependent on both solidities and additionally, on
the roughness pattern. This is in agreement with Cheng et al. (2007). Figure 4.18(b)
presents the normalised mean velocity profiles in defect form. A reasonable collapse
is revealed throughout the outer layer, (y — d)/A > 0.05, suggesting the presence of
similarity in the mean flow. Moreover, a similar collapse is obtained when comparing
the streamwise and wall-normal turbulent fluctuations in figure 4.18(c). Finally, figure
4.18(d) investigates the Reynolds shear stresses and suggest that a significant lack of
similarity is present for (y —d)/A < 0.15, where the LP3 case shows considerably higher
values of Reynolds stresses closer to the wall. Based on these preliminary results, we
can conclude that the pattern of roughness plays an important role in fixing the bulk

properties of the flow (i.e. drag) as well as in the validity of the outer-layer similarity.

4.3.9 Influence of roughness’ geometry

Preliminary tests were also carried out to evaluate whether or not the geometry of the
roughness elements, used to build the different patterns, also has an influence upon
the bulk behaviour of the flow. Although it is rather intuitive that different shaped
elements would differently perturb the flow in their vicinity, the scope of these tests was
to investigate in particular the log-law shift, and hence the skin friction generation. To do
so, very similar patterns were used, although different element geometries (rectangular
and cylindrical bricks) were adopted. The frontal and plan solidities were matched.
The mean velocity profiles in inner and outer scales are presented in figure 4.19(a)
and (b) respectively. The rectangular and cylindrical elements are found to generate
a significantly different bulk drag. The difference in yy for the two cases is around
20%, with the rectangular elements generating higher drag, perhaps not surprisingly.
When plotting the mean velocity profiles in outer scale in figure 4.19(b), a remarkable
collapse of the different surfaces is achieved over the entire (y — d)/A range. Next, the

streamwise and wall-normal turbulence intensities and the Reynolds shear stresses are
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Figure 4.18: (Top) mean velocity profiles in (a) inner scales and (b) defect form
at Ap = 0.15 and Ap = 0.27. (Bottom) wall-normal variation of (a) streamwise,
W/ /U2, wall-normal turbulence intensities, v/¢//U,2, and (b) Reynolds shear
stress, —W/Uf, at Ap = 0.15 and Ap = 0.27. Different roughness patterns.
Markers are spaced every five vectors for clarity.

shown in figure 4.19(c) & (d) respectively. All these second order statistics show a good

collapse across cases over the outer layer, i.e. (y—d)/A > 0.05, although the streamwise

velocity fluctuation present slightly higher differences particularly in the near-wall field.

To conclude, both the geometry and the distribution of the roughness elements are

shown to significantly affect the bulk drag. The roughness’ pattern, however, showed a

greater influence on the turbulence statistics. Moreover, it is not clear what the mutual

influence of the two parameters is, given that matching frontal and plan solidities with

different elements’ geometry also involves a change in the roughness’ pattern. For the

sake of brevity, this study will not focus on the direct effect of roughness geometry or

pattern. Further research is necessary to investigate these aspects.
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Figure 4.19: (Top) mean velocity profiles in (a) inner scales and (b) defect form
at Ap = 0.15 and Ap = 0.27. (Bottom) wall-normal variation of (a) streamwise,
w/u' /U2, wall-normal turbulence intensities, v/v//U,2, and (b) Reynolds shear
stress, —u/v’ /U,2. Markers are spaced every five vectors for clarity.

4.4 Conclusions

The results presented in this chapter show the individual effect of frontal and plan so-
lidities on the statistics of the turbulence. Mean velocity profiles in defect form conform
to outer-layer similarity for different Ap cases, while the collapse degrades marginally
for different \p cases. This suggests that for given frontal blockage, the plan arrange-
ment of the roughness can lead to violation of outer-layer similarity. The streamwise
and wall-normal turbulent intensities as well as Reynolds shear stresses show a lack of
outer-layer similarity for almost all cases considered. This suggests that for these rough
surfaces with a relative height h/d =~ 0.1, the flow does not seem to follow outer-layer
similarity, especially for higher-order quantities. This is in disagreement with the con-
clusions of Amir and Castro (2011) who suggested that outer-layer similarity is present
up to h/d ~0.15 for cube roughness. Therefore, the maximum relative roughness height
for which outer-layer similarity hold depends not only on the ratios h/é and hs/d as pre-
viously suggested (Jimenez, 2004; Flack et al., 2005), but also on the surface roughness
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morphology. Quadrant analysis has also confirmed the higher sensitivity of turbulence

statistics upon the solidities variations.

Proper orthogonal decomposition analysis shows that although the surfaces examined
herein showed a lack in outer-layer similarity, some form of spatial universality of the
flow is still present, as significantly different rough-walls exhibit virtually identical POD
mode shapes and similar relative energy content. The different rough surfaces exhibit
different absolute energy levels in the modes, in dependence on the solidities. This
difference in energy distribution across scales could be a responsible for the breakdown
of outer-layer similarity. The relative energy content in the POD modes strongly suggest
that the effect of increasing Ag is to redistribute a larger proportion of the energy to
the highest energy POD modes (i.e. the larger-scales), while increasing Ap redistributes
the energy toward the smaller-scales (or higher-order POD modes).

Finally, a comparison between two surfaces with the same Ar and Ap , but with different
element geometry /patterns is also presented. It is shown that the bulk drag is affected
by both. Moreover, the turbulent organisation across cases seems to be dependent
upon these two additional parameters. This strongly suggests that frontal and plan
solidities along with the mean height of the roughness elements, might not be enough
to fully characterise a rough-wall. Future studies are required to identify appropriate

parameters which can then be incorporated in drag-prediction methods.

The current chapter has shown evidence of a lack of outer-layer similarity in the main
turbulence statistics across the different surface morphologies examined herein. However,
POD analysis has also revealed that the spatial organisation of the structure seems to
persist across the same cases, as the POD mode shapes and sizes are consistent across the
data sets. It was also shown that, although the POD modes are indistinguishable under
visual inspection, their energy content is not only different across surface morphologies,
but is also modulated in different ways by changes in frontal and plan solidities. It is
therefore natural to investigate whether or not the surfaces in examination report further

spatial similarity in the structure organisation. This is the focus of next chapter.







Chapter 5

Effect of surface morphology on
the spatial arrangement of the

turbulence

5.1 Introduction and background

Chapters 3 and 4 presented evidence for a lack of spatial universality of the turbulence
structures in Turbulent Boundary Layers (TBLs) both via POD modes shapes within
the RSL, and the presence of distinct differences in the turbulent statistics in the outer-
layer. However, the persistence of certain underlying characteristics of the turbulence
organisation across the same walls was also highlighted, as the energetic POD modes
shapes (calculated over the entire boundary layer thickness) were found to be identical
across cases. It is therefore important, and necessary, to further investigate the spatial

structure of the turbulence and its dependency on the surface features.

Early observations of TBLs indicated that streaks and vortices were found to be char-
acteristic coherent structures of the near-wall region (Theodorsen, 1952; Hama, 1954).
Farther away from the wall, the range of coherency in smooth-walls becomes hairpins,
hairpin packets, Large-Scale Motions (LSMs) (Mejia-Alvarez and Christensen, 2013)
and Very-Large-Scale Motions (VLSMs) (Kim and Adrian, 1999). The hairpin vor-
tex (represented by an omega-shaped vortex with its legs close to the wall, while its
head typically lifts up in the wall-normal direction) is usually considered a fundamental
building block for coherent organisation. The physical basis of the formation of these
structures is outside the scope of the current work. However, an exhaustive discussion
can be found in Chong et al. (1990) and Zhou et al. (1999). In the current study,
the term “hairpin vortex” is used to identify a series of different structures (hairpins,
horseshoe, dog head or cane-shaped vortices) and randomly perturbed variants of these

structures (Christensen and Adrian, 2001). Previous studies have found a systematic
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vortex organisation in the outer-region in instantaneous snapshots of wall turbulence.
The first experimentally-documented structures of this kind were visualised by Head and
Bandyopadhyay (1981), whilst direct numerical simulations on this topic were originally
conducted (at low Reynolds number) by Robinson (1991).

Subsequently, a range of studies has been carried out to document the organisation
of vortical structures in TBLs. It has been shown that hairpin-like structures populate
smooth-wall turbulent boundary layers at low and moderate Reynolds numbers and tend
to align coherently to form large-scale structures termed “hairpin vortex packets” (Head
and Bandyopadhyay, 1981; Adrian et al., 2000b; Christensen and Adrian, 2001; Ganap-
athisubramani et al., 2003; Tomkins and Adrian, 2003; Ganapathisubramani et al., 2005;
Wu and Christensen, 2010). These packets are interpreted to work cooperatively (via
mutual momentum transfer) to induce large regions of streamwise momentum deficit,
thus providing a mechanism for the formation of the uniform momentum zones (Tomkins
and Adrian, 2003). The importance of large-scale events in the outer region is signif-
icant, as the hairpin vortex packets have been found to contribute to a large fraction
of the total stress in the boundary layer (Zhou et al., 1999; Kim and Adrian, 1999;
Ganapathisubramani et al., 2003; Volino et al., 2007). Moreover, it was found that
large and very large flow structures contribute to about 80% of the Reynolds stress in
TBLs (Guala et al., 2012). Adrian et al. (2000a,b) also connected these hairpins to the
spacing of bursts and streaks that characterise the inner-region of turbulent boundary
layers. The main feature ascribed to hairpin packets are: (i) forward leading structure
of streamwise velocity correlations and (ii) inclined regions of high and low-momentum
(Tomkins and Adrian, 2003). It is still under discussion if, and to what extent, signatures
in 2D velocity fields (as in the case of the current work and most of the experimental
literature) are sufficient conditions to identify the existence of these packets. This topic
is outside the scope of this thesis, therefore, more conservatively, this discussion refers
to the inclination of the velocity correlations rather than to the vortex packets’ orien-
tation. Nevertheless, for smooth-wall boundary layers, typically this inclination of the
streamwise velocity correlation has been found to be in the range of 9 —13° (Christensen
and Adrian, 2001; Adrian et al., 2000b; Flores et al., 2007, amongst others). Christensen
et al. (2005) also found that not only the inclination of streamwise velocity correlations
in a smooth channel flow is approximately constant around 11° but also that the latter

was unaffected by the wall-normal location and Reynolds number.

A few studies have also supported the presence of similar hairpin-like structures in the
outer layer of rough-wall TBLs. This is directly related to the concept of outer-layer
similarity (discussed in chapter 4), representing effectively a 3D extension of the previous
results. The quest for comparable structures between smooth and rough-wall boundary
layers has developed into two main areas of interest - the inclination angle of the velocity
correlations and the extent of the streamwise and wall-normal correlation length scales.

When comparing the structure of smooth against rough-walls TBLs, unarguably the
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most important finding is contained in Krogstad and Antonia (1994). Their results
indicate that major structural differences are present, and that these were associated
with the average inclination of the large-scale structures. They found that, over the
smooth-wall case, this inclination was less than half that of woven-mesh-roughened-wall
(10° against 38° respectively). Moreover, the longitudinal length scale was found to be
considerably larger on a smooth than on a rough-wall. They summarised their findings
as “it would appear that the primary effect of surface roughness is to change the shape
of the large-scale motion, although we have evidence suggesting that the strength of this
motion may also be increased”. This study seems to present the most remarkable case
in which the surface roughness was found to significantly affect the spatial structure of

the turbulence.

Krogstad and Antonia’s (1994) findings are in strong disagreement with Volino et al.’s
(2007) results for a similar mesh-roughened wall in the fully-rough regime. In their study,
they reported excellent agreement, both qualitatively and quantitatively, between their
mesh case and the well-documented turbulence structure over smooth-wall TBLs. The
inclination angle of the velocity correlation was found to be approximately 13.2° £ 2.5°
for the smooth-wall case, against 15.8° + 3.3° for the rough-wall. Slight differences were
also noted between the two configurations, in terms of the velocity correlation lengths
based on R, Ry and Raa that were found to be between 10% and 20% lower on
the rough-wall. Any other quantity in examination resulted in good agreement. This

strongly supports the validity of Townsend’s similarity hypothesis.

Although the inclination angle of the large-scale motion was found to be largely unaf-
fected by the wall morphology, Volino et al. (2009) demonstrated that the wall-normal
and streamwise extent of the R, correlation was significantly enhanced by 2D rough-
ness (~ 39% and ~ 42% respectively when compared to a smooth-wall). Similar en-
hancement is reported for both R, and R, . This discrepancy is even bigger in the
R length scales, with differences reaching up to 64%. Similar conclusions were also re-
ported in Volino et al. (2011), where large and small 2D spanwise bars and 3D cubes are
reported to have an effect on the correlation length scales, with its significance decreas-
ing from large bars to cubes - so from highly 2D to progressively 3D roughness. Further
support for the similarity between smooth and rough-wall boundary layers comes from
Nakagawa and Hanratty (2001), who found good agreement in the inclination angles of
a boundary layer developed over sinusoidal wavy surfaces, when compared to reference
smooth-wall cases. This agreement extends to both inclination of velocity correlations
(=~ 9°) and correlation length scales (across both the streamwise and wall-normal direc-
tions). Wu and Christensen (2010) also reported reasonable similarities between rough
and smooth-wall boundary layers. In particular the streamwise-elongated inclined na-
ture of Ry in the (x,y) plane, is found to be maintained in the rough-wall flow, as
is the smaller-scale character of R,.,. The same similarity extends to the spanwise-
alternating, streamwise-elongated positive and negative momentum regions, previously

reported in smooth-wall flows.




82 Chapter 5 Effect of surface morphology on the arrangement of the turbulence

Given the results in the previous chapters, and the lack of outer-layer similarity of tur-
bulent statistics across the different surface morphologies examined herein, this chapter
aims to further investigate how the different surface morphologies influence the spatial

organisation of the turbulence.

5.2 Two-point correlation

Two-point spatial correlations at the wall-normal location y,.s are evaluated as (Gana-

pathisubramani et al., 2005):

A(‘T’yref)B(x + Am,yref + Ay) - COV(AB)
UA(yref)UB(yref + Ay) 0AOB

RAB(yref) = ) (51)

where A and B are the quantities of interest at the two locations, separated by Ay and
Az in the wall-normal and streamwise directions respectively. o4 and op are the stan-
dard deviations of A and B at y,.y and y,.r+ Ay locations. More than 3000 independent
realisations of PIV are needed for convergence within 1% (Christensen and Adrian, 2001;
Ganapathisubramani et al., 2005), therefore, in this study, the instantaneous velocity
fields have been zero-padded (with a length of 0.25d) to smoothen the edges.

5.3 Swirling strength criteria

Given that the vortex packets’ organisation seems to be a persistent characteristic of the
TBLs, irrespective of the surface morphology, it is useful to further investigate the na-
ture of these vortical structures. Identification of vortices and coherent structures is an
important task in TBLs, especially when one’s aim is to understand and relate the effect
of the surface morphology to the structure of the turbulence. In wall-bounded turbulent
flows, strong shear layers populate the near-wall region and tends to mask turbulent ed-
dies in vorticity maps (Adrian et al., 2000a); this problem has been resolved via adopting
the swirling strength method (Chong et al. 1990; Zhou et al. 1999), which discriminates
between vorticity due only to shear and vorticity resulting from rotation. This method
requires the three-dimensional local velocity tensor, here f()\) to be evaluated, and its
eigenvalues to be calculated in the whole domain (i.e. for each of the FOV points). This
local velocity gradient tensor, in Cartesian coordinates, can be decomposed as (Zhou
et al., 1999):
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where )\, is the real eigenvalue with corresponding eigenvector v,., and A, &= At are the
conjugate pair of the complex eigenvalues with complex eigenvectors v +v;i. It can be
shown that the flow locally is either stretched or compressed along v,., or it swirls in the
(Ver, Vi) plane. The imaginary part of the complex eigenvalue is the swirling strength,
Aei 1, which is only complex for spiralling or circular streamlines. Since the full 3D local
velocity gradient tensor cannot be formed (due to the 2D nature of the measurements),
the results described herein use a two-dimensional surrogate form of this tensor. This is
defined as:

Ou Ju

= oz 0
D\, = 8: BZ ; (5.3)
9z dy

where spatial derivatives are computed using a central difference scheme, except at the
boundaries where a forward/backward difference is applied. The swirling strength, by
definition, does not have a sign, as it is the imaginary part of a complex-conjugate
eigenvalue (and hence always positive). However, it can be given a rotational sign based
upon the local vorticity (Wu and Christensen, 2006). This “signed swirling strength” is
defined as:

Acilz,y) = N2z, y’%' (5.4)

This allows us to distinguish between prograde/clockwise vortices (A < 0) in the same
sense of the mean shear (i.e. w, < 0) and retrograde/counter-clockwise vortices (for
which w, > 0 and A, > 0). All of the above-mentioned definitions can also be used
for spanwise-wall-normal plane measurements. The only difference is that there there
will not be a distinction between prograde and retrograde vortices (although there is a
clockwise and counter-clockwise sense of rotation) as there is no in-plane mean-shear in

the (y, z) plane.

!Generally isocontours of \2; are used to identify vortical structures (Zhou et al., 1999) purely to
maintain dimensional consistency with both enstrophy and other previously used qualities (i.e. Q).
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5.4 Results and discussion

Measurements from both (x,y) and (y, z) planes are presented in this section. Velocity
correlations are computed and compared in section 5.4.1, followed by inclination angles
and the extent of the correlation in both wall-normal and streamwise directions in section
5.4.2. Section 5.4.3 further explores the nature of the vortices present in the boundary
layers via a population trends study based on the swirling strength criteria. Correlations

of the swirl are investigated in section 5.4.4. Finally, some conclusions are drawn.

Before presenting a statistical analysis of the structures, the instantaneous snapshots
of velocity fluctuations are examined. Figure 5.1(a) shows instantaneous contours of
streamwise fluctuations. The presence of a forward-leaning structure of alternating high
and low-momentum regions can be seen. The inclination angle of this structure is ap-
proximately 14° in the direction of the flow. Although this is only valid for this particular
instant, this appears to be a recurrent feature. Figure 5.1(b) shows the corresponding
instantaneous wall-normal fluctuations (at the same instant). The wall-normal fluctua-
tions appear more localised and do not show any particular form of large-scale organi-
sation. Moreover, the characteristic structures seem to be considerably smaller for the
wall-normal velocity than for the streamwise velocity. Figure 5.1(c) shows instantaneous
contours of Reynolds shear stresses from the same snapshot. The dominancy of the neg-
ative character of the u/v’ product (which persists when averaging is computed), and the
presence of smaller structures that characterise the shear stresses (Ganapathisubramani
and Schultz, 2011) are highlighted. The snapshots presented in figure 5.1 were delib-
erately chosen to show some of the features of the instantaneous flow field. However,
they statistically represent the majority of the instantaneous images. To highlight some
of the coherent structures present in the flow, different techniques can be used (Adrian
et al., 2000a,b). The Galilean decomposition is a particularly efficient decomposition
to visualise vortical structures. Here, small scales vortices are spatially enhanced by
subtracting a constant convection velocity?, U,, from the total instantaneous velocity,

as follows:

=u—U,. (5.5)

This decomposition results highlighting all the vortices that are moving at the velocity
equal to the imposed convection velocity. Therefore, the choice of U, can have a dramatic
effect on the visualisation of the resulting fluctuating fields. Different optimal values are
typically found, and these vary with wall-normal location. There is some consensus that

a convection velocity of 0.8Uy will highlight the vortices in the outer region. Figure 5.2

2 Although outside the scope of this work, recent years have seen increasing effort been put into finding
a better definition for a convective velocity. The reader is referred to del Alamo and Jimenez (2009) for
further details.
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shows a typical instantaneous vector field after a Galilean decomposition (U. = const =
0.8Us) is applied. Contours of instantaneous u’ are also shown in the background.
Alternating high and low-momentum regions, and some vortex cores (which Adrian
et al. (2000a) suggested to be imprint of harpin packets), are shown. The inclination
angle of these structures in this particular snapshot is approximately 14° in accordance
with findings in figure 5.1. Given the vortex organisation in the outer region, these
structures are bound to leave their imprint upon the statistics of the flow (Christensen
and Adrian, 2001). The most striking of them all is often considered to be the shape
of the correlation of streamwise velocity fluctuations in the (x,y) plane (Adrian et al.,
2000Db).

5.4.1 Velocity correlations

To further explore the influence of the surface morphology on the characteristic structure
of the turbulence, and to quantify its extent, it is useful to compute two-point velocity
correlations. Figure 5.3(a) shows contours of the two-point correlations of streamwise
fluctuating velocities. Although different wall-normal locations were investigated, only
results at ..y = 0.40 are presented in this figure. A large-scale forward-leading structure
of positive correlation is clearly visible revealing a structural coherence. This is consis-
tent with presence of vortex packets (Wu and Christensen, 2006; Ganapathisubramani
et al., 2003, 2005; Dennis and Nickels, 2011; Volino et al., 2007, 2009). It is impossible,
without time-resolved measurements, to address to what extent each of these individual
vortices remain coherent. Nevertheless, statistically, this result confirms the presence
of an elongated leaning structure whose extent is not expected to change with the wall
boundary conditions. This is, in fact, a similar shape to the well-documented smooth-
wall case (see appendix A). The angle of inclination of this structure was found to be
approximately 14°, which is consistent with the observations in the instantaneous fields
(figure 5.1).

The two-point correlation of the wall-normal fluctuations, R, is presented in figure
5.3(b) (the reference height, y,.r, is the same as the for the R,,/). The correlation
structure indicates that the wall-normal fluctuations is compact in both streamwise and
wall-normal directions. Again, this result is consistent with the corresponding instan-
taneous velocity field in figure 5.1(b). The streamwise extent of the correlation is much
lower for R, than for R, as previous studies have shown (Volino et al., 2007, 2009;
Ganapathisubramani and Schultz, 2011, amongst others). This is not surprising given
that the streamwise velocity depends on the convection speed of the hairpin packets,
whereas the wall-normal velocity does not (Volino et al., 2007). Finally, two-point cor-
relation of the Reynolds shear stress, R, (centred at y,.; = 0.40) is presented in
figure 5.3(c). In agreement with both previous findings (Volino et al., 2007), and with
instantaneous snapshot in figure 5.1(c), a backward-leaning structure of strong negative

correlation is reported, the extent of which is larger than the wall-normal correlation,
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Figure 5.1: Snapshots of (a) Instantaneous streamwise, (b) wall-normal and (c)
Reynolds shear stress fluctuations. Colorbar represents the normalised intensi-
ties. Flow is left to right. Example case LF4.
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Figure 5.2: Galilean decomposition with U, = 0.8Uco applied to figure 5.1(a).
Contour of streamwise velocity fluctuations are also shown in the background.
Flow is left to right. Example case LF4.

but smaller than the streamwise coherence. It must also be stressed that, although these
correlation shapes are calculated for a particular case (LF4), these findings are consistent
across all cases examined herein, as the shape of the correlations do not change across
the different roughness morphologies. It is also important to note that smooth-wall
boundary layers are characterised by very similar attributes of these velocity correla-
tions (see appendix A). These results compare well with previous studies (Volino et al.,
2007, 2009; Ganapathisubramani and Schultz, 2011; Christensen et al., 2005; Head and
Bandyopadhyay, 1981; Christensen and Adrian, 2001; Adrian et al., 2000b; Tomkins and
Adrian, 2003; Nakagawa et al., 2003).

The inclination angle of the streamwise velocity correlation, which is often assumed to
represent an estimate for the inclination angle of the outer-layer vortex packet organisa-
tion (Adrian et al., 2000b; Christensen et al., 2005), can be inferred by a least-square-fit
procedure along the points furthest away from the auto-correlation peak at y = yy.f,
along different contour lines. The fit is extracted along the following contour level: 0.5,
0.6, 0.7, 0.8, 0.9 (Christensen et al., 2005; Volino et al., 2007). Results are shown in table
5.1. The frontal solidity variation results in inclination angles in the range 13 — 18° and
show slight sensitivity to the change in surface morphology, although a clear trend is
difficult to infer. Instead, the plan solidity cases report inclination angles in a marginally
lower range 12 —14° and the results seem to be less influenced by the roughness morphol-
ogy. This is in line with the behaviours discussed in chapter 3, where a frontal solidity
increase corresponds to a flow that has to go up and over the elements, where this is
not the case for the plan solidity variation. In this light, the results seem to suggest

that vortex packets’ inclinations could marginally depend on the nature of the roughness
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Figure 5.3: Two-point correlation of streamwise (a), wall-normal (b) and
Reynolds shear stress (¢) fluctuations. Colorbar represents the normalised cor-
relation coefficient, R/, Ry and Ry.. Flow is left to right. Example case
LF4.

Data set ag , , Dataset ag, ,

LF1 13° LP1 13°
LF2 14° LP2 14°
LF3 16° LP3 13°
LF4 14° LP4 13°
LF5 18° LP5 12°
LF6 15° LP6 13°

Table 5.1: Ry, inclination angles, ag , ,, as a function of the surface mor-
phologies.

elements and the flow physics they induce. The current results are in line with previous
findings on both smooth and rough-wall investigations, which have suggested similar
order values for the characteristic inclination of the velocity correlations (Volino et al.,
2007, 2009; Ganapathisubramani and Schultz, 2011; Christensen et al., 2005; Head and
Bandyopadhyay, 1981; Christensen and Adrian, 2001; Adrian et al., 2000b; Tomkins and
Adrian, 2003; Nakagawa et al., 2003).

The behaviour of the different walls can be further explored by taking a slice through
the auto-correlation points for R/, Ry and R, in both streamwise and wall-normal
directions. Figure 5.4(a) & (b) show the results of streamwise cuts across Ry, for Ap
and Ap respectively. Both cases show a very good collapse. This indicates that the
streamwise extent of elongated uniform momentum zones is not effected by the changes
in surface morphology. Figure 5.4(c) to (f), shows streamwise cuts across Ry,s and Ry,
for the Ap (left) and A\p variation (right). These show similar collapse. Therefore, the
extent of the streamwise coherence for all the Reynolds stresses is found to be largely
insensitive to the surface morphology, when distances are scaled with the boundary layer
thickness. This is an indication of outer-layer structural similarity, which is consistent
with previous studies in the literature. However, it is in disagreement with the results in
the previous chapter that showed a clear lack of similarity in the statistics for Reynolds

stresses.
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Figure 5.4: Streamwise slices through auto-correlation points of R, (top),
Ry (centre) and R,y (bottom) as a function of A\p (Ap = const = 0.27) on
the left and Ap (Ap = const = 0.15) on the right. Markers are spaced every five

vectors for clarity.
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Figure 5.5(a) & (b) show the results of wall-normal cuts across R, for A\p and Ap
respectively. As Volino et al. (2007) has pointed out, the normalising quantities in Ry,
(and similarly R, and R, ) become small near the boundary-layer edge due to the
low free-stream turbulence resulting in higher uncertainty. For this reason, only data
up to y/d = 0.7 are presented. Examining figure 5.5(a), it is clear that the frontal
solidity cases present a reasonable collapse across all cases, although this slightly deteri-
orates compared to the streamwise cuts in figure 5.4(a). These differences show that the
wall-normal extent of the velocity coherence can be marginally affected by the surface
morphology. This is particularly visible for 0.1 < y/6 < 0.3 and 0.5 < y/d < 0.7 where
an enhanced correlation is registered for an increase in frontal solidity. This shows that
the increased blockage (accompanying the increase in Ap from LF1 to LF6) stretches
the coherence along the wall-normal direction. This effect is less pronounced in the Ap
cases, which for most cases appears to be more compact. This different behaviour could
be due to the different mechanisms in frontal solidity, as opposed to plan solidity, as dis-
cussed in chapter 3. The behaviour for the plan solidity cases is similar across all cases
expect for the LP1 case. This particular case shows a higher correlation over the entire
wall-normal range. Although not conclusive, this could be due to the different relation-
ship between vortices within the hairpin packets characterising this particularly sparse
case. Adrian et al. (2000b) and Volino et al. (2007) both noticed that the interaction
between larger (more mature hairpins in the outer flow) and smaller vortices, is found to
be associated with the low-speed streaks in close proximity to the wall of a smooth-wall
boundary layer. Therefore, the higher R, for the LP1 case may be indicative of this
enhanced interaction over a wall with sparse roughness. On the other hand, the lower
correlation value for the densest scenarios (i.g. LP6) could indicate the lack of elongated
streaky structures near the canopy. Figure 5.5(c) & (d) present cuts through R,/ for
the frontal and plan solidity cases. These show even smaller differences throughout all
the cases, which is in agreement with previous studies that found no relevant differences
in between smooth and 3D rough-wall cases (Volino et al., 2007, 2009). The trends are
still maintained - an increase in Ap results in an increase in coherence in the wall-normal
extent, while the opposite is true for Ap cases. Finally, cuts through R, are presented
in figure 5.5(e) & (f). These also show a reasonable agreement considering the higher
experimental uncertainty on the shear stresses. Nonetheless, the trends are similar to

those observed in other correlations.

Following the same procedure, velocity correlation can also be calculated in the (y, z)
plane - i.e. for the 3D case. To the best of the author’s knowledge, this information
has only been partially documented (Sillero et al., 2014), hence, a comparison with
previous studies is not always available. Figure 5.6 presents correlations of the velocity
fluctuation along the main directions for both frontal and solidity cases on the left and
right respectively. The R, correlation in figure 5.6(a) & (b) shows a compact long
wall-normal elongated structure, as previously documented (Sillero et al., 2014). The

region of correlated data seems to be slightly more extended in the plan solidity cases
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Figure 5.5: Wall-normal slices through auto-correlation points of R/, (top),
Ry (centre) and Ry, (bottom) as a function of A (Ap = const = 0.27) on
the left and Ap (Ap = const = 0.15) on the right. Markers are spaced every five
vectors for clarity.
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(on the right column) compared to the frontal solidity cases, although the shapes are
qualitatively the same. The wall-normal fluctuation correlations in figure 5.6(c) & (d),
are compact in both directions in the (y, z) plane. Finally, spanwise velocity correlations
in figure 5.6(c) also show a very compact structure in both directions. This suggests
that both spanwise and wall-normal velocity fluctuations exhibit compact coherence in
all three directions. However, the streamwise velocity has extended coherence in the
streamwise direction, to a lower extent in the wall-normal direction and is compact in
the spanwise direction. When taken together, these findings are in good agreement with
Sillero et al. (2014). These are also consistent with the presence of hairpin-packet-type
structures that result in forward-leaning elongated low- and high-speed regions that are
narrow in the spanwise direction. However, it is important to highlight that, given the
nature of the data sets discussed herein (2D velocity planes), these observations should

not be considered conclusive of the presence of the hairpin packets.

The cross-correlations Ry, Ry and Ry, have also being calculated in the (y, z) plane
and are presented in figure 5.7 at the top, centre and bottom rows, respectively. Again,
the left column (a), (¢) & (e) indicates results for the frontal solidity, whilst the right
column (b), (d) & (f) contains plan solidity cases. The R, correlation is a compact
streamwise structure of negative correlation elongated in the wall-normal direction, as
expected since the u/v’ products is, on average, negative. Correlation for Ap and \p
cases present very similar shapes. The R, correlations present a four-lobe-shaped
structure centred around the auto-correlation peak. Alternating regions of positive and
negative correlations are shown. This is consistent with streamwise roll modes, where
a positive streamwise velocity fluctuation at the origin is correlated to inward spanwise
flow above the reference point, and outward spanwise flow below the reference point.
This is agreement with previous findings in smooth-wall studies. The R, correlation
has a very similar structure to the R, but with inverted sign. This is not surprising
since the streamwise and wall-normal velocity components have a negative correlation.

This again is consistent with the observations in smooth-wall studies.

The behaviour of the different cases can be further explored by taking a slice through
the auto-correlation points for Ry, Ry, Ry and Ry, along the spanwise direction
(dashed lines in figures 5.6 and 5.7). These results are presented in figure 5.8. For
the frontal solidity cases (on the left column), an extremely good collapse is shown
across cases for all the correlations, although R, presents slightly higher scatter in
dependence upon the solidity. However, no clear trend is discernible. Similar behaviour
is reported for the plan solidity cases on the right, although differences between cases are
more marked. Cuts along figure 5.7(c) to (f) are not reported as they are not significant.
Similar analysis can be carried out when cuts of velocity correlations are taken along
the wall-normal direction (solid lines in figures 5.6 and 5.7). These are presented in
figure 5.9 for the normal and shear stresses in (d) & (f) and (e) & (g), respectively.
Wall-normal cuts along the R, and R, are compact across all cases throughout the

entire wall-normal extent. Differences are only discernible in the outer region of the
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Ry cuts (figure 5.9(e) & (f)) for both frontal and plan solidity cases. This might be
due to the extremely low value that this variable assumes in the outer region, hence the

uncertainty in determining its correlation is high.

To conclude, the findings presented in this current section strengthen the previous con-
clusions in chapter 4. Although the different morphologies present a lack of similarity in
the turbulence statistics across cases, the underlying spatial structure of the turbulence
is only marginally affected, in accordance with most of the literature. A clear univer-
sal character of the turbulence is present in both the measurements in (z,y) and (y, 2)
planes. This supports the presence of a certain similarity in the characteristics of TBLs
over smooth and different types of rough-walls. Moreover, these findings tie in well with
the literature on the presence of hairpin vortices in TBLs over rough surfaces, as dis-
cussed in § 5.1. However, the nature of the data sets (i.e. 2D velocity fields) prevents

these findings from being conclusive.

5.4.2 Velocity correlation length scales

The streamwise extent of the turbulence coherence can be further explored by defining
a streamwise length scale based on the cross-correlation, L./, as twice the distance of
the most downstream location on the Ry, = 0.5 contour (Christensen et al., 2005). In
the same fashion, a streamwise length scale for the wall-normal fluctuations, L., can
be defined based on the autocorrelation R, and so on. Figure 5.10 shows the wall-
normal variation of streamwise length scale for R,/ = 0.5, Ryv = 0.5 and R,» = 0.15
contours. The 0.5 contour results are here presented, although similar conclusions can
be drawn by choosing the 0.3 to 0.6 contour lines. It can be seen in figure 5.10(a)
& (b) that the streamwise length scale across both the frontal and plan solidity cases
tend to collapse fairly well in the outer region (i.e. y/d > 0.3), where it is impossible
to highlight trends as a function of the two solidities. Differences appear to be more
significant closer to the wall. In particular, an increase in frontal solidity seems to be
increasing the coherence of the structure for 0.1 < y/d < 0.3. The opposite trend is
found in the plan solidity variation, where the sparsest cases (LP1 and LP2 in figure
5.10(b)) report the highest coherence closer to the wall (0.1 < y/d < 0.3). The LP3 case
does not show this behaviour for reasons which are at present unclear. These trends
are also confirmed in the streamwise extent of R, and R, in figure 5.10(c) to (f).
An increase in frontal solidity is accompanied by a marginal increase in the streamwise
length scale, while the opposite occurs for the plan solidity variation. R, based length
scales present the highest differences across cases. This is probably due to the higher

experimental uncertainty in determining these quantities.

A similar procedure can be applied to quantify the wall-normal extent of these correla-
tions. Figure 5.11(a) to (f) present the results for Ry, Ry and Ry, for the frontal
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Figure 5.6: Example of two-point correlation of streamwise (top), wall-normal
(centre) and spanwise (bottom) fluctuations in the (y, z) plane. Colorbar repre-
sents the normalised correlation coefficient, Ry, Ry and Ry as a function
of A\p (Ap = const = 0.27) on the left and A\p (Ap = const = 0.15) on the right.
Flow is left to right. Examples cases LF2 and LP2.
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LF2 and LP2.
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Figure 5.8: Spanwise slices through auto-correlation points of Ry, Ryryr, Ry
and Ry, (from top to bottom) as a function of A\p (Ap = const = 0.27) on the
left and Ap (Ap = const = 0.15) on the right. Flow is left to right. Markers are
spaced every five vectors for clarity.
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Figure 5.9: Wall-normal slices through auto-correlation points of Ry, Ry,
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on the left and Ap (Ap = const = 0.15) on the right. Flow is left to right.

Markers are spaced every five vectors for clarity.
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Figure 5.11: Wall-normal variation of wall-normal length scales based on R,/ =
0.5, Ryy = 0.5 and R,y = —0.15 contours as a function of (a) A\p (A\f =
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vectors for clarity.
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and plan solidity cases. The results for the plan solidity cases are generally more com-
pact than the frontal solidity ones. Although it is difficult to highlight trends, higher
Ar (i.e. higher frontal blockage) usually results in an increased length scale. As in the
previous case, the collapse of Ly, deteriorates, possibly due to the higher experimental
uncertainty affecting this quantity. Correlation length scales calculated over the (y, 2)
plane are here omitted; they would not add any relevant information but would merely

confirm the (z,y) plane results.

To summarise the findings presented for the correlation length scales, the data shown in
figures 5.10 and 5.11 have been averaged across the wall-normal range to infer trends and
facilitate comparison across plan and frontal solidity cases. These results are presented
in figure 5.12. It is easy to note, in this format, that the L., and L, assume very
similar values, whilst L, is considerably smaller. This ties in well with instantaneous
snapshots of velocity fluctuations in figure 5.1. It is also clear that both the stream-
wise and wall-normal length scales based on R, and R, are fairly insensitive, on
average, to the wall morphologies, as they appear flat for an increase of both solidities.
Remarkably similar results are obtained from frontal and plan solidity cases. A slight
sensitivity to the wall conditions seems to be present for length scales based upon Ry, .
Both streamwise and wall-normal coherencies increase as the frontal solidity grows, while
they decrease for variation in plan density. This behaviour closely resembles the effect
that the two density parameters have on the bulk drag discussed in chapter 3. These
findings predominately show that the correlation length scales and hence the structure of
the streamwise and wall-normal fluctuations, are universal across different rough-walls,
when scaled with the boundary layer thickness. The shear stress length scale, however,

is more sensitive to the morphology of the wall.

5.4.3 Population trends of vortices

Regions of non-zero swirl strength can be associated with hairpin packets (Adrian et al.,
2000b; Christensen et al., 2005; Volino et al., 2007). Given that the mean shear in the
flow invariably generates negative swirl events (for which w, < 0), it is important to
quantify the existence and the strength of retrograde vortices (w, > 0) that appear in
the boundary layer, as they act against the mean shear. Once the vortices have been
identified, their occurrence and strength can be studied as a function of the wall-normal
location. Figure 5.13(a) & (b) show the fraction of positive (retrograde) and negative
(prograde) swirl in black and grey respectively for each wall-normal location for frontal
and plan solidity variations. The negative swirl is found to be dominant throughout the
entire y/J range as expected, as it is a direct consequence of the mean shear. Given
that the latter is stronger near the wall, due to the no-slip condition on the velocity,
it is not surprising that the number of prograde vortices is higher in this region, where
they reach 25%, to then decrease down to 15% at the boundary layer edge. The rate

of change of appearance is rapid from the wall up to y/d ~ 0.2, and then becomes
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Figure 5.12: (top) Wall-normal variation trends of streamwise correlation length
scales for (a) frontal and (b) plan solidities. (bottom) Wall-normal variation
trends of wall-normal correlation length scales for (c) frontal and (d) plan so-
lidities. Filled symbols follow previous convention.

more gradual further away from the surface. The opposite behaviour is found in the
percentage of occurrence of retrograde vortices, where from about 5% in the near-wall
region, grows rapidly up to a stable 13% in the outer region. This is in agreement with
previous findings (Wu and Christensen, 2006; Volino et al., 2007). The agreement across
the different A\p cases is very good if one excludes the LF1 case, which generates slightly
higher percentage of prograde vortices (up to y/d = 0.7) and hence, a lower percentage

of retrograde vortices. The collapse degrades, however, for the Ap cases.

Having examined the PDFs of swirl, it is interesting to evaluate the strength of these
vortices across the boundary layer. Figure 5.13(c) & (d), presents these results as a
function of the frontal and plan solidity variations. It is shown that the prograde vortices
(in black) are, on average, stronger that their retrograde counterpart (in grey) over the
entire wall-normal range. This is particularly true near to the wall where the mean
shear is the strongest. There is better collapse exhibited by the frontal solidity cases

when compared to the plan solidity variations, which confirms the greater effect of the
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Figure 5.13: Population vortex trend in the (x,y) plane. (Top) Percentage of
prograde (black) and retrograde (grey) vortices, (bottom) strength of prograde
(black) and retrograde (grey) vortices as a function of (left) Ap (Ap = const =
0.27) and (right) Ap (Af = const = 0.15). Grey symbols follow the convention
of the black ones.

Ap on the turbulence statistics, and the consequent lack of outer-layer similarity across
these cases discussed in chapter 4. This suggests that, for a fixed frontal solidity, a
variation in plan solidity introduces changes in the small-scales (scales that are of the
size of hairpin vortices), rather than the larger-scale structures. These small-scales are
sufficiently strong that they change the second order statistics sufficiently, and hence

potentially lead to the breakdown of outer-layer similarity.

The same swirling strength analysis can also be applied to the (y,z) plane measure-
ments. Given that the mean shear is not part of the in-plane gradients, the terms
“prograde” and “retrograde” do not really hold. This analysis is, nonetheless, still valid.
For this plane, we use the terms “prograde” and “retrograde” to indicate clockwise and
counter-clockwise rotation. Figure 5.14 shows the swirling strength results for frontal
and plan solidity on the left and right column, respectively. At the top, the percentage
of clockwise and counter-clockwise rotating vortices across the wall-normal direction is
shown. It is important to note that, although small differences are present across cases,
the percentage of positive and negative vortices roughly equalise in each case. This, al-

though far from conclusive, ties in well with the presence of hairpin packets, for which an
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Figure 5.14: Population vortex trends in the (y, z) plane. (Top) Percentage of
prograde (black) and retrograde (grey) vortex, (bottom) strength of prograde
(black) and retrograde (grey) vortex, as a function of (left) Ap (Af = const =
0.27) and (right) Ap (Af = const = 0.15). Grey symbols follow the convention
of the black ones.

average vortex is composed of a pair of counter rotating legs (Head and Bandyopadhyay,
1981; Adrian et al., 2000b; Christensen and Adrian, 2001; Ganapathisubramani et al.,
2003; Tomkins and Adrian, 2003; Ganapathisubramani et al., 2005; Wu and Christensen,
2010). The different frontal solidity cases (left) are much more compact when compared
to the effect of the plan solidity variation (right), which seems to be more dependent
upon the solidity, at least in the outer-layer. This is consistent with the observations in
the (x,y) plane data previously presented in this section. Just as in the previous case,
we can calculate the average strength of these vortices. This is shown in figure 5.14(c)
& (d).

particularly so for the Ap cases.

It appears that the strength of the vortices depends on surface morphology,
It seems that an increase in Ap is accompanied by

increasingly weaker vortices, while the opposite is true for the frontal solidity cases.

It is also worth discussing that, there appears to be a kick up in the number of swirls
identified as we go out of the boundary layer (y/d > 0.8) in figure 5.14(a) & (b). This

is due to the higher measurement uncertainty in the gradients in this cross-plane data.
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Figure 5.15: Conditioned population vortex trends in the (a) (z,y) and (b)
(y, z) planes. Percentage of prograde (black) and retrograde (grey) vortex, as a
function of Ap (Af = const = 0.27). Grey symbols follow the convention of the
black ones.

There are no filters set for what we identify to be a vortex. Every point above a certain
threshold is used to calculate the PDFs. If a spatial filter is applied to our population
statistics, for example, only including a region of adjoining points with swirl greater than
zero, then the increasing trend beyond y/6 > 0.8 disappears. A proof of this behaviour is
provided in figure 5.15. Here, after each point (4,7) in the FOV (€ R**7) is conditioned
for non-zero \.; - vortices are considered present only if the adjoining four vectors ((i,j-
1),(i,j+1),(i-1,j) and (i+1,j)) also have A.; # 0. Figure 5.15(a) shows results for the (x,y)
plane. It is shown here that when appropriate conditioning is used, the occurrence
of vortices in the outer-region reduces to be nearly zero, i.e. much smaller that the
correspondent trend is figure 5.13(a). Figure 5.15(b) presents conditioned results for the
(y, z) plane, where the above-discussed increase of vortex occurrence in the outer region,
is significantly attenuated. The occurrence of the vortices in this region is also reduced to
values close to zero. Although the utilities of this conditioned swirling strength analysis
is evident, most of the results presented herein are based on un-conditioned statistics.

This is only to facilitate the comparison with previous studies in the literature.

It is important to point out that the strength of the vortices in the two planes examined
herein appears to be significantly different (see figures 5.13 and 5.14). This discrepancy
is not due to the flow physics, but it is to do with the way the strength is calculated
(see Wu and Christensen (2006) for further details). Therefore, a comparison across the

two planes is meaningless.

5.4.4 Swirling strength correlations

Following the methodology described in § 5.2, the correlation coefficient of the signed

swirling strength, Raa, can also be calculated. This allows us to examine whether the
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Figure 5.16: Example of swirling strength correlation coefficient, Rp, (a) in the
(z,y) plane and (b) in the (y, z) plane. Outermost contour Ryp = 0.1, contour
spacing 0.1. Solid lines indicate cuts through the wall-normal location while
dashed lines indicate cuts through the auto-correlation along the streamwise
direction. Example case LF3.

size of the vortices discussed in the previous section change with variations in surface
morphology. Contours of the auto-correlation of Ryp (at y/d = 0.4) are shown in figure
5.16(a) & (b) for both the (z,y) and the (y, z) planes. These are characterised by a small
compact structure in both the streamwise and wall-normal directions. Their extent is
fairly small compared to those of streamwise and wall-normal velocity fluctuations, in
accordance with previous studies (Volino et al., 2007). When compared to the (z,vy)
planes, the extent of the correlated data in the (y, z) planes in figure 5.16(b) is much
more pronounced, as it reaches a size of 0.1 y/§ x 0.1 Az/§ (wall-normal-spanwise)
directions. This could purely be an effect of the resolution of the cross-stream data,

which is much coarser than the (x,y) plane data.

As for the velocity fluctuations, cuts through the streamwise and wall-normal directions
of Rap can be plotted to examine the extent of this coherency across the different cases.
These cuts are indicated by the solid and dashed lines in figure 5.16. Streamwise and
wall-normal slices through the origin are presented in figure 5.17(a) & (b) and (c) & (d)
respectively for both Ay and Ap. These show good collapse across all frontal and plan
solidity cases, indicating that neither the streamwise nor the wall-normal extent of the
swirl coherency are affected by the surface morphology. Similar behaviour is found for
cuts in figure 5.16(b), hence not shown. This further strengthens the argument that the
characteristic structure of the turbulence (i.e. hairpin) and its population density are
not affected by the roughness morphology. However, the strength of these small-scales

might be.

Finally, to understand the relationship between a vortex core and its velocity surround-
ings, the cross-correlation between signed swirling strength, A.;, and the streamwise and

wall-normal velocity fluctuations can be evaluated (Volino et al., 2007). Figure 5.18(a)
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Figure 5.17: (Top) Streamwise and (bottom) wall-normal slices through auto-
correlation points of Rys contours in the (y, z) plane as a function of A\p (Af =
const = 0.27) on the left and Ap (A = const = 0.15) on the right. Markers are
spaced every five vectors for clarity.

& (b) show contours of the cross-correlation of the signed swirl strength and the stream-
wise and wall-normal velocities in the (x,y) plane, Rp,s and R, respectively. Both
are centred at y = 0.46 for consistency with previous results. If a head of a vortex is
considered, this will induce positive v’ above itself and negative u’ below. Therefore, this
will generate positively signed streamwise velocity fluctuation above itself and negatively
signed v’ below. This is highlighted in figure 5.18(a), where a positive Ry, above and
a negative R, region below this vortex are shown. Assuming the presence of hairpin
vortices, because they merge to form a more complex vortex packet, the region of stream-
wise coherence is extended. In the same fashion, a prograde vortex induces wall-normal
velocity toward the wall (i.e v < 0) and away from the wall (i.e v' > 0) downstream and
upstream from its core. This behaviour is captured in figure 5.18(b). The shape and
extent of these coherencies agree with both Christensen and Adrian (2001) and Volino
et al. (2007). The inclination of the inclined positive-negative interface of R,/ can be
calculated, and it is often considered to represent the vortex packet inclination (Chris-

tensen and Adrian, 2001; Volino et al., 2007). The resulting inclination angles for each
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Figure 5.18: Example of contours of (a) Rp, and (b) Rp, in the (z,y)
plane centred at y/d = 0.4. Contour magnitudes Rp, = Rpy = Rpw =

0.01,0.03,0.07,0.1; contour signs black, negative; grey, positive. Examples case
LF2.

Data set ag, , Dataset ag, ,

LF1 11° LP1 15°
LF2 15° LP2 11°
LF3 13° LP3 13°
LF4 16° LP4 14°
LF5 16° LP5 19°
LF6 21° LP6 19°

Table 5.2: Rjp, inclination angles, ag, ,, as a function of the surface morpholo-
gies.

case is summarised in table 5.2. These angles are fairly consistent with the streamwise
correlation angles (in table 5.1) and, therefore, are in agreement with above-mentioned

studies.

5.5 Conclusions

The results herein presented have shown the individual effect of frontal and plan solidities
on the spatial structure of the turbulence. Findings in agreement with the presence
of hairpin packets are observed to be a prominent feature of the TBLs over rough-
walls, as previously well-documented in the case of smooth-walls. Two-point spatial
correlations of streamwise velocity were found to be coherently inclined in the flow
direction, with angles which are comparable with both PIV instantaneous snapshot of
the turbulence, and previous observations in both rough and smooth-wall TBLs. The
turbulent structures’ inclination, in disagreement with Krogstad and Antonia (1994),
not only is found to be similar to previous smooth-walls data but also (and perhaps

most importantly for the aims of this this thesis), is confirmed to be insensitive (within
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experimental uncertainty) to a change in the frontal or plan solidities. Instead, this

seems to be a rather universal characteristic of the turbulence.

The extent of the coherence of the turbulent structures, both via cuts of velocity fluctu-
ations, and length scales (based on Ry, Ry, and R,.) are found to be remarkably
similar across all the different walls examined herein. This is interesting, particularly
given the lack of outer-layer similarity that was highlighted for the same surfaces in
chapter 4. The structure of the turbulence results in good agreement across the surface

morphologies, even when examining Rp,/, Ra, and Rp, shapes and cuts.

Swirling strength criteria has allowed a population trends analysis on vortical structures.
The results presented indicate that, although the presence of prograde vortices (in the
sense of the mean shear) in the (z,y) plane is highly dominant when compared to the
retrograde vortices, the latter are found to frequently populate the TBLs studied (up to
15 % statistically). Finally, the frequency of appearance of both kinds of vortices seems
to be insensitive to the changes in surface morphology. However, their strength is highly
modulated by the solidities. In particular, increasing the plan solidity seems to result
in the creation of less effective vortices. This ties in well with the finding presented in
chapter 3. The above results show that as the Ap increases, the weaker the produced
vortices, and therefore, as demonstrated at the start of this investigation (chapter 3),
the lower the bulk drag.




Chapter 6

Further discussion and

conclusions

Section 6.1 presents the major findings of this thesis. Some final remarks are also
drawn. Section 6.2 critically looks at the analysis contained in this work and highlights

limitations and shortcomings. Finally, § 6.3 suggests possible directions for future work.

6.1 Summary of the major findings

Some open questions regarding rough-wall boundary layers were presented in § 1.3. The

current section summarises and further discusses the answers sought by this thesis.

6.1.1 The bulk quantities

The current results show, for the first time, the individual effect of frontal and plan
solidities on various bulk quantities in a controlled experiment. The non-dimensional
roughness length (i.e. the bulk drag) reaches a peak value for A\p = 0.21, while it mono-
tonically decreases with increasing Ap. This conflicts with previous results presented in
the literature, which were obtained by examining the flow over cube roughness, where
the effects of A\ and Ap are coupled. The results herein presented also highlight limita-
tions of morphometric methods for the skin friction predictions (Macdonald, 1998). This
thesis suggests that morphometric studies purely based on the geometry of roughness
elements might not be accurate, as proof is provided on the importance of the pattern
element distribution and the shape of the roughness itself. Further studies are suggested
to identify appropriate correlations relating the geometry of the wall to the generated

drag.

109
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The floating-element drag-balance design (Krogstad and Efros, 2010) has been proven
to be an indispensable means of calculating the skin friction generated by the different
surface morphologies. The total stress methods in any form (Flack et al., 2005; Reynolds
and Castro, 2008; Manes et al., 2011) are here confirmed to generally underestimate the
drag, as in Cheng et al. (2007). This drag-balance design, although far from being a
definitive solution to the skin friction estimation uncertainty, allows the latter to be

reduced from 15% (when common methods are used), to approximately 5%.

6.1.2 The roughness sublayer

An investigation into the depth of the roughness sublayer has revealed different be-
haviours for variation in frontal and plan solidities. The RSL depth, however, is found
to follow the same trend in both cases - it appears to be inversely proportional to the
bulk drag. A decrease in drag is usually accompanied by a thickening of the RSL and
vice-versa. In addition, the relative energy content in the POD modes calculated over
the RSL region strongly suggest that the effect of increasing Ay is to redistribute a larger
proportion of the energy to the highest energy POD modes (i.e. the larger scales), while

increasing A\ p redistributes the energy toward the smaller scales (or higher-order modes).

The use of POD to infer spatial similarity of flows over different wall morphologies has
also been demonstrated. This is inferred by the appearance of the “cut off” mode, which

suggests a lack of scale coherency across different wall morphologies.

6.1.3 The validity of Townsend’s similarity hypothesis

The individual effect of frontal and plan solidities on the statistics of the turbulence was
examined. Mean velocity profiles in defect form conform to outer-layer similarity for
different A\p cases, while the collapse degrades marginally for different Ap cases. This
suggests that for a given frontal blockage, the plan arrangement of the roughness can
lead to violation of outer-layer similarity. The streamwise and wall-normal turbulent
intensities, as well as Reynolds shear stresses, show a lack of outer-layer similarity for
almost all cases considered. This indicates that, for these rough surfaces with a relative
roughness height of h/d ~ 0.1, the flow does not seem to follow outer-layer similarity,
especially for higher-order quantities. This is in disagreement with the conclusions of
Castro (2007) and Amir and Castro (2011) who suggested that outer-layer similarity
is valid up to h/d ~0.15. Therefore, the maximum relative roughness height for which
outer-layer similarity holds depends not only on the ratios d/h or §/hs, as previously sug-
gested (Jimenez, 2004; Flack et al., 2005), but also on the surface roughness morphology,

as well as the geometry of the individual roughness elements.

POD analysis was used to infer information on the spatial structure of the turbulence

across the walls examined herein. This revealed that, although the turbulence statistics
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showed a lack of outer-layer similarity, some form of spatial universality of the flow is
still present, as significantly different rough-walls exhibit virtually identical POD mode
shapes and sizes. The different rough surfaces exhibit different absolute energy levels in
the modes, in dependence on the solidities. This difference in energy distribution across

scales could be responsible for the breakdown of outer-layer similarity.

6.1.4 The roughness characterisation

A comparison between two surfaces with the same Ap and Ap, but with different element
patterns, shows that the roughness length is different for these two surfaces. Moreover,
these two nominally “identical” surfaces (if the roughness is only characterised by Ap and
Ap) do not seem to exhibit outer-layer similarity in higher order quantities. This suggests
that frontal and plan solidities, along with the mean height of the roughness elements,
might not be enough to fully characterise a rough-wall, as the generated drag also
depends on the roughness pattern (in accordance with Cheng et al. (2007)). Moreover,
preliminary studies on the effect of the geometry of the roughness elements was also
carried out and reported increases in bulk drag of the order of 20% when the rough
element shape was changed from cylindrical to rectangular bricks. Future studies are
required to identify appropriate parameters to fully characterise the roughness, and

eventually model it.

6.1.5 The spatial arrangement of the turbulence

Results show the individual effect of frontal and plan solidities on the spatial organi-
sation of the turbulence. Findings in agreement with the presence of hairpin packets
are observed to be a prominent feature of the rough-wall boundary layer, as in the
well-documented smooth-wall flows. Streamwise velocity correlations are found to co-
herently incline in the flow direction with angles which are comparable in both rough
and smooth-wall boundary layers. This inclination is confirmed to be insensitive to a
change in the frontal and plan solidities. Instead, this seems to be a rather universal
characteristic of the turbulence, which is in disagreement with Krogstad and Antonia
(1994).

The extent of the coherence of the turbulent structures both via cuts of velocity fluctu-
ations and length scales (based on Ry, Ry and Ry.,) are found to be remarkably
similar across all the different walls examined herein, throughout the entire wall-normal
range. This is interesting, particularly given the lack of outer-layer similarity that was
highlighted for the same surfaces. The structure of the turbulence results in good agree-
ment across the surface morphologies, even when examining Rp,/, Rp, and Rp,y quan-

tities.
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Swirling strength criteria indicate that, although the presence of prograde vortices in
the (x,y) plane is highly dominant when compared to the retrograde vortices, the latter
are found to frequently populate the boundary layers studied (up to 15 % statistically).
Additionally, the frequency of appearance of both kind of vortices seems to be insensitive
to the changes in surface morphology; however, their strength is highly modulated by
the solidities.

6.1.6 The energy distribution across scales

POD analysis showed that a trend of increasingly smaller structures for higher-order
modes is generally found throughout all cases. Therefore, the low-energy modes tend to
be associated with large-scale structures, whilst high-energy modes are representative of
increasingly smaller scales. Comparison of the first five modes across all the morphologies
show identical mode shapes and sizes, indicating that there is a degree of structural

similarity regardless of roughness morphology.

It is also found that a redistribution of energy across scales takes place for variation of
frontal and plan densities. The two solidities trigger different energy mechanisms. In
particular, the effect of an increased frontal solidity would be to redistribute the energy
toward the highest energy POD modes (i.e. the large scale), whilst the opposite trend is
found for the plan solidity variation. Increasing the Ap redistributes the energy toward

the higher order modes, hence the smaller scales.

6.2 Limitations and shortcomings

An inherent limitation of studies on strong relative roughness height (h/é ~ 0.1) is
the difficulty in determining whether a canonical logarithmic region is present at all,
and if so, what its boundaries are. This problem is common to all rough-wall studies,
although its significance scales with the roughness size. Moreover, a choice on the most
appropriate von Karman constant has to be made and this is not a trivial task for
such strongly rough-walls. These limitations, although here mitigated where possible,
could not be avoided, as the aim of this work has been to investigate the upper limit of
the Townsend’s similarity hypothesis. Its validity is well accepted and documented for

low-relative-roughness height.

Another problem when dealing with TBLs is the fact that the skin friction is generally
unknown. This becomes an inconvenience, particularly in rough-walls, given the higher
number of unknowns necessary to describe the law of the wall (i.e. virtual origin and
roughness function). Nevertheless, the skin friction is used to non-dimensionalise a great
number of statistics, hence the best possible accuracy is required when determining

it. Although a floating-element drag-balance was designed and manufactured for this
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purpose, this has proven accurate only up to 5%. A second iteration design could have

reduced this uncertainty to a value of around 3%, as in Krogstad and Efros (2010).

The current work contains a substantial experimental data set. However, as highlighted
in § 2.2, the twelve cases here presented are only covering two lines in figure 3.2(a). It
remains an open question whether the same conclusions would be drawn if alternative
values of Ap(Ap) and Ap(Ar) had been chosen (i.e. following different lines in figure
3.2(a)). A much bigger data set, possibly generated by combining efforts across different
institutions, should be gathered to extend the conclusions here discussed to the whole
(Ar, Ap) parameter space. More effort into further exploring the effect of the geometry
of the roughness is also required to shed light on this topic. In this respect, effects of

the presence of the pins on top of the roughness bricks could also be better quantified.

Considering the measurements herein presented, the 3D data set could have matched
the depth of the 2D one. This was not possible due to a data storage issue. The 3D
setup, having to record information from two cameras, is in principle at least double the
size of the 2D equivalent. Therefore, only 1500 realisations (against the 2000 in the 2D
measurements) were acquired. A higher number of images would have been beneficial

for statistical convergence and if conditionally-averaged statistics were to be presented.

The current work only describes time-averaged fields (i.e. ensemble averaged) as no time-
resolved information is available. This means that frequency information is unavailable.
On the other hand, using time-resolved PIV would have had a major impact on the

spatial resolution (given the current camera’s capability).

Finally, due to complications with light reflection associated with PIV measurements, it
has been decided to neglect the analysis of the flow within the canopy (i.e. in between
the roughness elements). This is not considered critical, given the aims of this thesis,

although it could be taken into consideration for future studies.

6.3 Recommendations for future work

Suggested areas of further research that complement or extend the work presented in

this thesis are herein suggested.

The roughness fetch for the current work was deliberately chosen to be long enough
so that a fully-developed boundary layer could be generated. Nevertheless, given the
availability of the floating element friction balance, the effect of a short fetch of roughness
onto the skin friction generation would be a worthwhile exercise. It has has been shown
in § 4.3.2 that the influence of the Lego™ baseboard upstream of the bricks is irrelevant
in terms of the bulk properties, however an exploration of the effect of step-change in
roughness (similar to Cheng and Castro (2002a)) could prove fruitful for these reduced-

fetch cases.
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In the same line of investigation on short fetch of roughness, studying continuously
varying frontal and plan solidity walls (in the streamwise direction), would highlight the
interrelationship between the wall morphology and the adjacent flow. This could result
in mapping a threshold (in the (Ap, Ap) plane), at which the turbulence structure is
essentially independent from the surface morphology. In particular, it would be fascinat-
ing to explore through synchronised PIV acquisition whether, and to what extent, the
characteristic of the turbulence above the Lego™ baseboard are retained downstream in
the bricks’ region. A detailed analysis of what particular features of the turbulence are
transferred to the new morphology would be important. Time-resolved PIV could also

be employed to study the temporal evolution of these structures.

Finally, in the current quest for an unequivocal definition of a surface morphology, the
effect of a number of different parameters should also be tested. This includes further
studies on the geometry of the roughness morphology (with detailed analysis of the field
in the canopy layer), the introduction of different porosity roughnesses with the aim
of replicating natural environments (i.e. presence of trees), and the exploration into
flexible roughness to mimic the vegetation in pipes and river beds. An exploration into
the possibility of energy harvesting from turbulent flows is also an important line of

enquiry.




Appendix A

Smooth-wall

A.1 Introduction

Although this work primarily aims at comparing different types of rough morpholo-
gies, results for smooth-wall are here reported for the sake of completeness. Given the
importance of matching the Reynolds number, Re., to that of the rough-walls in exam-
ination, the smooth-wall experiment had to be carried out in a different facility. The
same order of magnitude Reynolds number could be recreated in this experiment (i.e.
Re; =~ 4000). A brief experimental facility and details summary is given in section A.2.
Similar analysis to that presented so far has been carried out on the smooth-wall case.
A brief description of the results (with particular focus on the main differences with
the respect of the rough cases) are herein introduced and discussed from section A.3.1

onward. Finally some conclusions are drawn.

A.2 Experimental facility and details

The smooth-wall experiment took place during 2013 at the R. J. Mitchell Wind Tunnel at
the University of Southampton and was carried out by the join effort of Dr. Roeland de
Kat and Dr. Grégoire Fourrié. The facility is a low-speed recirculating wind tunnel with
a working section of 10.5 m in length, with a 3.5 m x 2.4 m cross-section. Experiments
were conducted in nominally ZPG at approximately 15 m/s. 2D PIV measurements
were taken 7 m downstream along the test section and resulted in comparable resolution
(L on = 35) to the data sets presented herein. The reader is referred to Fourrie et al.
(2014) for further details.
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Figure A.1: Two-point correlation of (a) streamwise, (b) wall-normal and (c)
Reynolds shear stress fluctuations for smooth-wall case. Colorbar represents the
normalised correlation coefficient, Ry, Ry and Ry,. Flow is left to right.

A.3 Results and discussion

Following the same structure of chapters 4 and 5, results for the smooth-wall case are

next presented.

A.3.1 Velocity correlations

Firstly, two-point velocity correlations are presented. Figure A.1(a) shows streamwise
velocity correlations R,,/. As for the rough-wall cases, this results as a strongly elon-
gated forward-leaning structure, which represents the inclination of the vortex packets
that populate the boundary layers. When compared to the rough cases in figure 5.3(a),
both the streamwise and the wall-normal extents of this correlation are bigger for the
smooth-wall case. The streamwise velocity is still strongly correlated at y = § and extend
for almost 2§ in the streamwise direction, which is nearly 25% higher than the corre-
spondent extent for the rough-walls. This is in agreement with Krogstad and Antonia
(1994). Figure A.1(b) shows correlations of wall-normal velocity fluctuations. Similar
conclusions to the previous case can be drawn when comparing it to the rough cases
in examination (see figure 5.3(b)), where both vertical and horizontal coherencies result
bigger than in the rough counterpart. Finally, the Reynolds shear stress correlations is
plotted in figure A.1(c). A similar trend is registered, where the smooth-wall shows a

slightly more extended correlation when compared to the rough-wall (see figure 5.3(c)).

The inclination angle of streamwise velocity correlations is next inferred (Christensen
et al., 2005). Results for the smooth-wall cases are shown in table A.1. These values are
in the range reported in literature (Volino et al., 2007, 2009; Ganapathisubramani and
Schultz, 2011; Christensen et al., 2005; Head and Bandyopadhyay, 1981; Christensen and
Adrian, 2001; Adrian et al., 2000b; Tomkins and Adrian, 2003; Nakagawa et al., 2003).
Also reported in the same table is the inclination angle for the Ry, (inferred from figure
A.3(b)), which gives similar information about the turbulence organisation. Differences
between the two angles are present, however, the values are in the same range. It can

be concluded from this evidence, that the streamwise structure of the turbulence (i.e.
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possibly the vortex packets inclination) does not seem to depend of the wall morphology.

The smooth-wall case showed a similar inclination as the rough-walls examined herein.

Data set ag, , ar,,
SMOOTH 17° 13°

Table A.1: Ry and Rjp, inclination angles, ag , , and ag, , for the smooth-
wall case.

A.3.2 Velocity correlation length scales

The streamwise length scale, L, is shown in figure A.2(a). This results much bigger
than any of the rough-wall cases previously analysed (figure 5.10(a) & (b)). The smooth
case result up to 30% higher throughout the whole wall-normal range. This ties in well
with visual comparison of figures 5.3(a) & (b) and A.1(a), where the latter resulted in
much bigger correlated region. The wall-normal length scale, Ly, is presented in figure
A.2(b). This results in similar trends as in the previous case, with values for the smooth
cases being higher when compared to the rough cases (in figure 5.11(a) & (b)). Next, a
similar comparison is directed to the wall-normal correlation lengths, Ly, and Ly,
in figure A.2(c) & (d). The same conclusions as for the streamwise correlation lengths
can be drawn, the smooth-wall cases show an enhanced length scales extent, although
this is less pronounced than the previous case. Finally, Reynolds shear stress correlation
lengths, Ly and Ly, are shown in figure A.2(e) & (f). Again, the smooth-wall
case presents a bigger correlated region in both streamwise and wall-normal directions,
particularly closer to the wall. These results seem to suggest that the roughness act as

to degrade the region of correlated velocity.

A.3.3 Swirling strength analysis

Contours of the auto-correlation of the signed swirl strength, Rax, are next presented in
figure A.3 (a). Its shape is similar to the rough cases, whilst its extent, as for the velocity
correlations, is found to be bigger than in the previous surfaces in both streamwise and
wall-normal directions. For completeness Rj,s and Ra,s correlations are also reported
in figure A.3(b) &(c). The results for the smooth-wall resemble the rough-wall cases
in figure 5.18(a) & (b). The reader is referred to the latter for a the description of the

physical meaning of these shapes.

A.3.4 Population trends of vortices

Figure A.4(a) & (b) show the percentage of positive and negative swirl and the strength

of these non-zero structure respectively. The percentage of positive swirl is comparable
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Figure A.3: (a) Swirling strength correlation coefficient, Rxa, for smooth-wall
case. Outermost contour Ryn = 0.1, contour spacing 0.1. Contours of (b) Ry,
and (¢) R,y centred at y/d = 0.4 for smooth-wall case. Contour magnitudes
Raw = Rpay = 0.01,0.03,0.07,0.1; contour signs black, positive; grey, negative.

(a) (b)

30 T T T T 0.06
25+
0.04+
<20
< -
8 =
=51
0.02+
10+
5 : : : : 0 ‘ ‘ ‘ ‘
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 06 0.8 1
y/o v/o

Figure A.4: Population vortex trend in the (z,y) plane. (a) Percentage of
prograde (black) and retrograde (grey) vortex, (b) strength of prograde (black)
and retrograde (grey) vortices for smooth-wall case.

to the rough-wall cases (in figure 5.13(a) & (b)) with a peak reached in the near-wall
region, where the retrograde vortices populate up to 25% of the streamwise field. The
population of prograde vortices, on the other hand, is consistently lower than for the
previous rough cases in figure 5.13(a) & (b), with maximum values which only reaches
approximately 12% against the 14% in the previous cases. This is perhaps not surprising
giving that these vortices act against the mean shear. Also not surprising is the fact
that the vortical structures’ strength in the smooth-wall case results much lower than in
rough-walls. It is, in fact, intuitive to attribute some of this swirl to the presence of the
roughness elements. Nevertheless, the presence of non zero-swirl in the boundary layer
is merely constant across rough and smooth-walls - indication that some of the intrinsic
characteristic of the turbulence and its spatial organisation is indeed universal across

different surface morphologies.
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Dataset Field Ey Ey E3 Ey Es Y0 E; Y212 E; 055" | E;

SMOOTH («/,v/) 27 10 6 4 3 50 59 5
SMOOTH (/) 34 12 7 5 3 62 72 3
SMOOTH (/) 11 8 5 4 3 31 42 16

Table A.2: Fractional TKE, E; and cumulative TKE Z?:l FE; content versus
mode number. 0.5)"" | E; refers instead to the number of modes necessary to
resolve the 50% of the turbulent kinetic energy contained in the flow.

A.3.5 POD modes shape

To conclude this brief comparison between the smooth and the rough cases, a POD
analysis is presented. First the POD mode shapes derived from the combined (u/,v") field
are presented in the left column of figure A.5. These shapes closely resemble the rough-
wall cases (in both frontal and plan solidities in figure 4.13). Higher-order modes embed
information about progressively smaller structure in the flow. For completeness, POD
mode shapes derived by the analysis of (v') only field are also reported on right column
of figure A.5. These shapes present some differences in the higher-order modes when
compared to the rough-walls previously examined. This indicates that, as expected, the

(v") component is more sensitive to the surface morphology.

A.3.6 POD modes energy content

Perhaps of more use, is to compare the fractional and cumulative TKE across the differ-
ent modes that characterise the smooth-wall case. Results are summarised in table A.2.
When looking at the combined (u',v") field, on average much more energy is contained
in the first low-order modes in the smooth case. The lowest order mode reaches 27%
of the total TKE for the smooth case against only up to 18% and 19% for frontal and
plan solidity cases. A similar trend is found for POD modes calculated upon the stream-
wise velocity filed, where 34% of the CTKE is contained in mode 1 for the smooth-wall
against only 24% for the highest rough case. Similar conclusions can be drawn for the
wall-normal field. Also to be noted is that the number of modes necessary to recon-
struct the 95% of the CTKE in the smooth-wall case is much lower than the rough cases

(=~ 500). This confirms a spatially less complex flow.

A.4 Conclusions

Rough and smooth-walls boundary layers present numerous similarities in their spatial
organisation. These similarities manifest in the form of Reynolds stress and swirling
strength correlations and POD mode shapes. The fundamental structure of the bound-

ary layers is consistent with the mutual interaction of vortex packets producing high
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Figure A.5: First five low-order POD modes for smooth-wall case. POD modes
are calculated on the combined (v, v") field (left), solely upon (') field (centre)
and solely upon (v') field (right). Flow is left to right.
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and low-momentum regions. This is persistent across both rough and smooth-wall cases.
The inclination of streamwise velocity correlations is also found to be independent of

the surface morphology.

However, the main difference lies within the correlation length scales which are often
found to be reduced in both the streamwise and spanwise directions in rough-walls when
compared to the smooth case. Due to the higher complexity of the flow, higher-order
POD modes (particularly for the wall-normal velocity) often have different shapes and
energy contents in between rough and smooth-walls. Generally, more energy is contained
in the first few low-order POD modes of smooth-wall TBLs. This is because the small
scale structures progressively become more important when the wall becomes rougher.

This is also consistent with the lower correlation lengths that characterise the latter.




Appendix B

Stereoscopic data validation

B.1 Everson and Sirovich’s method

Reconstruction methodology based on “gappy” POD has been been shown to produce
superior estimations of the missing data, when compared to any other spatial interpola-
tion technique (Raben et al., 2012). Here the methodology highlighted by Everson and
Sirovich (1995) based on snapshots POD is applied. The reader is referred to the latter
for the technicality of the algorithm but a quick summary and an example is here given.

The algorithm follows the following steps:
1. the locations of the spurious vectors must be identified. This is achieved comparing
the vector in examination both with a local mean and its neighbours;
2. the location of the spurious vectors is stored in a “mask”;

3. the variable of interest is then modified based on the “mask” information so that

the spurious vectors are replaced by NaN (i.e. missing vectors);
4. POD is applied to this “gappy” data and a reduced model is formed;

5. the gaps (i.e. only the spurious vectors) are filled with information given by this

newly formed reduced model;
6. POD is applied to this reconstructed data set and the modal energy recorded;

7. the previous steps are repeated iteratively till convergency is reached in the modal

energy (i.e. the solutions at two subsequent iterations are less that 10™*% apart).

Figure B.1 shows an example of the results following the procedure discussed herein. In
particular figure B.1(a) shows the original data set, where spurious vectors are visible
at the bottom of the image. Figure B.1(b) shows the same vector field after the “mask”

is applied, here spurious vectors are replaced by empty vectors. Finally, B.1(c) shows
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Figure B.1: (a) Streamwise velocity vector field from PIV with spurious vectors.
(b) “Gappy” vector field where the spurious vectors are removed after applying
the mask. (c) Reconstructed vector field after Everson and Sirovich’s (1995)
procedure is applied. Flow is left to right. Example case LF5.

the reconstructed velocity field after Everson and Sirovich’s (1995) technique is applied.
Here the spurious vectors have disappeared and a validated reconstruction was used to
fill the gaps, recreating a seamless vector field.
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