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UNIVERSITY OF SOUTHAMPTON

ABSTRACT

FACULTY OF ENGINEERING AND THE ENVIRONMENT

Master of Philosophy

NOISE GENERATION AND PROPAGATION WITHIN AN AIRCRAFT

AIR DISTRIBUTION SYSTEM

by Michael Sanderson

The flow in an air distribution system is heavily affected by the wide range of complex

components used to control the air. The complexity of the system inevitably leads to

increased turbulence and interaction between flow over different components. The work

presented in this thesis aims to provide improved understanding of the way in which these

interactions occur and the effect that they have on the noise produced in the system. For

this purpose, a series of simulations have been performed on a clean duct and ducts with

single and double orifices using a Reynolds averaged Navier-Stokes turbulence model.

These simulations allowed for an investigation of the velocity and turbulent kinetic

energy fields within the duct and the effect of the separation distance of the orifice

pairs to be quantified. Further work was conducted on a single orifice configuration,

where the turbulence levels upstream of the orifice were controlled using a ring placed at

varying separation distances from the orifice. The effect of the varying turbulence levels

on the pressure fluctuations, turbulence and noise sources was investigated using large

eddy simulation. The presence of additional upstream turbulence, produced by the ring,

was seen to increase the turbulence levels and pressure fluctuations downstream of the

orifice. The noise source was investigated for all separation distances between the ring

and orifice and was found to be dominant in a region close to the upstream corner of

the orifice on the upstream face. The propagation of both existing noise and the noise

produced by the orifice were investigated in the plane wave range for a single orifice. In

the first investigation, sound waves were introduced in the duct upstream and allowed

to propagate through the orifice. Following this, idealised sound sources were placed

on the surface of the orifice in a position corresponding to the previously identified

dominant noise source. The upstream and downstream propagation of this source was

then quantified and showed that the effect of the orifice causes a slight predominance of

the propagation in the upstream direction, primarily at lower frequencies.
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Chapter 1

Introduction

1.1 Background and motivation

In the vicinity of the world’s major airports, there is a conflict between the needs of the

local residents and the needs of the aircraft operators. The noise produced by aircraft at

these airports is a topic of discussion and has been for many years. Significant progress

has been made in reducing the noise pollution of modern aircraft [9], however, much

still remains to be done and this fact is well recognised by the aerospace community.

Self-imposed goals have set targets on the reduction of air pollution and noise emissions

in the future and are regularly updated as progress is made [10, 11]. The current driving

goals have set a target of a reduction of 65% in the noise radiated by aircraft close to

airports by the year 2050, when compared to the relative noise in 2000.

With air travel becoming an ever more commonly used method of transport, there is

also a desire to make the passenger experience as comfortable as possible. Following

large reductions in engine noise, through the development of the turbofan engine, the

application of high bypass ducts and serrated nozzles, one of the current focuses for

this improvement is in interior noise reduction. One of the primary sources of cabin

noise is the air distribution system (ADS), which, whilst required for ventilation, can

also be a source of annoyance for passengers. The ADS is responsible for controlling

the aircraft environment, through air-conditioning and pressurization of the cabin. It

is a complex system comprised of many modules, which must be capable of providing

equal air distribution throughout the cabin, despite varying distances to the air supply

unit. There are three main components which make up an ADS; the mixing unit, ducting

system and the air-outlet assemblies into the cabin area. A schematic of the ADS system

within the front part of a two deck aircraft is shown in Figure 1.1.

Noise within the ADS comes from two primary sources. The first of these is the driving

machinery, such as the motors and compressors, which will produce and radiate noise

throughout the duct system. All of the components within the ducting will influence

the sound propagation via scattering (reflection, transmission and damping of acoustic

1
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Air risers

Supply ducts to passenger overhead oulets

Cabin air
mixing
unit

Heat exchangers

Ram air inlet

Cabin air outlets

Figure 1.1: Schematics of the ADS in the front part of the aircraft for a two deck
aircraft.

waves), an effect known as the passive acoustic properties of the component. The second

source of noise is flow generated noise. This is caused by the bluff body components,

such as de/humidifiers, straighteners, silencers and orifices (see Figure 1.3) producing

acoustic waves through interaction with the air flowing through the ducting. The noise

produced by these sources is known to vary greatly when interacting with the wake shed

from other components upstream.

Orifice placement

Silencer

Air outlet

Main cabin ducting
To riser ducting

Figure 1.2: Schematics of two typical orifice designs used within an aircraft ADS.

One of the critical components within the ADS, and one of the most widely studied is the

flow orifice. This is a simple device, with the primary purpose of providing a reduction

in pressure within a section of ducting, in order to adjust the mass flow rate to each air

outlet (other uses may be as a flow rate meter or a device to restrict flow). An orifice

provides a temporary constriction in the ducting, resulting in an increased flow velocity

and a reduction in pressure. Within an ADS, orifices will be placed at junctions, where

it is desired that the flow is split to direct air around the cabin, see Figure 1.2. In a

well designed ADS, the orifices will ensure that the same volumetric flow rate of air will

reach all passengers, regardless of their seating position relative to the mixing unit. The

positioning of the orifice within the ADS tends to be close to the air outlets into the

cabin, and therefore, close to passengers. Due to installation constraints, it may not

always be possible to reduce the noise sufficiently using a silencer and this can lead to

increased noise levels within the cabin.
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(a) Clean duct (b) Single hole orifice

(c) Straightener (d) Multi hole orifice

(e) Bend

Figure 1.3: Schematics of typical components within an aircraft ADS.

In an effort to improve cabin acoustics, analytical, experimental and numerical ap-

proaches have been previously used to investigate the acoustic properties of an ADS.

In industry, the most commonly utilised methods of noise prediction are empirical and

semi-empirical models, which can provide fast and relatively accurate results, when the

flow conditions and geometries are similar to those from which the models were devel-

oped. However, these methods face difficulties when a highly turbulent incoming flow

is present. Despite some semi-empirical methods providing accurate results in uniform

steady flows, there can be a under-prediction of up to 20dB in the predicted noise levels,

when a highly turbulent incoming flow interacts with in-duct components. Currently,

there is no cost-effective method for predicting the noise of a full ADS when subjected

to varying levels of incoming turbulence [12].

1.2 Research objectives

In order to reduce the noise produced by and propagated through an aircraft ADS,

it is important to understand the acoustic properties of the components within the

system. The aim of this work is to establish a better understanding of how turbulence

and noise interact with in-duct components of an ADS. This will include a fundamental

investigation of the physical mechanisms governing the noise generated by an orifice in a

clean flow and the mechanisms governing the additional noise produced when a turbulent
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incoming flow is present. The foundation for the improvement of our understanding

is numerical simulations, which provide a valuable tool for giving an insight into the

flow and noise generation mechanisms, even in areas where it is difficult to perform

experimental measurements. Specifically, the work in this thesis can be broken down

into the following sections:

• Initial case studies are performed on clean duct, single orifice and double orifice

configurations. An unsteady Reynolds averaged Navier-Stokes (RANS) solver is

used to estimated the velocity and turbulent kinetic energy field in the wake of

components. The separation distance between orifices in the double orifice con-

figuration is varied, and the effect of this is quantified in terms of the turbulence

field in-between and in the wake of the orifices.

• Investigations into the noise generated by a single orifice plate with a clean inflow

and varying incoming turbulence levels. The noise generation mechanism of the

orifice self noise (the mechanisms with no incoming turbulence) is identified. The

turbulence levels upstream of the orifice are varied using a turbulence generating

physical body, which allows for the noise generation mechanism from the additional

turbulence to be identified.

• Noise propagation studies of the noise sources identified on the surface of the orifice

have been conducted using a linearised Euler Equations solver. The sound sources

are idealised as monopole and dipole sources placed onto the orifice faces and the

upstream and downstream propagation is quantified.

• Noise propagation studies have also been conducted to determine the passive acous-

tic properties of the single orifice configuration. This investigation analyses the

transmission and reflection of various frequency downstream propagating plane

waves by orifices of varying internal diameter. Furthermore, the effect of mean

flow, wave amplitude and orifice thickness have been quantified.

1.3 Main contributions

The contributions from this work are as follows:

• Investigation of the effect of varying separation distances, between ADS compo-

nents, on the turbulence levels and turbulence generated sound sources within the

duct. Identification of the critical separation distances for maximum production

of turbulence.

• Application of Curle’s analogy to the solid surfaces of an orifice geometry in a fully

developed duct flow in order to identify the source distribution of the orifice self

noise. Estimated the relative strength of the sound sources on different parts of

the orifice face and the duct walls.
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• Systematic investigation into the effects of varying levels of additional turbulence

on the noise generation by a ducted orifice. Upstream turbulence levels are quan-

tified, using the turbulence intensity and length scales, and linked to the noise

produced by the orifice. Curle’s analogy is applied to the solid surfaces of the ori-

fice geometry to identify the source distribution of the additional noise produced

by turbulence.

• Propagation of orifice noise sources is studied using idealised sound sources placed

onto the face of the orifice. Propagation is characterised in terms of the frequency

of the source on the face.

1.4 Thesis outline

This thesis is organised as follows: Firstly, an extensive literature review is provided

in Chapter 2. This includes a review of duct flows, orifice flows and jet flows and

the governing equations of fluid motion and sound generation. The literature review

is followed by a description of the computational methodology and numerical methods

associated with flow and turbulence modelling in Chapter 3. A brief overview of the

experimental data used for validation is also presented. Chapter 4 details simulations of

the interactions between components of an ADS and the effect this has on the velocity,

turbulence and sound fields near to the components. Chapter 5 details simulations of the

noise generated by a single orifice encountering varying levels of incoming turbulence.

Chapter 6 focuses on high-order computations of the scattering of sound by the orifice.

This includes an investigation of the propagation of sound sources from the orifice faces

and of downstream travelling sound waves introduced upstream of the orifice. Finally,

conclusions are drawn and future work is suggested in Chapter 7.





Chapter 2

Literature Review

2.1 Introduction

In this chapter, a comprehensive literature review, relevant to the current research topic,

is presented. This includes a discussion of the previous work into duct flows, free and

confined jets, and orifice sound generation and propagation. A critical review of turbu-

lence generation methods is also presented.

2.2 Duct flow

A pipe which is free of obstructions represents a relatively simple aerodynamic flow. For

flow entering a pipe, either after an obstruction or from another component, there is a

region where the flow develops from its initial state, to a fully developed flow profile.

This distance is known as the entrance length and is depicted schematically in Figure

2.1. As the flow moves through the pipe, viscous effects cause the mean velocity profile

to change with streamwise distance, until the boundary layer has grown to fill the pipe,

where the flow is deemed to be fully developed. At this point, the mean flow properties

are independent of the streamwise location. The typical entrance length for a turbulent

duct flow is approximated by [13]:

Lx
D

= 4.4Re
1
6
D (2.1)

where Lx is the streamwise distance at which the flow becomes fully developed, D is

the duct diameter and ReD is the Reynolds number based on the duct diameter. The

requirement for fully developed flow is important in many analytical and semi-empirical

models for the aerodynamic and acoustic fields within a duct flow [14, 15].

The friction between the flow and the walls causes a loss of the kinetic energy of the

flow and induces a pressure drop along a section of duct. The theoretical pressure drop

7
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δ
Inviscid core

Entrance region Fully developed

Entrance length, L

D

Figure 2.1: Schematic showing the development of the flow along the streamwise length
of the duct, from uniform flow at the inlet to its fully developed state.

through a clean pipe containing a fully developed incompressible flow can be calculated

using the friction factor estimated from a Moody’s chart [16]:

∆p =
ρ∞ffLu

2
∞

2D
(2.2)

where ∆p is the total pressure drop, ρ∞ is the upstream mean density of the fluid, ff

is the friction factor which depends on ReD, L is the length of the duct, u∞ is the bulk

fluid velocity and D is the duct diameter.

2.3 Axisymmetric free jets

Jet flows have been extensively studied both experimentally and theoretically. This type

of flow has applications in a wide range of industrial systems including combustion, jet

propulsion and cooling systems. The following section provides a brief overview of the

main characteristics of free axisymmetric jet flows.

An axisymmetric jet is produced when a fluid passes through a circular nozzle into an

external fluid which can either be stationary (like in jet engine flow) or co-flowing (like

a co-flowing exhaust pipe in a river). At the exit of the contraction, the jet forms a

high velocity core, separated from the ambient fluid by a thin axisymmetric shear layer.

Initially, nozzle jets have a top hat velocity profile which develops with downstream

distance. The thin shear layers which are present in the top hat jet profile flows (ap-

proximately 5% of the jet diameter [17]) are unstable to incoming perturbations of any

azimuthal mode number and wave number [18], which grow exponentially due to the

Kelvin-Helmholtz instability process (caused by the presence of an inflectional point in

the mean streamwise velocity distribution). From this process, large scale vortical struc-

tures are formed within the shear layer, which merge together as the jet travels further

downstream. The shape and characteristics of these structures are heavily dependent on

the initial disturbances. It has been seen that the initial disturbance level has a strong

effect on the development of the mean jet characteristics, while the initial shear layer

thickness shows a weaker effect [19, 20]. It has also been shown that transitional shear
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layers, as opposed to fully turbulent shear layers, result in higher amplitude, organised

disturbances close to the nozzle exit [21]. This is caused by a larger amplification of the

the axisymmetric disturbances, giving rise to quasi-periodically spaced, axisymmetric

rings of concentrated vorticity.

Potential core

Shear layer

D x

Axial velocity profile
Nozzle

Edge of the jet flow

Figure 2.2: Schematic representation of the development of a jet from an axisymmetric
nozzle.

Figure 2.3: Shadowgraph image of the instability of a round jet. One diameter down-
stream of the nozzle exit, the image shows instability of the shear layer, the formation of
vortex rings and the transition to turbulence. Image taken from Landis and Shapiro [1].

The merging of vortical structures within the shear layer results in a significant growth

of the shear layer thickness in the radial direction, both towards the outside and towards

the centreline of the jet. The growth means that the shear layer reaches the jet axis

at a distance of approximately 4-5 diameters from the nozzle exit, see Figures 2.2 and

2.3. The region inside the axisymmetric shear layer is called the jet potential core and

is characterised by an unchanged axial velocity.

The preferred mode of a jet is defined as the vortex passage frequency at the end of the
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potential core. This mode can be described by its non dimensional frequency (Strouhal

number), St = fD/u∞, where f is the frequency, D is the nozzle diameter and the u∞

is the bulk velocity at the jet exit. Experimental data in literature places this over quite

a broad range (0.25 < St < 0.85), which can be attributed to the variation of the initial

shear layer instability frequency [22], upstream noise coming from the experimental set-

up, which may cause a wide range of frequencies to be highly amplified [23], and to the

importance of measurement location [24].

Further downstream, in the intermediate region of the jet, the large scale coherent

structures interact with each other. Eddy structures within the shear layers engulf fluid

from the external environment and increase the entrainment activity [25]. As the flow

approaches the end of the potential core, the helical instability becomes increasingly

important and dominates within the fully developed region [26]. This is in contrast to

the initial region, where for the first 2-3 jet diameters downstream, the axisymmetric

modes are dominant [27, 28] and the two modes are seldom seen to coexist. As the

axial distance increases, the helical structures moves radially outwards [25] and increase

the jet spreading due to local ejection of turbulent fluid and bulk entrainment of the

ambient fluid.

In the fully turbulent region, after approximately 20 diameters downstream from the

nozzle exit, the mean velocity profiles exhibit a self-preserving behaviour. The width of

the jet increases linearly with streamwise coordinate and, due to conservation of axial

momentum, the velocity along the jet centreline decays as x−1. However, the turbulence

intensity profiles require a much larger downstream distance before reaching the self-

preserving state, which is especially true of the radial and tangential fluctuations. This

can be explained by considering that energy is directly transferred from the mean flow

to the streamwise fluctuations, whereas the transfer of energy to the other components

occurs through the pressure-strain terms [23]. This means that it can take around 50-70

diameters for the jet to truly be considered self-preserving. The process described above

holds for both laminar and turbulent jet flows.

In axisymmetric free jet flows, the production of sound is governed by turbulent fluctu-

ations. When the initial shear layer emanating from the nozzle is laminar, a significant

proportion of the sound spectra is generated by the pairing of vortices within the shear

layer [29, 30]. When the turbulence intensity within the initial shear layer is increased,

the vortex pairing noise is seen to be reduced [29, 31]. The same effect is seen for a thicker

shear layer [32]. At low Reynolds numbers, jet noise is seen to be dominated by tones

within the spectra, however, as the Reynolds number is increased, the broadband noise

from turbulence is seen to drown out the fundamental jet tone and its harmonics [33].
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2.4 Aerodynamics and acoustics of orifice plates

Orifices find many uses within industrial applications, including flow rate measurement,

pressure reduction and flow restriction. When utilised in an ADS, the primary function

of an orifice plate is to control the pressure within a section of the ADS. An orifice plate

consists of a thin plate with an opening through which a fluid may flow. There are

two common sharp edged circular orifice designs; single hole and multi-hole as shown in

Figure 2.4. In the case of the single hole orifice, the opening is usually concentric with

the outer ducting.

(a) Single hole orifice (b) Multiple hole orifice

Figure 2.4: Schematics of two typical orifice designs used within an aircraft ADS.

2.4.1 Orifice jets and confined jets

When a fluid approaches the opening of an orifice, the pressure is increased slightly

upstream of the plate. As it accelerates to pass through the reduced area of the orifice,

the pressure decreases and a jet flow appears. The pressure of the fluid downstream

of the orifice is decreased. The jet reaches its minimum diameter at a small distance

downstream of the opening, known as the vena-contracta. The location of the maximum

velocity falls at x/h ≈ 2.9 (where h is the radial height of the orifice, taken as D−d
2 ),

after which the centreline velocity sees a local minima at approximately x/h = 59 [7].

The jet flow and development of the shear layers within an orifice flow show differences

to that of a nozzle flow. Firstly, the initial velocity profile within an orifice flow is

saddle-back, rather than the top-hat profiles noted in nozzle flows. Furthermore, the

shear layers are seen to be thinner than in a nozzle jet. Coherent structures have been

identified in all previous orifice jet studies. These structures were shown to have a

higher energy content in the orifice jet [34], but be less well defined [35]. The shape of

the structures was found to be similar, although the orifice jet had a higher degree of

three dimensionality, which was attributed to the separation from the sharp edge of the

orifice and due to the thinner shear layer which is less stable. For an orifice jet, it was

found that higher initial turbulence intensity levels reduced the strength and occurrence

of the coherent structures [35].
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A confined jet, such as a ducted orifice jet, displays a number of critical differences to

that of a free orifice jet. The primary difference is that the length scale of a confined jet,

increases with downstream distance until the geometry prevents any further spreading.

From this point, the jet length scale is fixed to the size of the confinement [36]. Secondly,

contrary to the convective instability of a free jet, confined jets often exhibit periodic

oscillatory patterns, due to the high sensitivity of shear layers to incoming disturbances.

This can lead to strong self-sustained oscillations for impinging shear layers and jets.

2.4.2 Orifice aerodynamic flow features

The flow through an orifice is characterised by regions of separated flow both upstream

and downstream of the plate as shown in Figure 2.5. Upstream of the orifice, divergence

from the fully developed mean profile is seen at distances of less than x/D = -1.84, with

a fully developed profile still being present at x/D = -3.77 [7]. Upstream separation

is located at approximately x/h ≈ -0.46. Downstream of the orifice, the jet is seen to

reattach at x/h ≈ 10 - 11.4 [7, 37–39]. Secondary separation is also seen on the rear

face of the orifice, where the reattachment point is located at x/h ≈ 1.94. The location

of these separation and reattachment points are weakly dependent of the velocity of the

flow. The maximum backflow velocity is seen at a location of x ≈ xR/2 (with xR being

the primary recirculation length) where values approach 30% of the centreline velocity.

Secondary separation

Primary
separation

Recovery
region

Fully
developed

Upstream
orifice
influence

Upstream separation

Fully
developed

Figure 2.5: Schematic of the typical flow features found in orifice flows.

At downstream distances greater than the reattachment length, the mean velocity pro-

files show the mass flow displacing towards the centreline, followed by a displacement

towards the wall and finally approaching the fully developed profiles by x/D = 48.96.

The variation of mass flow distribution along the axial direction follows the changes in

the radial centrifugal force to which the fluid is subjected, which is caused by the reversal

in streamline curvature between points upstream and downstream of the reattachment

point [7].
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Further downstream of this point, the velocity continues to drop and the pressure within

the ducting continues to increase. The differential in pressure across the orifice is propor-

tional to the square of the velocity and is derived from Bernoullis equation by assuming

a steady, incompressible flow with no losses:

ṁ = KAo
√

2ρ∞(p1 − p2) (2.3)

where ṁ is the mass flow rate, Ao is the orifice area, ρ∞ is the mean upstream fluid

density and p1 and p2 are the upstream and downstream static pressures, respectively.

In reality, there is a permanent pressure drop across an orifice, caused by frictional and

turbulence losses within the fluid. The losses vary with the Reynolds number and are

accounted for using a flow coefficient, K:

K =
C√

1−
(
d
D

)4
(2.4)

where C is the coefficient of discharge, relating the actual mass flow rate to that of an

ideal nozzle, which expands an identical fluid from the same initial conditions to the

same exit conditions. For orifices at relatively high Reynolds numbers, the coefficient of

discharge is seen to converge to approximately 0.59-0.62 [40].

2.4.3 Orifice sound generation

The acoustic field created by a ducted orifice geometry is a complex interaction between

the flow generated in the nearfield of the orifice and the interaction of the wake with

the surrounding walls. The sound power radiated by an orifice is seen to be a function

of the internal diameter of the orifice and the Mach number [41]. Holmgren [41] found

that the relationship between the sound power and the internal orifice diameter scaled

between u4.5
i - u7.5

i , which reflects the different relative strengths of the sound sources

based on the internal orifice diameter.

There is some debate over the dominant noise generation mechanism for a ducted ori-

fice, however, all previous work does agree that the noise generation is of dipole type,

suggesting that there are mechanisms which exert unsteady forces on the walls and play

a major role in the noise generation [14, 42]. There have been proposals of two main

mechanisms for generating noise from an orifice geometry. The first of these, suggests

that the unsteady forces on the orifice itself is the primary cause of the noise generation.

From Curle’s theory, it is known that the strength of a dipole is related to the fluctuating

force acting on the solid body. However, as it is difficult to measure the fluctuating force

experimentally, the assumption is often made that the fluctuating force is proportional

to the steady force and hence the pressure drop across the component.
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Using the above assumptions, Ribner [43] estimated the sound power radiated from an

unsteady force field induced by a solid body in a flow field by relating the acoustic

power to the steady hydrodynamic force. Gordon [15, 44] was able to make use of this

relationship, by obtaining the characteristic frequency of the unsteady force on a spoiler

and orifice by measuring the flow speed near in-duct elements and the thickness of the

wake induced by the elements. It was observed that when a spoiler was inserted into the

duct that the broadband noise radiated from the exit plane was increased. Furthermore,

the sound power was seen to change from a u8
i law, to a u6

i law with the presence of the

solid body. The source location for this additional noise was noted to be on or near to

the spoiler. It was also observed that the total sound power generated by the spoiler

could be related to ∇p3 and this relation held for a range of spoiler geometries. The close

proximity of the spoiler to the exit plane of the duct does however limit this relation to

cases where the downstream pressure can be assumed atmospheric.

Nelson and Morfey [14] also investigated the flow induced noise of a rectangular duct

with spoiler using the pressure drop method. In this experimental setup, the spoiler was

placed far from the end of the duct. The spoiler and the turbulence it produced were

modelled as a distribution of dipole sources, the strength of which was determined using

the fluctuating force acting on the spoiler. The fluctuating force was estimated from the

steady drag force expressed in terms of the drag coefficient, which was a function of the

pressure drop. The sound power was seen to vary with u4
i - u6

i depending on the cut-on

frequencies of the modes. This change of power law value across the frequencies shows

similarities to the properties noted by Davies and Ffowcs-Williams [45], although the

values are different, due to the assumptions of dipoles and quadrupoles, respectively.

The work of Nelson and Morfey has been extended to include other in-duct components

where the sound generation mechanism is similar. Oldham and Ukpoho [46] noted that

if the open area ratio and the characteristic dimension of the components were input to

Nelson and Morfey’s model, the method was capable for predicting flow induced noise

from all kinds of duct elements. In general though, the collapse is seen to be quite poor;

within 20dB at low frequencies and only slightly improved at high frequencies.

A limited number of attempts have been made to link the unsteady forces on the face of

the orifice to the noise spectra using computational methods. Åbom[47] investigated the

sound radiated by a ducted thin orifice plate and suggested that the main sound source

was the pressure fluctuations on the plate. Results at different flow speeds were seen

to collapse with the scaling laws suggested by Nelson and Morfey [14]. Cissoni et al.

[48] also agree with this conclusion, finding that for flow around a ducted teeth shaped

obstacle, the frequencies of the fluctuating force on the surface of the obstacle were the

same frequencies seen in the farfield spectra.

The second mechanism proposed is that the turbulent jet from the orifice, creates pres-

sure fluctuations due to the fluctuating forces from its interaction with the duct walls [49].

It has been shown that turbulent flow produces noise most efficiently in the presence of
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an obstacle, such that the sound is not produced where the turbulence is formed, but

instead is produced where the turbulence interacts with the solid obstacle [50]. This

theory was confirmed in model experiments [51], however, the sound source when no

obstacle was present in the duct was not clearly identifiable. This second mechanism

becomes more important at higher Mach numbers, especially when the jet Mach number

exceeds unity, due to the additional noise produced by moving shock waves. It has also

been suggested that the breakdown of coherent jet structures before the jet reattached

to the wall may be a significant noise source [52]. A broad peak in the spectra was

found to be related to the randomness of the breakdown process of the deformation and

acceleration of the coherent jet column structures.

Additional directly radiated noise is produced due to the unsteady motion of the jet

structures, as discussed in Section 2.3, however, this noise only appears as narrowband

tones and is dominated by the dipole noise over most of the noise spectrum. The

connection between the turbulent structure of the jet and the noise produced during the

interaction with obstacles is a point which is still subject to research. The tonal noise

can be attributed to a number of feedback mechanisms, the best known of which is very

similar to that introduced for cavity flows [53]. Upstream travelling disturbances (either

hydrodynamic fluctuations or acoustic waves, depending on the problem) caused by the

impingement of a shear layer or jet stream on a solid body, interact with the original

shear layer introducing additional disturbances. This causes further structures to form

which convect with the mean flow until they too impinge on the downstream body. This

feedback then triggers a new set of upstream travelling disturbances, thereby inducing

a resonance loop. The period of these excitations for a high speed jet flow was found

to match the time it takes for a structure to convect downstream, plus the propagation

time for an acoustic wave to travel back to the nozzle exit [54].

Additional feedback mechanisms have been described that are possible without impinge-

ment, such as where the downstream vortex roll up and vortex merging was sufficient

to induce disturbances in the shear layer at a nozzle exit [55]. Other mechanisms in-

clude the feedback loop caused by the upstream convection of disturbances, from the

jet interaction with the wall, within the recirculation region behind an orifice [56], the

periodic impingement of vortices from the orifice jet on the duct wall [49], the flapping of

the jet within the confined duct [57] and, a particularly relevant mechanism for ducted

orifices, where feedback caused by acoustic reflections within the ducting can lead to

strong self-sustained oscillations, known as whistling [58, 59]. Whistling is related to

the creation of an acoustic pulse from the interaction of vortices with the orifice plate,

which then reflects from the boundaries of the geometry and comes back to strengthen

the creation of new vortices on the orifice plate. Whistling is mainly important for thick

plates, due to the increase in frequency when using a thin orifice plate which pushes

the noise outside the frequency range of interest [24]. It should be noted that all of the

feedback mechanisms are in some way connected to the confinement of the jet, where
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the wavelength of the self-sustained oscillations is always connected to the impingement

length [60].

The studies listed so far do not make any attempt to account for the interaction noise

produced when two in-duct elements are placed at a sufficiently close distance. In this

case, the turbulence in the wake produced by the upstream element will interact with the

downstream element creating additional interaction noise. Mak [61] developed an equa-

tion for the prediction of sound generation by multiple elements in close proximity in a

low speed duct. An additional term was introduced into Nelson and Morfey’s [14] equa-

tion to account for the coherence and phase difference between the two spoiler sources,

the distance between sources and the ratio of the mean drag forces. This equation

contained a number of parameters which needed to be obtained through experiment,

making the method difficult to apply. The method was further extended by Han [62]

who modified terms within Mak’s equation to account for interaction between more ad-

ditional elements, unfortunately further complicating the model. Mak and Au [63] have

recently attempted to develop a model, based on numerical results, for the prediction

of the sound power level generated by a spoiler using the turbulent kinetic energy field

in the nearfield. However, their results show an insensitivity to the inlet turbulence

intensity when varied from 1-25% which appears be the result of insufficient upstream

mesh density or incorrect specification of the physical structure of the turbulence at the

inlet boundary.

One possible explanation for the interaction noise may be impingement noise from the

upstream turbulence. When a highly turbulent fluid stream impinges upon a surface,

additional unsteady forces are produced which radiate sound in the form of an acoustic

dipole [64]. A number of papers have studied the effect of the noise generated by

impingement and have found that the turbulence intensity [65, 66] and the length scale

of the turbulence [67, 68] have a direct affect on the interaction noise. The noise produced

by an impinging jet is seen to increase as the distance between the nozzle and the plate is

decreased [69]. The noise is suggested to be from two mechanisms, firstly, the impinging

of large coherent structures on the downstream body and secondly, the initial instability

of the shear layer [70]. When a streamlined body is introduced into a turbulent jet

flow, a similar increase in noise is found. Paterson and Amiet [71] found that even at

relatively low turbulence intensity levels (TI ≈ 5%), the noise from incident turbulence

dominated the turbulent boundary layer noise, the stall noise and the vortex shedding

noise in an aerofoil flow. It was again noted that the turbulence intensity and length

scale were critical parameters governing the noise increase.

There have been a series of computational studies focusing on multiple in-duct ele-

ments placed in tandem. However, the vast majority of these computational studies

have focused on the validation of numerical methods using the challenging orifice geom-

etry [72–74]. Despite performing experiments and making comparisons to the computa-

tional work, these papers do not directly contribute to the improved understanding of
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orifice flows and the interaction noise created by tandem in-duct elements. One com-

putational study has attempted to characterise the interaction noise mechanisms [12].

A double orifice configuration with varying separation distances between the orifices

was simulated with LES. There was a link seen between the noise and the eddies shed

from the upstream orifice, which developed and impinged on the downstream orifice

face. The impingement of upstream turbulent eddies on the surface of a body was also

described as a cause of additional surface pressure fluctuations in a turbulent boundary

layer containing roughness elements. [75].

2.4.4 Orifice sound propagation

The sound propagation characteristics of an orifice are known as the passive properties

of the orifice. When a sound wave is propagating through an orifice, part of the wave is

reflected and part of the wave is transmitted to continue its propagation downstream.

In the mouth of the orifice, some of the acoustic energy is absorbed as it is converted to

vorticity at the sharp corners of the orifice [76].

When there is no mean flow present, the acoustic problem is linear and only small

amounts of vorticity are created within the thin boundary layer next to the inside edge

of the orifice. When the amplitude of the sound waves increases, the problem become

non-linear and the absorption of acoustic energy is increased as alternate vortex shedding

appears from the orifice edges. These vortices convect downstream at the speed of sound

before being dissipated.

When a mean flow is introduced in the ducting, the vorticity which is generated on

the inside edge of the orifice will be convected at the mean flow velocity. The mean

flow also introduces acoustically induced vortex shedding into the linear problem. This

vortex shedding cycle has been studied previously [77, 78]. It is seen that vorticity is

generated around the upstream face of the orifice reaches its maximum magnitude as

the flow through the orifice changes direction. At this point, the vorticity is shed as a

vortex from the downstream face. The vortex is only seen to convect a short distance

downstream before it is dissipated. The sound absorption was found to take its maximum

value when M < 0.2 and for an orifice diameter to duct diameter of 0.3 [79, 80]. This

was found to be valid for frequencies below the first circumferential cut-off frequency.

The absorption of energy was seen to be higher with low frequency incident waves and

the transmission and reflection coefficients were found to be strongly dependent on the

orifice internal diameter and frequency [77].

The linearity of the scattering problem has been shown to depend on the mean flow rate,

where the absorption significantly increases with increasing flow rate [78]. Non-linear

effects at low Mach numbers have also been reported when the magnitude of the acoustic

velocity fluctuations exceed 10% of the mean velocity in the orifice [59].

In the plane wave frequency range, below the first cut-on mode, models have been

developed to account for the scattering by thin orifice plates [47, 81]. The scattering is
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seen to be heavily dependent on the Mach number and the ratio of the area at the vena-

contracta to the orifice area. The scattering in both models was found to be frequency

independent and showed that as the Mach number is increased, the reflection coefficient

increases and the transmission coefficient decreases.

2.5 Incoming flow turbulence generation

The primary objective of this work is to identify a link between the incoming turbulence

levels and the noise produced by components of an ADS. Therefore, a method must

be found to ensure that sufficient turbulent fluctuations can be produced and that the

magnitude of the fluctuations can be controlled. Furthermore, it is important that any

noise produced by the generation method is small in comparison to the noise produced by

the orifice. Within this section, the advantages and disadvantages of different turbulence

generation methods will be discussed in terms of their suitability for the current problem.

In fluid flows, especially for convection driven flows, the inflow boundary conditions can

have a significant effect on the results. Under certain conditions, it is safe to assume that

the flow within the domain can only be weakly linked to the turbulent characteristics

of the inlet. This occurs when the turbulent features produced by the body of interest

are much stronger and of larger scale than those present at the upstream boundary.

However, when there is little distinction between the scales of the inflow and body

generated turbulence, then the accuracy of the inflow specified scales becomes critical

[82].

Ideally, a turbulent inflow boundary condition would be capable of producing a velocity

distribution with spatial scales that vary between the mesh sizing and the integral length

scale of the problem in question. Furthermore, these fluctuations should satisfy the

constraints of the governing equations, and be divergence free, so as not to introduce

any acoustic disturbance. When it is desirable to use turbulent inflow conditions, it is

important to find a physically reasonable and computationally effective turbulent inflow

method.

There are a number of different methods for developing turbulence, most of which are

applicable to internal flows. The simplest and cheapest method is to superimpose ran-

dom velocity fluctuations onto the mean inlet profile. Whilst this method is simple, it

does not reproduce the physical structure of turbulence and the fluctuations are rapidly

damped due to their lack of structure [82]. The simple random signal quickly becomes

laminar as it convects downstream [83]. Another easy method for generating turbulence

is to use a lengthened inlet region, upstream of the body of interest, to develop the flow.

Jarrin et al. [84] suggested that the minimum theoretical distance for developing a tur-

bulent flow from a laminar flow, in an LES simulation, is 110δh for a plane channel flow

(δh is half the depth of the channel). For the ADS ducting, it would be unreasonably

computationally expensive to use such a long upstream length to develop the flow.
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Instead of creating a long inlet region, with all of the computational expense that this

entails, in certain cases it is possible to employ a recycling method, whereby the flow

from some plane within the simulation is mapped back on the inlet of the domain. There

are three major recycling methods; periodic boundary conditions, pre-computed and in-

ternal mapping methods. Periodic boundary conditions, allow for temporally developing

flows, such as homogeneous isotropic turbulence, to develop when given sufficient simu-

lation time. This method can be useful for simulations of ducting where no components

are present (e.g. clean ducts), however, when a component is introduced to the system, a

downstream length of greater than the entrance length is required to ensure the flow can

fully develop before re-entering the component of interest. Whilst the entrance length

may be sufficient for developing the mean velocity profile, the turbulence generated by

the component may persist further downstream and cause interactions with the compo-

nent as the flow is cycled through the system. Therefore, this method is only suitable

for repeating geometries or where it is appropriate to approximate infinite lengths in

the directions in which these boundary conditions are used. Pre-computed recycling,

involves recording data from a plane within a fully developed periodic simulation and

updating this saved information onto the inlet of the main simulation. The drawback

of this method is large amount of data storage and the additional overheads of apply-

ing this new boundary information regularly. The internal mapping method employs a

scaled mapping of the velocity field from a plane in the interior of the domain onto the

inlet plane, where scaling is used to enforce a specified mean flow rate. The mapping

introduces the possibility of intensifying errors as the flow circulates between the inlet

and the sampling plane, as well as spurious periodicity in the streamwise direction due

to a repeating inflow condition [84, 85]. Although when used correctly, the outcome is

very similar to the pre-computed methods, with a significant improvement in efficiency.

Another commonly used method is turbulence synthesis, which generates turbulence by

superimposing artificially generated fluctuations on the statistically averaged proper-

ties. Synthetic methods do not have the same drawbacks of disturbance amplification

and periodicity as the recycling methods, due to the random motions being inherently

unperiodic. This method has been used on a range of applications including turbulence

in urban environments [86] and upstream turbulence in a wind turbine application [87].

There are some disadvantages to these methods, in particular the need for experimen-

tal or DNS data of the structure of the flow to be given as input conditions, and that

in some cases, there is a large unwanted pressure signature left by the addition of the

turbulence which can dominate and corrupt the smaller pressure fluctuations associated

with noise.

A final method of turbulence generation is to introduce a physical body into the flow up-

stream of the region of interest to introduce realistic turbulent fluctuations into the flow.

Admittedly, this is a method commonly used in experimental techniques and receives

relatively limited attention in computational studies due to the wide range of inflow con-

ditions discussed above. However, when it is desirable to perform a direct comparison to
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experimental data, where a similar method is used, it would be advantageous to explore

the use of the same method. In general, there are two main experimental methods for

increasing turbulence: uniform grids and fractal grids. Grids in general effect the flow

in two ways [88]. Firstly, the turbulent spectrum is altered based upon the size of the

eddies in the flow relative to the dimensions of the grid. Secondly, the wake of the grid

contributes turbulent energy to the flow at high frequencies. Both of these effects pro-

duce a flow which is characterised by good homogeneity and isotropy. Fractal grids are

seen to produce the same effect but, due to the range of length scales, produce turbulent

eddies across a larger range of scales, better distributing the turbulent kinetic energy

and resulting in a slower decay rate [89]. Placing a grid within a duct can complicate the

turbulence generation mechanisms, particularly if the grid dimensions are large relative

to the duct geometry. This inhibits the formation and growth of turbulent eddies due

to the close proximity to the duct wall and can also be influenced by the growth of the

boundary layer downstream of the grid [88]. The major advantage of this method is

the simplicity of the implementation, however, this is inevitably at the expense of in-

creased computational cost due to the larger domain size and cell count when including

an additional physical body.

2.6 Summary

Overall, this literature review has highlighted a number of gaps in the understanding

of orifice sound generation. There are two primary noise sources mentioned in previ-

ous papers, however, no clear consensus exists throughout the literature. Furthermore,

whilst the understanding of the noise sources for a single orifice is limited, there is even

less known about the sources and mechanisms behind interaction noise. Further work

is required in this area to resolve these issues.
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3.1 Introduction

The primary aim of any computational aeroacoustic method is to predict the acoustic

characteristics at a specified observer location, whether this be in the nearfield or the

farfield of the body of interest. The aerodynamically generated noise and its propagation

can be predicted using numerical methods to solve the governing equations of fluid mo-

tion and noise propagation. Within this chapter, the research methodology surrounding

the use of numerical methods for solving the governing equations of fluid motion and

sound propagation will be discussed, in terms of their issues and limitations, how they

deal with turbulence modelling and the specific details of the numerical solvers, includ-

ing boundary conditions and numerical schemes. Furthermore, a brief description of

the computational software that is utilised and the methods used for validation of the

computational results will be presented.

3.2 Governing equations of fluid motion

The governing equations of fluid motion take a number of forms depending on the amount

of physics which needs to be included to provide a good approximation of a specific

problem. Within this section, the Navier-Stokes, Euler and Linearised Euler governing

equations are introduced, which form the basis for the computational methods utilised

in this work.

3.2.1 Navier-Stokes equations

The equations governing the motion of a fluid, including the acoustic behaviour, are the

compressible equations of the conservation of mass, momentum and energy, commonly

known as the Navier-Stokes equations. In conservative form and in the absence of body

forces, the equations can be written using a standard index notation as:

21
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∂ρ

∂t
+
∂ρuj
∂xj

= 0, (3.1)

∂ρui
∂t

+
∂

∂xj
[ρuiuj + pδij − σij ] = 0, (3.2)

∂ρe0

∂t
+

∂

∂xj
[ρuje0 + ujp− uiσij + qj ] = 0, (3.3)

where ρ is the density, t is the time, ui is the velocity component in the ith-direction, xi

is the coordinate component in the i-direction, p is the static pressure, σij is the viscous

stress tensor, qi is the heat flux component in the ith-direction and e0 is the total energy

per unit mass which is equal to e0 = e + ukuk
2 . In order to close the conservation

equations, the equation of state is required. Assuming that the fluid can be treated as

an ideal gas, the equation of state takes the form:

p = ρRgasT, (3.4)

where Rgas is the specific gas constant and T is the absolute temperature. In Newtonian

fluids, such as air, it can also be assumed that the fluid motion is a linear function of

the strain, i.e. gradients of the flow state variables. The viscous stress tensor represents

the stress due to fluid motion, and is given by:

σij = 2µ(Sij −
1

3
Skkδij), (3.5)

where µ is the dynamic viscosity, which is a function of the temperature, δij is the

Kronecker delta function which equals 1 when i=j and 0 otherwise, and Sij is the rate

of strain tensor, defined as:

Sij =
1

2

(
∂ui
∂xj

+
∂uj
∂xi

)
. (3.6)

The heat flux is assumed to follow Fourier’s law:

qj = −Kh
∂T

∂xj
, (3.7)

where Kh is the heat conductivity, which is a function of temperature.

3.2.2 Euler equations

There have been a number of notable simplifications made to the Navier-Stokes equa-

tions, to produce further sets of governing equations, applicable to a smaller and more

specific range of fluid flows. One of these simplifications leads to the Euler equations,
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which are essentially the Navier-Stokes equations with zero viscosity and without the

heat flux terms. It is also assumed that the flow is isentropic, such that no heat is added

and no energy transformations occur due to friction or dissipative effects. In conserva-

tion form and using standard notation, the mass, momentum and energy equations of

the Euler equations can be written as:

∂ρ

∂t
+
∂ρuj
∂xj

= 0, (3.8)

∂ρui
∂t

+
∂

∂xj
[ρuiuj + pδij ] = 0, (3.9)

∂ρe0

∂t
+

∂

∂xj
[ρuje0 + ujp] = 0, (3.10)

The Euler equations can be applied to incompressible and compressible flows by as-

suming that the divergence of the velocity field is zero. This can also be applied as an

additional constraint when used in conjunction with an appropriate equation of state

(see Eq. 3.4).

3.2.3 Linearised Euler equations

In many cases, sound propagation is minimally affected by viscosity and sound pertur-

bations are so small, that their contribution to the convection velocity of the meanflow

is negligible. These two assumptions mean that sound propagation can effectively be

described by the Linearised Euler Equations (LEE). As discussed further in Section 3.5,

the magnitude of acoustic waves is normally many orders lower than the mean flow

variables and can be easily damped by the solver. This method of linearisation helps

to maintain the accuracy of the propagating acoustic wave by solving only for the per-

turbed variable field. The LEE can be derived from the Euler equations by decomposing

the flow variables into their mean and fluctuating components as follows:

ui = ūi + u
′
i,

p = p̄+ p
′
,

ρ = ρ̄+ ρ
′
,

e0 = ē0 + e
′
0,

(3.11)

where · indicates a mean quantity and the superscript ′ indicates a fluctuating com-

ponent. Decomposing each of the fluid properties and assuming that products of per-

turbations are so small that they can be neglected, we arrive at the Linearised Euler

Equations:
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∂ρ
′

∂t
+

∂

∂xj
[ρ̄ūj + ρ̄u

′
j + ρ

′
ūj ] = 0. (3.12)

∂

∂t
[ρ̄u

′
i + ρ

′
ūi] +

∂

∂xj
[ρ̄ūiūj + ρ̄ūiu

′
j + ρ̄u

′
iūj + ρ

′
ūiūj + p̄δij + p

′
δij ] = 0, (3.13)

∂

∂t
[ρ̄e
′
0 + ρ

′
ē0] +

∂

∂xj
[ρ̄ūj ē0 + ρ̄ūje

′
0 + ρ̄u

′
j ē0 + ρ

′
ūj ē0 + ūj p̄+ ūjp

′
+ u

′
j p̄] = 0, (3.14)

By assuming zero mean flow (ūi=0) the linearised Euler equations reduce to:

∂ρ
′

∂t
+
∂ρ̄u

′
j

∂xj
= 0. (3.15)

∂ρ̄u
′
i

∂t
+

∂

∂xi
[p̄+ p

′
] = 0. (3.16)

∂ρ̄e
′
0

∂t
+

∂

∂xj
[ρ̄u

′
j ē0 + u

′
j p̄] = 0. (3.17)

3.3 Governing equations of the aerodynamic sound analo-

gies

This section describes the fundamental theories of aerodynamic noise generation. These

are known as acoustic analogies and allow the propagation of sound waves to be sepa-

rated from their generation. This is made possible by the assumption that the acoustic

perturbations caused by the sound waves are so small in comparison to the mean flow

acoustic perturbations, that their feedback to the mean flow can be neglected. The

first acoustic analogy was derived by Lighthill [90] with extensions made to include the

presence of solid boundaries by Curle [91] and arbitrary convective motion of the source

by Ffowcs-Williams and Hawkings [92].

The sources of aerodynamic sound can be divided into three categories, which are all

caused by different underlying flow phenomena. The sources are termed monopole,

dipole and quadrupole and these sources are described briefly below.

A monopole sound source corresponds to sound generation by a fluctuating volume force.

This can occur when there is unsteady mass injection into the volume or at high Mach

numbers, where non-isentropic flow fluctuations are present.

A dipole sound source corresponds to sound generation by a fluctuating surface force.

For stationary surfaces, this may be caused by aerodynamic features such as unsteady

flow separation, vortex shedding or the impingement of vortices and eddies on a surface.
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Dipole sources are also present with moving surfaces, such as an aircraft passing through

a non-uniform flow field.

Finally, quadrupole sound sources correspond to the sound generation by turbulent

fluctuations within the freefield flow. This type of noise is broadband in the same way

as turbulent fluctuations, however, this tends to be a weak source, especially at the low

Mach numbers considered here.

Sound sources may be described as compact if the acoustic wavelengths generated by

a body are small in comparison to the characteristic length of the sound source. This

means that for an observer in the acoustic farfield, the retarded time between the surface

sources is negligible and the sound appears to radiate as a point source. For a compact

source, lower frequency acoustic waves tend to be relatively unaffected by the shape

of the geometry, whereas the scattering of higher frequency waves tends to be heavily

influenced.

3.3.1 Lighthill’s equation

Lighthill’s equation [90] provides a mathematical descriptor of the non-linear source

terms arising from unsteady flow interactions, as depicted in Figure 3.1. The equation is

derived from the Navier-Stokes equation by taking the temporal derivative of Equation

3.15 and subtracting the spatial derivative of Equation 3.16. This results in a wave

equation on the left hand side (LHS) and a distribution of equivalent sound sources on

the right hand side (RHS). This equation only applies to flows without solid boundaries

meaning that the equation doesn’t take into account reflection, diffraction, absorption or

scattering and a clear line of sight must exist between source and observer. Furthermore,

the medium is assumed to be stationary and the frame of reference is fixed with respect

to the undisturbed medium. In order to predict the sound produced by unbounded

flows, the equations are derived by comparing the exact equations of fluctuating fluid

motion, to those of a uniform acoustic medium at rest. The differences give the effect

of a fluctuating external force field acting and radiating sound.

Assuming the acoustic perturbations are small, the sound speed is constant and the

relationship between acoustic pressure and density in the acoustic farfield is given by

p
′

= a2ρ
′
, the wave equation can be written as:

∂2p
′

∂x2
i

− 1

a2

∂2p
′

∂t2
=
[
∇2 − 1

a2

∂2

∂t2

]
p
′

= 0, (3.18)

from which Lighthill’s inhomogeneous wave equation is given:

[
a2∇2 − ∂2

∂t2

]
ρ
′

= − ∂2Tij
∂xi∂xj

, (3.19)
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Turbulent flow
Equivalent distribution of
quadrupole sources

Figure 3.1: Schematic of the distribution of quadrupole source terms in turbulent
flow [2].

where the left hand side is the linear wave equation and the right hand side represents a

quadrupole source distribution corresponding to a finite region of rotational flow in an

unbounded flow with no solid boundaries given by the Lighthill stress tensor, Tij :

Tij = ρuiuj + Pij − a2ρ
′
δij , (3.20)

where Pij is the compressive stress tensor:

Pij = p
′
δij − σij . (3.21)

These equations suggest that freefield turbulence, such as that created from a jet, is a

weak sound source, especially at low Mach numbers. The sound pressure level of noise

produced by the quadrupole term is proportional to u8
i [90], known as Lighthill’s eighth

power law.

3.3.2 Curle’s equation

Lighthill’s theory was extended by Curle [91] to include the effect of solid boundaries

on the sound field. The solid body introduces reflection and diffraction effects as well

as generating an additional dipole noise source. This is depicted in Figure (3.2). The

far-field sound pressure generated by this noise generation mechanism is a result of the

fluctuating force acting on the solid surface.

The presence of solid bodies within the flow is accounted for using a function fs which

surrounds the surfaces and takes negative values inside the surface and positive values

outside the surface. This is then applied to the governing equations using a Heaviside

function, H̃(fs), which takes the value of zero when the function fs < 0 and takes a

value of 1 when fs > 0. Then, following the same procedure as in the derivation of
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Turbulent flow
around cylinder

Equivalent distribution of
dipoles and quadrupoles

Figure 3.2: Schematic of the distribution of quadrupole and dipole source terms in the
flow around a stationary cylinder.

Lighthill’s equation, Curle’s equation can be derived from the Navier-Stokes equations

as:

[
a2∇2− ∂2

∂t2

](
H̃(fs)ρ

′
)

= −∂
2(H̃(fs)Tij)

∂xi∂xj
+

∂

∂xi

[
(Pij+ρuiuj)

∂H̃(fs)

∂xj

]
− ∂

∂t

[
ρui

∂H̃(fs)

∂xi

]
,

(3.22)

where the terms on the RHS represents the contributions from the quadrupole, dipole

and monopole source terms, respectively. The latter two source terms are distributed

over the body and result from the production of sound from the unsteady forces exerted

by the body on the fluid and the volume pulsations of the body, respectively. It has been

demonstrated that the sound pressure field produced by the pressure dipole sources is

equivalent to the scattering of the volume quadrupole sound field by the body [93]. As

before, the frame of reference is fixed with respect to the stationary fluid through which

the acoustic waves propagate.

For the dipole term, the sound pressure level is proportional to u6
i [94]. Therefore, at

low Mach numbers, the acoustic power generated by the dipole source term is larger

than the quadrupole source term by a factor of 1
u2

. This means that for typical aircraft

approach speeds, where airframe noise is dominant, it is possible to neglect the volume

integral of the Lighthill stress tensor.

3.4 Governing equations of sound propagation in cylindri-

cal ducts

The sound field present in a uniform duct, with rigid walls, varies with the frequency of

the propagating sound wave. At low frequencies, when the cross-sectional dimensions are

much smaller than the wavelength of the sound, only plane waves can propagate, from



28 Chapter 3. Research Methodology

which it can be assumed that the sound field is essentially one-dimensional. In many

applications, this is a reasonable approximation, however, as the frequency increases,

higher order modes are able to propagate though the duct, creating a highly complex

acoustic field.

The propagation of sound waves in a stationary medium is governed by the wave equa-

tion, given here in one-dimensional space and Cartesian coordinates:

∇2p′ − 1

a2

∂2p′

∂t2
= 0, (3.23)

where p′ is the acoustic pressure, a is the speed of sound and t is the time. Due to

the nature of the geometries considered in this work, it is necessary to express the

wave equation in terms of cylindrical coordinates (r, θ, z, where r is the radial distance

from the centreline of the duct, θ the angle relative to the horizontal axis and z is the

streamwise direction along the duct), noting that 0 ≤ r ≤ R and 0 ≤ θ ≤ 2π (see Figure

3.3):

∂2p′

∂r2
+

1

r

∂p′

∂r
+

1

r2

∂2p′

∂θ2
+
∂2p′

∂z2
− 1

a2

∂2p′

∂t2
= 0. (3.24)

This equation is obtained using the conservation equations (see Section 3.2) by assuming

that the pressure variations are small and by neglecting the effects of viscosity and

thermal conduction.

θ z
r

Figure 3.3: Schematic of of the cylindrical coordinate system for a clean circular duct.

By introducing the wavenumber κ = 2πf
a = 2π

λ , where f is the frequency and λ is the

wavelength, another form of the 1-D wave equation, known as the Helmholtz equation,

is given:

∂2p′

∂r2
+

1

r

∂p′

∂r
+

1

r2

∂2p′

∂θ2
+
∂2p′

∂z2
+ κ2p′ = 0. (3.25)

It is assumed that the time-harmonic solutions of the acoustic pressure are separable in

r, θ and z, such that the acoustic pressure in the duct can be expressed as:

p′(r, θ, z, t) = pr(r)pθ(θ)pz(z)e
j2πft, (3.26)

where pr, pθ and pz are the radial, circumferential and streamwise components of the

acoustic pressure, respectively.
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By separating the variables, applying the rigid wall boundary conditions and noting the

orthogonality of the Bessel function, the solution for the acoustic pressure field in a

cylindrical duct can be written as:

p(r, θ, z, t) =
∞∑

m=−∞

∞∑
n=0

AmnJm(κrmna) cos(mθ + θm)(pmn+

ej(2πft−κzmnz) + pmn − ej(2πft+κzmnz)).

(3.27)

where κrmn and κzmn are the radial and streamwise wavenumbers respectively, Jm are

the Bessel functions of the first kind with circumferential order m, n is the radial mode

number and f is the frequency.

The condition for the propagation of energy of an acoustic mode is that the wavenumber

κzmn must be real, otherwise the wave will decay exponentially with distance and is

known as an evanescent wave. Therefore, the mn mode will only propagate if:

2πfR

a
> αmn, (3.28)

where R is the duct radius. The first roots of the derivative of the Bessel function (αmn)

are given in Table 3.1. At low frequencies, only the fundamental mode will propagate,

m = n = 0 (plane wave propagation, where the pressure is uniform across the duct

for all values of z). As the frequency increases, additional modes will propagate. The

frequency at which a mode begins to propagate is known as the cut-off frequency of the

mode, fc:

fc =
αmna

2πR
. (3.29)

n/m 0 1 2 3 4

0 0 1.8412 3.0542 4.2012 5.3175

1 3.8317 5.3314 6.7061 8.0152 9.2824

2 7.0156 8.5363 9.9695 11.3459 12.6819

3 10.1735 11.7060 13.1704 14.5858 15.9641

Table 3.1: First roots of j′nm of the derivative of the Bessel function J′
m(κra) for non-

negative integer values of m and n.

Each term in Equation 3.27 represents a mode. Each value of m represents a spinning

mode and each value of n represents a radial mode. The modes corresponding to m =

0 are axisymmetric.

The mode number m, is equal to the number of pressure maxima when viewed from the

end of the duct, or the number of starts on the spiral ‘screw thread’ [3]. For each mode,

the pitch of the spiral angle depends on the frequency. As the frequency is reduced

towards the cut-off value, the axial wavelength increases. To accommodate this, the

pitch of the spiral waves increases to the point that the wave fronts are spinning around
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Direction of propagation

Wavelength

r

θ z

Acoustic waves

(a) Plane waves

Axial wavelength

Direction of propagation

(b) Spinning mode above cut-off frequency

Direction of
propagation

(c) Spinning mode at cut-off frequency

Figure 3.4: Schematic of plane waves and higher order modes propagating in a cylin-
drical duct [3].

right angles to the axis of the duct. The shape of propagation of the modes also varies

with streamwise distance, an example of which is given in Figure 3.4.

For each value of n, there exists a coaxial nodal cylindrical surface. The nodal lines of

the first nine higher order modes are presented in Figure 3.5. For all modes, the nodal

lines represent a position where the acoustic pressure is zero, with the sign of the area

indicating the phase relation. The total sound power transmitted in the duct can be

obtained as the summation of the sound power transmitted by each mode.

Analytical estimations of the sound field generated within a straight hard-walled clean

square duct were produced by Davies and Ffowcs-Williams [45]. The sound field gen-

erated by large scale turbulence within the duct was seen to scale with u6
i . This was

also true of the small scale turbulence below the first cut-on frequency, due to the fact

that at low frequencies only the plane waves propagate. At very high frequencies, all

the modes were excited and the turbulence radiated in the same way as it would in

free space. Thus, at these high frequencies, the sound power increased with u8
i . The

importance of mode cut-on ratio was also noted in the acoustic power produced by a

turbofan engine [95].
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Figure 3.5: Schematic of the first nine higher order modes, where the nodal lines rep-
resent a position of zero acoustic pressure and the sign of the area indicates the phase
relation [4].

3.5 Computational issues and limitations

There are fundamental differences between the challenges and needs of aerodynamic

and acoustic problems. Therefore, whilst it is natural to try to adapt the methods

of Computational Fluid Dynamics (CFD) to the numerical problem of the generation

and propagation of sound, there are a number of characteristics of aeroacoustic problems

which must be understood and accounted for, for this to be a viable solution. Within this

section, the demanding nature of aeroacoustic problems will be discussed to highlight

some of the difficulties that must be overcome in order to achieve accurate acoustic

predictions.

One of the main differences between typical computational fluid dynamics and computa-

tional aeroacoustic (CAA) problems, is the time dependent nature of acoustic generation

and propagation. In most aircraft noise problems, such as airframe and jet noise, there

can be a large spectral bandwidth (e.g. 100Hz-20kHz) containing high frequency acous-

tic waves. Furthermore, there is a large disparity between the acoustic waves and the

mean flow, where the acoustic pressure and density fluctuations can be as much as four

orders of magnitude smaller than the mean flow properties. In low order simulations,

the acoustic perturbations can be smaller than the magnitude of the error between the
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exact and the computed mean flow solution. This has led authors in the past to suggest

that the the acoustic solution could be hopelessly corrupted by numerical noise [96].

Typically, in aerodynamic problems, flow features decay quickly in the wake, and the

region of interest extends only in the direction of the downstream propagating flow fea-

tures. In aeroacoustic simulations, however, there is a requirement that the solution

is uniformly accurate throughout the computational domain. In order to achieve this,

and to predict the correct wavelength and amplitude of the propagating acoustic waves,

the numerical schemes employed must be almost free of numerical dispersion, dissipa-

tion and anisotropy errors and must have very low numerical noise [97]. Numerical

dissipation, which is built into low order conventional CFD codes to help flow solutions

converge, has the effect of damping acoustic disturbances. This problem is most appar-

ent for upwinding and blended schemes (combined upwind and central difference), which

are unsuitable due to their high levels of inherent dissipation. Therefore, schemes used

to predict acoustic behaviour should be central differencing schemes as these contain

no numerical dissipation. However, whilst this is desirable for the wave propagation

properties of the code, it can lead to unphysical dispersion and undamped growth of nu-

merical oscillations in the solution. These numerical oscillations can present themselves

due to either the incorrect definition of the case (boundary/initial conditions and mesh

topology) or non-linear flow features within the solution field [98]. Central differencing

schemes are conditionally stable depending on the cell Reynolds number:

Recell =
ucellhmax

ν
(3.30)

where hmax is the maximum dimension of the cell in the three coordinate directions and

ucell is the velocity within the cell. At high Reynolds numbers, or in some practical

applications, it is not always possible to achieve sufficiently small cell Reynolds numbers

to prevent oscillations. Therefore, additional numerical filtering is often employed to

minimise this problem.

To ensure high levels of accuracy throughout the domain, there are two options; increased

mesh refinement or increased accuracy of numerical schemes. If mesh refinement is used

to overcome this problem, there is a requirement for a very fine computational grid,

capable of resolving high frequency acoustic waves. Previous studies have suggested

a resolution of between 6-20 PPW [17, 99–101] is required for accurate resolution of a

sound wave, however, this is dependent on the order of accuracy of the code and the type

of cells being used. The accuracy problem can also be solved using high order numerical

schemes which require a smaller number of cells to resolve the same wavelength, although

they tend to be more unstable and require higher levels of filtering.

Another issue with the slow decay of acoustic waves is that in many cases, the dis-

turbances reach the boundaries of the computational domain. Therefore, due to the

finite size of the computational domain, special treatments are required at the artificial

boundaries, to ensure that acoustic disturbances (upstream and downstream travelling
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waves in subsonic flows) leave the domain with minimal reflection. Ideally, the compu-

tational domain would be large enough such that the flow at the boundaries is steady,

however, this is not always possible due to the large computational cost. The governing

equations of motion allow acoustic, vortical and entropy disturbances to propagate and

therefore, inlet and outlet acoustic boundary conditions must be able to deal with these

three types of waves. This is additionally challenging when considering that the acoustic

disturbances will propagate at the sum of the speed of sound and the mean convective

flow velocity, whereas the vortical and entropy waves will be convected with the mean

flow.

In aeroacoustic simulations, convergence and stability are not the only requirements

for producing an accurate numerical solution. Additionally, the timestep size must be

chosen based on the highest frequency wave of interest. As with the spatial resolution,

the number of timesteps per period (TPP) depends on the order accuracy of the temporal

scheme, with authors in the past recommending 10-20 TPP [74, 100] for a second order

time marching scheme. The Courant-Friedrichs-Lewy (CFL) condition [102] provides a

stability criteria for the numerical solution of certain partial differential equations. In

order to ensure stability of the numerical solution solved using an explicit numerical

scheme, the timestep size must be less than the time taken for a wave (in aeroacoustics,

this is an acoustic wave travelling at the speed of sound plus the convection velocity)

to travel to the adjacent grid point. In one dimensional space, the CFL condition takes

the following form:

CFL =
a∆t

∆x
(3.31)

where ∆t is the timestep size and ∆x is the change in the spatial coordinate (grid size).

When using explicit time stepping schemes, the CFL number must remain below unity

throughout the simulation domain. Implicit timestepping uses an iterative steady-state

like procedure to calculate the flow field at the subsequent time, allowing for solution

stability when the maximum CFL values within the domain exceed 1. The maximum

stable CFL number depends on the particular implicit scheme being used.

A range of simulation methodologies are available to study noise generation and prop-

agation problems. These methods generally fall into two categories: direct and hybrid

approaches. Methods that aim to compute both the unsteady flow field, sound gen-

eration and sound propagation are known as direct noise methods, where the acoustic

fluctuations are propagated by the code up to the desired observer location. The com-

putational cost of this type of method is large, meaning that simulations are restricted

to moderate Reynolds numbers and relatively simple geometries such as jets [103, 104]

and vortex rings [105]. The main advantage of these methods is that details of the

physical mechanisms driving the sound generation may be revealed. It is possible to

extend direct noise computations to the farfield by enlarging the computational domain

and solving a simpler set of governing equations, such as the LEE, within this extended
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region. However, the difficulty then arises to ensure the accurate and stable transfer of

information at the grid interface between these sets of equations [106].

Hybrid methods aim to predict the farfield noise through the use of a separate calculation

for noise propagation. This method involves calculating the unsteady flow field from a

CFD calculation which then provides the sound sources for one of the acoustic analogies

discussed in Section 3.3. The method then requires the choice of a Green’s function

to describe the effect of the field into which the sound is propagating and the careful

consideration of the sampling location of the sound sources. If a solid surface is sampled

to provide the sound sources, the quadrupole terms from the acoustic analogy will be

neglected, however if a porous surface is used, which will include the quadrupole terms,

it is possible that vorticity in the wake of the component can produce artificial noise

when it convects through the off-body surface. Authors in the past have noted a strong

sensitivity to the position and shape of the integration surface [107] and have attempted

to understand the controlling parameters, including removing downstream faces, where

the contamination from the wake convection is seen to be strongest [108].

The fact that most aeroacoustic propagation problems are linear, explains the signif-

icant use of linearised governing equations, for solving these problems at a reduced

computational cost. For these solutions to be valid, the acoustic perturbations must

be significantly smaller than the mean flow properties. Typical linear problems include

the propagation of sound within a uniform media in the presence of reflecting surfaces,

barriers, absorbing walls and ducts. There are cases, particularly at higher Mach num-

bers, where non-linear acoustic effects will be seen. This includes the near field of

high speed jets, sonic boom propagation through atmospheric turbulence and problems

which involve the scattering of non-linear disturbances into sound, such as airframe and

rotorcraft noise [109].

The Linearised Euler equations (see Section 3.2.3) with source terms can be used to solve

a range of general wave propagation problems [110, 111]. The issue with the LEE is the

hydrodynamic instabilities which appear when used to solve sheared mean flows. This

occurs when the growth of vortices within the shear layers are not damped by viscosity

or non-linearities as they would be physically. Methods have been proposed to improve

the stability of the LEE in sheared flows, such as the removal [112] and filtering [113] of

the gradient terms within the LEE. An alternative method is the Acoustic Perturbation

Equations (APE) [114], which were derived from the LEE with source terms. These

equations have the advantage of improved stability, but due to their derivation for vor-

ticity generated sound, they tend to be more suited to problems of that nature. In the

propagation problems with source terms, both the mean flow and the source terms are

input to the equations. This allows for better separation of the source mechanisms and

convection and refraction effects and means that the methods are capable of identifying

sound sources within a flow, such as a hybrid LES/LEE of a forward-backward facing

step [115] and a hybrid LES/APE simulation of a jet [107].
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A number of specific issues regularly appear in computational studies of orifice flows

and similar geometries such as backward facing steps. It has been frequently noted that

studies on this type of geometry where the separation location is fixed (denoted as type

II in [116]), tend to overpredict the fluctuating component of the velocity within the

recirculation regions and shear layers [12, 72, 117–119]. Furthermore, Sengissen et al.

[72] highlighted that it was not sufficient to perform a validation to ensure accurate wall

pressure spectra predictions, based only on the mean and fluctuating components of the

velocity field. An overprediction of up to 5dB is also regularly seen in the comparison

of pressure spectra from DES and LES simulation with experimental data [120–124].

Part of this error is attributed to the difference in the length of the experimental and

computational signals. It has been shown that these errors can be reduced by shortening

the experimental spectra to the same length as that of the computational signal [121].

Further difficulties include predicting the correct pressure drop through the orifice [12],

defining the correct inflow conditions [125, 126], and predicting the reattachment point

for geometries with fixed separation locations [115, 127]. Panjwani et al. [118] noted

that the accuracy of a BFS simulation is a complex mix of the mesh, turbulence model

and inflow conditions.

Singer and Guo [128] highlight the fact that much of the work performed on predicting

radiated noise levels is not validated properly using experimental data. It is only very

recently, with collaborative projects such as the CADWIE [129], LAGOON [130] and

Gulfstream [131] programs, that experimental data has been made more widely avail-

able. This has helped to highlight deficiencies in many of the state of the art codes

used in the aerospace industry. Furthermore, the majority of simulations still neglect

installation effects, scale effects and model fidelity, causing many of the same errors seen

in experimental testing.

3.6 Turbulence modelling

In contrast to laminar flows, which are smooth and deterministic, turbulent flows are

unsteady, chaotic and three-dimensional in nature and can only be characterised by their

stochastic properties. The transition from laminar to turbulent flow occurs when the

inertial forces (non-linear terms of velocity) becomes strong enough compared to the

viscous forces. This ratio is described by the Reynolds number:

Re =
ucLc
ν

, (3.32)

where uc is the characteristic velocity of the flow, ν is the kinematic viscosity and Lc is

the characteristic length scale (e.g. diameter of the duct). In theory, laminar flow can be

maintained within a pipe up to infinite Reynolds numbers, however, perturbations are

always present in reality and transition usually occurs at Reynolds numbers of O(103).
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Compared to laminar flows, turbulent flows are much more diffusive, leading to increased

mixing of flow, heat transfer and friction. The presence of a solid boundary has a large

effect on the turbulence within a flow and is a site for generation of fresh turbulence.

The presence of the walls also limits the growth of eddies based on their proximity to

the surface of the wall.
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Figure 3.6: Schematic showing regions within a turbulent boundary layer.

A turbulent boundary layer shows three distinct regions [132] (see Figure 3.6) which can

be distinguished by the normalised wall distance:

y+ =
uτy

ν
(3.33)

where uτ is the friction velocity, y is the distance from the wall in the normal direction

and ν is the local kinematic viscosity of the fluid. Within a turbulent boundary layer,

Prandtl [133] noted that there is a thin region close to the wall which is dominated by

the effects of viscosity and the viscous shear stress at the wall. Within this region, known

as the viscous sublayer, no turbulence exists, as the turbulent velocity fluctuations are

suppressed by the effects of viscosity. The mean velocity profile within this region has

a universal form which follows the law of the wall: u+ = y+ and extends to a distance

of y+ ≈ 5 away from the wall. The effects of turbulence begin to be seen in the range

5 < y+ < 30, where the laminar and turbulent motions coexist in the buffer zone or

blending region. Between the blending region and the outer layer, the length scale of

the eddies within this region are a function of their distance to the wall and have a

mean velocity given by the log-law of the wall [134]: u+ = 1
κv

log y+ + Aconst, which is

governed by the characteristic roughness of the surface. At distances further from the
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wall, known as the outer region, the influence of viscosity becomes negligible and the

size of the large eddies become independent of Reynolds number.

Turbulent flows are characterised by a large range of scales of motion and contain eddies

ranging from the smallest viscous scales to the largest integral length scales. The energy

is distributed throughout the range of scales, however, most of it is contained within

the large scale eddies, where the energy is supplied by the mean flow. The size of these

energy containing eddies is dependent on the geometry of the problem and the nature of

their formation. Energy is transferred from larger eddies to smaller eddies through what

is known as the energy cascade. At the smallest scales of motion, the kinetic energy of

the smallest isotropic eddies is converted into heat by the effects of viscosity.

In the region between these scales lies the inertial sub-range, which contains eddies

characterised by their inertia and the transfer of energy to successively smaller scales.

Within this range, the spectrum of the turbulent kinetic energy is seen to be independent

of the effects of viscosity (depending only on the wavenumber, κ, and the rate of energy

dissipation per unit volume, ψ) and can be described by E(κ, ψ) = Ckκ
−5/3ψ2/3, giving

a slope proportional to κ−5/3 (see Figure 3.7). Ck is a universal constant of the order of

1.5.
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Figure 3.7: Schematic showing the ranges defined within the turbulent kinetic energy
spectrum.

The high Reynolds number flows associated with most simulations of practical interest

mean that direct numerical simulation (resolving all scales of turbulent motion), where

the cost is proportional to Re3, is not practical. In order to make the computational

cost more manageable, the Navier-Stokes equations can either be averaged or filtered.

These methods reduce the computational cost by modelling some of the scales within the

turbulent energy spectrum (see Figure 3.8), however, they both introduce extra terms
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Figure 3.8: Schematic of the turbulence kinetic energy spectrum showing the resolved
and modelled regions of the various turbulence modelling approaches used to approxi-
mate the spectrum. κc indicates the cut-off wavenumber of the LES filter.

into the governing equations which need to be modelled in order to close the system of

equations.

3.6.1 Reynolds averaged Navier-Stokes modelling

The Reynolds Averaged Navier-Stokes equations (RANS) are time averaged equations

of motion for fluid flow. In order to derive these, the quantities within the Navier-

Stokes equations (see Section 3.2.1) are decomposed into their mean and fluctuating

components:

Φ = Φ̃ + Φ
′′
, (3.34)

where Φ
′′

is the fluctuation and Φ̃ is a density weighted averaged variable [135]:

Φ̃ =
ρΦ

ρ̄
. (3.35)

For an unsteady, compressible Newtonian fluid, the RANS equations can be written in

conservation form by decomposing each of the flow variables in the same way:

∂ρ̄

∂t
+
∂ρ̄ũj
∂xj

= 0, (3.36)

∂ρ̄ũi
∂t

+
∂

∂xj
[ρ̄ũiũj + p̄δij + ρu

′′
i u
′′
j − σ̄ij ] = 0, (3.37)
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∂ρ̄ẽ0

∂t
+

∂

∂xj
[ρ̄ũj ẽ0 + ũj p̄+ u

′′
j p+ ρu

′′
j e
′′
0 + q̄j − uiσij ] = 0, (3.38)

where ·̄ indicates a mean quantity, ·̃ indicates a density weighted variable and the density

weighted averaged total energy ẽ0 is given by:

ẽ0 = ẽ+
ũkũk

2
+
ũ
′′
ku
′′
k

2
. (3.39)

The decomposition procedure results in extra symmetric non-linear terms known as

the apparent Reynolds stresses (−ρu′′i u
′′
j ), which introduce momentum diffusion due to

turbulent motions, and the turbulent heat flux (−ρu′′j e
′′
0). These non-linear terms cannot

be solved analytically and require additional modelling to close the RANS equations.

The most common method of modelling the Reynolds stresses is the Boussinesq eddy

viscosity approximation [136], which relates the Reynolds stresses to the mean velocity

gradient as such:

− ρu′′i u
′′
j = 2νtSij −

2

3
ρkδij , (3.40)

where the turbulent kinetic energy, k = 1
2u
′′
i u
′′
i , Sij is the rate of strain tensor and νt

is the kinematic eddy viscosity, assumed to be an isotropic scalar quantity and only

dependent on the local flow field. The turbulent heat fluxes can be modelled using a

similar eddy viscosity based approach, described in [137]. A range of different turbulence

models have been developed using the Boussinesq approximation. The main features of

some common RANS models using the Boussinesq approximation, are detailed in Table

3.2.

Model Kinematic eddy vis-
cosity

Transported
variables

Spalart Allmaras [138] νt = ν̃fv1, fv1(ν̃) ν̃

k-ε [139] νt = Cµk
2/ε, Cµ = 0.09 k, ε

k-ω [140] νt = k/ω k, ω
k-ω SST [141]

Table 3.2: Main features of three of the most commonly used RANS turbulence models.

The solution of the RANS equations is relatively computationally cheap, but all of the

turbulent scales of motion are modelled, which introduces errors into the prediction.

Furthermore, RANS models tend to dissipate all but the largest flow structures, making

it very difficult to assess the contribution of the smaller turbulent eddies. Therefore,

RANS models are only useful for providing mean flow properties or a starting point from

which a more complex unsteady simulation can be initialised [142].
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3.6.2 Large eddy simulation

The idea behind Large Eddy Simulation (LES) is based on Kolmogorov’s theory of self

similarity [143, 144]. This states that the large eddies are dependent on the geometry

of the domain, whilst the smaller scales are much more universal. This gives rise to a

turbulence model where the spatial and temporal scales of the largest eddies are resolved

explicitly by the governing equations and the smaller scales are modelled by a Sub Grid

Scale (SGS) model. This assumption means that LES is much more computationally

efficient than DNS, the cost varying with O(Re2).

In LES, the Navier-Stokes equations (see Section 3.2.1) are filtered with a spatial low

pass filter to split the variables into resolved and modelled parts. The filter reduces

the range of scales that must be resolved by removing the scales associated with high

frequencies. A homogeneous LES filter must satisfy the following set of properties when

applied to the Navier-Stokes equations:

1. Conservation of constant (D̂const = Dconst), which implies:

∫ ∞
−∞

G(rf )drf = 1, (3.41)

where G is the filter function, rf is the separation distance in the filter function and ·̂
denotes the filtered variable.

2. Linearity:

Φ̂a + Φb = Φ̂a + Φ̂b, (3.42)

where Φa and Φb are general scalar quantities.

3. Commutation with derivatives:

∂̂Φ

∂x
=
∂Φ̂

∂x
. (3.43)

The commutation property is valid with a constant filter width, for example an isotropic

filter. When the flow is inhomogeneous, such as is the case for wall bounded flows, it is

desirable to use a spatially varying filter, i.e. G(rf , x), however, the commutation error

can only be neglected if the filter width changes gradually [83].

The cut-off wavenumber of the filter, κc, is related to the filter width, ∆̂, as:

κc =
π

∆̂
. (3.44)

The cut-off wavenumber must be chosen to be larger than the energy containing range,

see Figure 3.8. Of the three classical filter functions (Top-hat, Gaussian and sharp

spectral), OpenFOAM makes use of the implicit top-hat (box) filtering:
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G(rf ) =
1

∆̂
H̃(

1

2
∆̂− rf ), (3.45)

where H̃ is the Heaviside function.

The filter operator can be applied to the flowfield variables Φ as:

Φ̂(x) =

∫
G(rf )Φ(x− rf )drf , (3.46)

where Φ̂ is the filtered flowfield variable. Applying this filtering operator to the Navier-

Stokes equations throughout the whole domain and applying a Favre density weight-

ing operation on the filtered variables to avoid subgrid terms in the mass conservation

equation [135] (see Equation 3.35), the unsteady filtered Navier-Stokes equations in

conservation form can be obtained:

∂ρ̂

∂t
+
∂ρ̂ũj
∂xj

= 0, (3.47)

∂ρ̂ũi
∂t

+
∂

∂xj
[ρ̂ũiuj + p̂δij − σ̃ij ] = 0, (3.48)

∂ρ̂ê0

∂t
+

∂

∂xj
[ρ̂ê0ũj + p̂ũj + q̃j + ρ̂e0uj − ρ̂ê0ũj + p̂uj − p̂ũj − ũiσ̃ij ] = 0, (3.49)

This filtering operation introduces unknown non-linear terms into the momentum equa-

tion, arising from the convective term on the left hand side of the Navier-Stokes equa-

tions, and the energy equation (information about the modelling of the subgrid term

in the energy equation can be found in [145]). The additional term within the mo-

mentum equation can be decomposed into the product of the filtered velocities and the

contributions of the residual (modelled) parts:

ũiuj = ˜(ũi + u
′′′
i )(ũj + u

′′′
j ) = ũiũj + τsgs, (3.50)

where u
′′′
i is the residual fluctuation and τsgs is the residual stress tensor or the subgrid-

scale (SGS) stress tensor which takes the form:

τsgs = ũiuj − ũiũj . (3.51)

In order to close the filtered Navier-Stokes equations, the stress tensor, which represents

the contribution of the residual fluid motions, has to be modelled.
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3.6.3 Subgrid scale modelling

The fundamental idea behind SGS modelling, is the theory of the universal nature of the

smallest scales of turbulent motion. Kolmogorov [143, 144] hypothesised that an inertial

subrange exists between the energy containing scales and the viscous length scale, where

the velocity field is assumed to be statistically isotropic. When the energy put into the

largest eddies by the flow is in equilibrium with the energy transferred into the largest

scales of the inertial subrange, then the velocity in the inertial subrange only depends

on the energy dissipation rate and the local length scales.

3.6.3.1 Smagorinsky model

The Smagorinsky SGS model [146] applies the turbulent viscosity hypothesis to the

deviatoric part of the SGS stress as follows:

τsgs = −2νsgsSij . (3.52)

The SGS eddy viscosity, νsgs is analogous to the turbulent eddy viscosity, νt used in the

closure of the RANS models. The SGS eddy viscosity is a local quantity, which is a

function of the filter length scale ∆̂ and the rate of strain tensor Sij :

νsgs = l2|S̄| = (Cs∆̂)2|S̄|, (3.53)

where l is the turbulence length scale, Cs is the Smagorinsky constant and |S̄| =√
2SijSij . There are a number of disadvantages to the Smagorinsky model, primarily

that the Smagorinsky constant is heavily dependent on the flow problem being consid-

ered [125]. Secondly, in an inhomogeneous flow, the optimum value of Cs may vary

throughout the flow field. Furthermore, additional assumptions are required to describe

flow undergoing transition, due to νsgs being non-zero in laminar flows if the strain rate

is non-zero. Finally, in order to account for the reduction of the subgrid length near

the wall, due to higher mesh density within boundary layers, the length scale can be

multiplied by a Van Driest damping function [147]:

l = Cs ∆

(
1− exp

(
−y+

25

)3
)
. (3.54)

3.6.3.2 Dynamic Smagorinsky model

The dynamic Smagorinsky model [148] was proposed to eliminate some of the deficiencies

of the original Smagorinsky model by calculating a local Smagorinsky constant as a

function of time and position. The dynamic model provides a method for determining

the local Cs from the resolved velocity field. In order to produce this behaviour, a test
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filter is introduced which has a larger filter width than the original filter (∆̈ > ∆̂).

Applying this new test filter to the filtered Navier-Stokes equations, a subgrid-stress

tensor, Bij is produced, similar to τsgs:

Bij = ¨uiuj − ¨̄ui ¨̄uj . (3.55)

The resolvable stress tensor is defined by:

Lij = Bij − τ̈sgs = ¨(ūiūj)− ¨̄ui ¨̄uj . (3.56)

The dynamic Smagorinsky model is based on the Germano identity when the tensors

τij and Bij are written in terms of the Smagorinsky model equation. Assuming that

the Smagorinsky constant obeys the theory of scale invariance and that it does not vary

rapidly in directions over which the test filter acts, the result can be written according

to:

Lij = −2C
′2
s

(
∆̈2|S̈|S̈ij − ∆̂2 ¨(|S|Sij)

)
, (3.57)

where C ′s is the model constant which is determined dynamically and is capable of

accounting for backscatter (transfer of energy from small to large scales) by taking

negative values, although this effect can be neglected when resolving a portion of the

inertial subrange [149]. These negative coefficients can lead to instability of the solution.

Therefore, local averages of the model constant are calculated in time and space to

avoid numerical instabilities [150]. Negative values of the effective viscosity can be

avoided by clipping to zero. Dynamic models have also been developed for other SGS

models [145, 151].

3.6.4 Detached eddy simulation

Detached eddy simulation (DES) is a hybrid RANS/LES method which offers improved

accuracy over the RANS equations, without the full computational cost of LES. The

original idea of DES was proposed by Spalart [8] with the motivation that RANS models

could be used as an SGS model, to model the attached eddies within the boundary layer,

while LES is applied only in the separated flow regions. The purpose of this method is

to eliminate the difficulties associated with the use of the standard LES models in the

near wall regions. The original DES formulation, now known as DES97, was created

by modifying and replacing the wall distance function in the Spalart-Allmaras model.

Following this, the DES methodology has been applied to a range of RANS turbulence

models, using a modification of the turbulent length scale within each respective model:

ldes = min(lrans, lles) = min(lrans, CDES∆), (3.58)
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where ∆ is the sub-grid length scale and lles, ldes and lrans are the turbulence length

scales used in the LES, DES and RANS models, respectively.

Two problems have been identified with the original DES formulation. Firstly, under

certain circumstances, problems can arise where a ‘grey area’ is present at the switchover

between RANS and LES regions. The issue is noticeable when a meshing strategy is

used within the boundary layer that is neither coarse enough to ensure that only the

RANS model is activate (where spacings in the wall parallel direction are greater than

the boundary layer thickness), nor fine enough to function as a type of wall-modelled

LES (where the model functions as an SGS model over the bulk of the boundary layer).

This situation is known as an ambiguous grid, where LES content is activated within

the boundary layer, but the mesh is not sufficiently fine to support the resolved velocity

fluctuations. The DES limiter (Equation 3.58) then reduces the eddy viscosity, and

hence the modelled Reynolds stress, without resolved stresses to restore the balance [8].

This situation is known as modelled stress depletion (MSD). In severe cases, such as a

thick boundary layer approaching separation, MSD can lead to ‘grid induced separation’,

where the separation point is artificially moved upstream.

Three solutions have been proposed to this problem. The first is to make the DES

formulation zonal, where the DES limiter is disabled in selected regions, e.g. where an

attached boundary layer is expected [152]. This type of formulation is useful in simple

geometries, however for complex 3-D geometries, where separation and reattachment

points may not be known a priori, this could lead to additional errors. The second

method involves making use of the blending functions that define the boundary layer

within certain RANS models [153, 154] to preserve the RANS mode. Whilst this method

was successful, it is specific to the k-ω family of RANS models. The final method, known

as DDES [155], relies on an eddy-viscosity based function to define the boundary layers,

and is therefore applicable to any eddy viscosity based RANS model:

fd = 1− tanh([8rd]3), (3.59)

where the function rd is defined by:

rd =
νt + ν

max[
√
UijUijκ2

vd
2
w, 10−10]

, (3.60)

where νt is the kinematic eddy viscosity, ν is the molecular viscosity, Uij are the velocity

gradients and κv is the Von Kármán constant and dw is the distance to the wall. These

functions are used to ensure that the switchover now depends not only on the mesh, but

also on the eddy viscosity field. The DES length scale is also modified:

lddes = lrans − fdmax(0, lrans − lles). (3.61)
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The second problem with the original DES97 implementation arises when the model is

operating as a Wall modelled LES (WMLES). In this situation, the simulations produce

two logarithmic layers: the inner log layer, which is modelled by the RANS model and the

outer log layer, which appears because the LES model is active in the outer part of the

boundary layer, once the grid spacing is smaller than the distance to the wall. When

used as a WMLES, DDES has no advantages over DES97 [155] and in both models,

these two log layers do not match (known as the log layer mismatch (LLM)), leading to

underpredictions of the skin friction by 15-20% [156]. This motivation led to the creation

of a combined DDES/WMLES model, known as improved DDES (IDDES) [5]. When

applied to an orifice flow, this model would be expected to act as a URANS model in

the attached boundary layer upstream of the orifice, as an LES model in the separated

region and as a WMLES in the reattached boundary layer downstream of the orifice,

which has inherited LES content from the separated region, see Figure 3.9.

Solved in URANS mode Solved in LES mode

Solved in WMLES mode

Solved in WMLES mode

Figure 3.9: Schematic of the regions within the domain that will be solved with URANS,
LES and WMLES when applying a IDDES turbulence model to an orifice geometry.

The WMLES branch of the IDDES model is only active when the inflow conditions

are unsteady and impart some turbulent content to the simulation. Furthermore, the

grid must be fine enough to resolve the dominant eddies within the boundary layer. The

model uses a system of sensor functions that react to the presence of resolved turbulence

in the simulation. The model equations presented here show how the LLM is reduced

by sharpening the RANS-LES switchover and moving it closer to the wall [157]. The

model blends the RANS and LES branches using a new WMLES length scale:

lwmles = fB(1 + fe)lrans + (1− fB)lles, (3.62)

where fB is an empirical blending function which provides rapid switching of the model

from RANS to LES within the range 0.5hmax < dw < hmax:

fB = min{2 exp(−9ζ2), 1.0}, ζ = 0.25− dw
hmax

, (3.63)

and fe is a function targeted specifically at addressing the LLM by preventing the

modelled Reynolds stresses from reducing too significantly at the interface between the

RANS and LES models:
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fe = max{(fe1 − 1), 0}Ψfe2, (3.64)

where Ψ is a low Reynolds number correction term introduced to compensate for the

activation of the low Reynolds number terms in some RANS models, fe1 is a grid de-

pendent elevating function for the RANS component of the WMLES length scale:

fe1 =

{
2 exp(−11.09ζ2) if ζ ≥ 0,

2 exp(−9.0ζ2) if ζ < 0,
(3.65)

and fe2 is a function to control the intensity of the elevation of the RANS component

of the model:

fe2 = 1.0−max{ft, fl}, (3.66)

which happens through the following two functions:

ft = tanh[(c2
t rdt)

3], fl = tanh[(c2
l rdl)

10], (3.67)

where rdt and rdl are the turbulent and laminar analogues of rd (given by Equation 3.60),

which are used to detect the modelled log-law region and the viscous sublayer, respec-

tively. The model constants ct and cl depend on the underlying RANS model (DDES

and IDDES formulations have also been created for use with the k-ω SST model [158])

and take the values of 1.63 and 3.55, respectively, for the Spalart Allmaras model. The

DDES and WMLES branches do not naturally blend, so a further function is defined to

ensure smooth coupling:

lhyb = f̄d(1 + fe)lrans + (1− f̄d)lles, (3.68)

where the blending function f̄d = max{(1− fdt, fB}, and fdt = 1− tanh[(8rdt)
3]. These

modifications have been tested on a fully developed planar channel flow, for which a

sharp reduction of the LLM was achieved [5]. The implementation of the IDDES has

also been tested on a more complex geometry with separation and reattachment and was

seen to provide excellent agreement to LES results and an estimated factor 34 reduction

in computational cost. There was however, a numerics sensitivity shown by IDDES in

a channel flow validation case [157] and, for that reason, a validation of the basic flow

properties of the orifice is conducted in Section 5.4.1.

3.6.5 Sub-grid length scale

The selection of the relation between the subgrid length scale and the grid spacing

is a general issue with the use of any LES modelling approach which does not use
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explicit filtering. This problem is significant when the computational grid is heavily

anisotropic, which is typical of the wall bounded flows that are considered in this work.

All simulations use a mesh spacing in the wall normal direction, which is much finer

than the other two directions. This fact leads to a violation of the assumption that the

small eddies within the boundary layer are a result of the energy cascade.

In literature, there are two commonly used subgrid length scale definitions, the cube

root of the cell volume and the maximum of the three cell dimensions:

∆ = (hxhyhz)
1
3 (3.69)

∆ = max(hx, hy, hz) (3.70)

where hx, hy and hz are the grid spacings in the x, y and z directions, respectively.

Historically, the most widely used subgrid length scale definition has been the cube root

of the cell volume [5], Equation 3.69. However, it has been argued that this formulation

has no physical basis and the maximum of the three cell dimensions (Equation 3.70)

has been advocated in DES literature [8, 159]. It is also the case that neither definition

is successful when considering application to wall-resolved LES of wall bounded flows,

when using standard meshing practices [5, 160]. A new length scale was proposed in the

formulation of the IDDES model, which not only depends on the grid spacing, but also

on the distance to the wall. In the region far away from the walls, it is argued that the

statistical isotropy of the small eddies requires the use of the maximum cell size in the

three dimensions, however, if the mesh is fairly isotropic, the cube root of the cell volume

definition holds here as well. Within the region close to the wall, it is desired that that

the behaviour of ∆ does not completely follow the drastically decreasing value of the

wall normal step size and therefore, should only depend on the wall parallel spacings.

Assuming that ∆ is a linear function of the wall distance and that it varies within the

range hmin < ∆ < hmax, the new definition of the sub grid length scale, used in IDDES,

is:

∆ = min(max[Cwdw, Cwhmax, hwn], hmax), (3.71)

where hwn is the grid size in the wall normal direction and Cw is an empirical constant,

which is not specific to any SGS model and should be set equal to 0.15 [5]. This new

scale is compared to a common cube root cell volume sub-grid length scale in Figure

3.10.
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Figure 3.10: Two types of variation of the IDDES subgrid length scale across a plane
channel compared to variation of the length scale based on the cube root of the the cell
volume [5].

3.7 Sound source identification methodology

Whilst it was mentioned at the start of this chapter that the primary goal of any CAA

simulation is to predict the noise at an observer location, it is also of significant interest

to identify where this sound was produced. The identification of these sound sources is

a non-trivial task, which requires a basic understanding of the noise generation mecha-

nisms for a specific case, in order to accurately apply the correct methodology for source

identification. In general, the methods can be split into two categories, surface sources

and volume sources.

Sound source identification becomes challenging when you consider that it is not possi-

ble to directly measure the acoustic pressure field from a Navier-Stokes simulation, due

to the fact that the total pressure field contains a combination of the hydrodynamic

and acoustic pressure fields. In experimental studies, this separation can be achieved

through the use of a turbulence screen placed over the microphone which rejects most

of the pressure fluctuations associated with the turbulent flow. It is also possible to use

an indirect method to estimate the ratio of the hydrodynamic pressure to the acoustic

pressure using a coherence function [161], but this requires the coherence of the pres-

sure fluctuations between two points to be large, which is not always true in regions

where the hydrodynamic pressure fluctuations are dominant. This point was noted by

Agarwal [37, 162, 163] who studied the sound generation of an orifice using wall pressure

measurements. It was found that in the separated region (x/h < 11.4), the wall pressure

fluctuations were dominated by the turbulent flow, whilst further downstream, in the

region where the flow is recovering to its fully developed state, the acoustic pressure

dominates the turbulent fluctuations. Therefore, the use of analogies presents an oppor-

tunity to estimate the fluctuating acoustic pressure from other quantities on the surface

and within the flow, even in the presence of large hydrodynamic fluctuations.
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The sound sources considered within this section will be localised sources, which have

not been propagated to farfield observer locations. The difficulty with attempting to

propagate the sound to the farfield arises through the enclosed space within which the

orifice will radiate sound. The freefield propagation assumptions therefore do not apply

to this particular geometry. There have been attempts to apply the acoustic analogies

to geometries which don’t satisfy the spherical freefield assumption. One approach,

introduced by Powell [164], allows for the noise radiated into a hemispherical freefield to

be estimated by applying Curle’s solution both at an observer point above a fixed wall

and at an observer point at an equal distance below the wall. This modification was

successfully applied to a cavity flow [165] and a plate with roughness elements [75].

However, in a situation such as an orifice flow, where enclosing walls are present on both

the upper and lower surfaces of the duct, this method is not suitable. It is possible to

use a tailored Green’s function to propagate the sources within the duct [166], although

other issues then arise. In order to estimate the noise and allow comparison to the

experimental data, it is desirable to propagate the noise to the farfield. The issue with

this is caused by the use of a partially reflecting flare at the end of the duct and the

influence this has on the propagation. One option is to assume the duct as having an

infinite length, whereby estimations of the noise could be made at any point along the

imaginary duct, although this still does not allow meaningful comparison to experimental

data taken outside of the duct. Therefore, rather than propagating sound sources to a

farfield observer location, the methods presented in the remainder of this section will

focus on local sound source identification on the surface of the walls and within the fluid

volume near the orifice.

3.7.1 Volume and surface sources

Firstly, it can be assumed that the total source of flow generated noise can be represented

by the sum of the surface sources and the volume sources:

PA = Ps + Pv, (3.72)

where PA is the total acoustic power generated by the flow and Ps and Pv represent the

surface component (dipole) and volumetric component (quadrupole), respectively. The

total acoustic power can be expressed by a volume integral of the sources within the

volume and a surface integral of the sources on the solid surface:

Ps + Pv =

∫
S
ps(y)dS +

∫
V
pv(y)dV, (3.73)

where ps and pv represent the acoustic sources on the surface and in the volume, re-

spectively. Even though the sound power generated by the quadrupole sources of the

flow is expected to be weak when compared to the dipole sources, due to the low Mach
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number characterising this flow [167], it is still interesting to identify regions where this

secondary source is strong. Therefore, what follows in this section, are two methods to

estimate the volume sources, namely Proudman’s analogy and the Powell-Howe analogy,

and a method for estimating the surface source magnitude based on Curle’s equation.

A further method is presented which allows estimation of the radiated acoustic power

based on the fluctuating mass flow rate through the orifice and the fluctuating pressure

on the orifice surface.

3.7.1.1 Curle’s analogy

It was shown in Section 3.3.2, that Curle’s analogy extends the formulation of Lighthill

to explicitly take into account the surface loading contributions due to the presence of

solid boundaries. For the derivation, high Reynolds number and low Mach number was

assumed, such that the contribution from the Lighthill stress tensor, Tij , viscous dipole

term and the bulk convective effect of the flow can be considered negligible. When

written in terms of a reference frame moving with the body, the integral representation

of Curle’s formulation, solving for the density perturbation, is expressed as [92]:

ρ
′

= − 1

4πa2

∂

∂xi

∫
S

[p
′
δijni]t∗

|x− y|
dS(y), (3.74)

where x is the observer’s position vector, y is the source position, ni is the normal vector

to the wall and S is the surface area of the source. The fluctuation of the hydrodynamic

pressure, p
′

= p − p̄, is evaluated at the retarded time, t∗ = t − |x−y|a . At points

far enough from the disturbed flow to be in the farfield of the source, it is possible

to replace the spatial derivatives in Equation 3.74 with time derivatives to write the

integral representation of the solution as:

ρ
′

= − 1

4πa3

∂

∂t

∫
S

(xi − yi)[p
′
δijni]t∗

|x− y|2
dS(y), (3.75)

This form is the most suitable for numerical evaluation [168]. From Equation 3.75, it

becomes clear that the dominant source term of Curle’s analogy, is the time derivative

of the hydrodynamic pressure field on the solid surfaces [165]:

QC =
∂p

∂t
, (3.76)

where QC is Curle’s source term. If the source is considered compact, Curle’s analogy

can also be written in terms of the time dependent force acting on the solid bodies:

ρ
′

= − (xi − yi)
4πa3|x− y|2

∂

∂t
Fi(t), (3.77)
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where Fi(t) =
∫
S [p

′
δijni] dS(y). This equation effectively states that the dipole source

in a specified direction is a function of the time derivative of the net unsteady force

in the specified direction exerted on the fluid by the surface of the orifice. The force

consists of both a viscous and pressure force although, whilst the viscous shear stress is

a valid dipole sound source [169], its magnitude is often small in high Reynolds number

boundary layers. Maruta and Kotake [170] showed that the time derivative of the

fluctuating wall surface pressure is well correlated with the associated acoustic pressure

and that the noise source strength was proportional to the mean square time derivative

of fluctuating surface pressure and its correlation area. The surface pressure field can be

obtained thought the use of a transient CFD simulation and this method has been used

by a number of authors in the past to estimate the farfield sound [75, 171, 172]. The

formulation is not valid for short wavelengths or waves propagating at grazing angles,

where the scattering and refraction of the acoustic waves becomes important.

3.7.1.2 Powell’s analogy

The Lamb vector (also known as the vortex force) represents the Coriolis acceleration

of a velocity field under the effect of its own rotation. The Lamb vector is a relevant

quantity in aeroacoustics as it comprises the non-linearities of the Navier-Stokes equa-

tions aside from the pressure. It is capable of accounting for the flow state and is useful

for identifying recirculation regions and shear layers. These properties mean that it is

quantity which is used in a number of acoustic analogies. The Lamb vector is defined

as the vorticity-velocity cross-product:

L = Ω× u = (∇× u)× u, (3.78)

where L is the Lamb vector, Ω is the vorticity vector and u is the velocity vector. The

sources of the Lamb vector are the pressure and velocity gradients.

The divergence of the Lamb vector shows a close connection to the motions in a flow, in

particular to the instantaneous motions in turbulent flows. This means that the Lamb

vector divergence can be used to study the coherent motions in the flow. The divergence

of the Lamb vector is given as follows [173]:

∇ · L = u · ∇ ×Ω−Ω ·Ω, (3.79)

which consists of the sum of the flexion product u · ∇ ×Ω and the negative enstrophy

−Ω ·Ω. In regions where the Lamb vector divergence is zero, the flexion product and

the enstrophy do not necessarily have to be zero, they are just locally balanced. In these

regions, the sign of the Lamb vector divergence switches between positive and negative

values, indicating a shift in the mechanisms which drive the momentum transfer.
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The final term in Equation 3.79 indicates that for any flow containing vorticity, that

the second term will be negative. Negative values of the divergence of the Lamb vector

can be interpreted as localised motions which have the capacity to effect a time rate

of change of linear momentum. These negative values cannot automatically be thought

of as vortical structures, because shear layers within a boundary layer are capable of

producing negative values as well. Positive values indicate that the motions have limited

ability in this regard. Sources of Lamb vector divergence can only be produced by the

flexion product, seemingly arising from the conversion of angular momentum into linear

momentum (unwinding of a vortex) [173].

Powell’s analogy [174] is a different formulation of Lighthill’s analogy that defines the

role of vorticity in the generation of sound. It allows for the connection between the

hydrodynamic flow properties and the sound emission in vortical flows to be estimated.

The full definition of Powell’s analogy reads as:

ρ
′

=
ρ

4πa2

∫
V

[ 1

|x− y|
∇ · L

]
t∗
dV +

ρ

4πa2

∫
V

[ 1

|x− y|
∇2k

]
t∗
dV, (3.80)

where k is the kinetic energy. From Equation 3.80 it results that the Lamb vector diver-

gence (∇ · L) and the Laplacian of the kinetic energy (∇2k) are the terms contributing

to the noise production. Under the assumptions of low Mach number and a compact

source region, the term related to the Laplacian of the kinetic energy can be neglected.

The result is that the divergence of the Lamb vector is the dominant source term in

Powell’s analogy [175, 176]:

QP1 = |ρ∇ · L|. (3.81)

Powell’s analogy has been previously used to study the volumetric sources in an oral

tract [177] and the noise produced in the breakdown of a jet [178].

3.7.1.3 Proudman’s analogy

Proudman’s analogy [179] is derived from Lighthill’s analogy and approximates the sound

power generated by statistically homogeneous and decaying isotropic turbulence. Proud-

man concluded that sound generation from turbulence is the consequence of two types

of eddies, those with length scales in the dissipation range and those in the energy con-

taining range. Only the sound from the large eddies is expected to make a significant

contribution at high Reynolds numbers. Furthermore, a very low Mach number is as-

sumed (M < 0.01) such that retarded time effects can be neglected. Further constraints

are that the length scale of the turbulence, l, should be much smaller than the diameter

of the duct, D and that the Mach number of the turbulence should satisfy M � l/D �
1.
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Proudman’s analogy provides a relationship for the approximate local contribution to

the time averaged total acoustic power per unit volume as:

PA = Aconstρ
(u3

l

)u5

a5
, (3.82)

where u and l are the turbulence velocity and length scales, respectively, and Aconst is a

model constant. In order to make the analogy more useful in CFD simulations, it can be

rewritten in terms of the turbulent kinetic energy and the turbulence dissipation rate:

PA = Bconstρε
(√2k

a

)5
, (3.83)

where, k is the mean turbulent kinetic energy, ε is the mean turbulence dissipation

rate and Bconst is the rescaled model constant. The value of Bconst was determined

to be 0.1, based on calibration using DNS of isotropic turbulence [180]. This equation

allows the flow induced acoustic power to be expressed in terms of steady state variables

from a CFD simulation. This makes the methods based on Proudman’s analogy very

computationally efficient.

One of the issues arising from the rewriting in terms of k and ε, is that it makes the

model useful only for the two equation k-ε RANS model. The modification to allow the

use with k-ω models is simple due to the relationship between the turbulence dissipation

rate and the specific turbulence dissipation rate:

ω =
ε

Cµk
(3.84)

where ω is the mean specific turbulence dissipation rate and Cµ = 0.09.

Using these equations, it is possible to estimate the mean volumetric noise sources from

the mean fields of a CFD simulation. However, it must be noted that this method of noise

prediction is only directly applicable to RANS modelled simulations. This is because

the DES modifications to each of the RANS models change the transported variables

in the regions where the LES model dominates. For example, the DES formulation

changes the equation for the transported variables in the k-ω SST model, by increasing

the dissipation of k. This then leads to a reduction in k in the LES modelled regions

and means that the calculated eddy viscosity would be too small, leading to incorrect

noise estimations.

A method for estimating surface sound sources from a steady k-ε simulation was pro-

posed by Croaker et al. [181] for application in conjunction with Proudman’s analogy.

The method is based on the fluctuating surface forces and relationships from the stan-

dard k-ε model. This method was not explored further due to its limited applicability

to other turbulence models.
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3.8 Computational software

Within this section, details of the software utilised as part of this work will be pre-

sented. A description of the specific numerical schemes and boundary conditions used

in SotonLEE and OpenFOAM will be presented, along with a discussion of the meshing

considerations and methods used within Gridgen.

3.8.1 SotonLEE

SotonLEE [112, 182] is a high-order computational aeroacoustics solver developed within

the ANTC (Airbus Noise Technology Centre) at the University of Southampton. It has

been used to study of range of geometries and acoustic problems including ducts [110]

and fan noise [111]. The code is an explicit multi-block solver which has the capability

for direct acoustic solutions of the perturbed pressure field using the Linearised Euler

Equations (see Section 3.2) in non-dimensionalised variables. The code is written in

Fortran 95 format and employs RANS, DES and LES turbulence models.

The code solves the linearised Euler equations in curvilinear co-ordinates, and therefore

requires structured grids. The code possesses very good wave propagation characteris-

tics, with minimal dispersion, dissipation and anisotropy errors, making it very suitable

for solving aeroacoustic problems. The code is fully parallelised using MPI on both

Windows and Linux systems.

3.8.1.1 Numerical schemes

Within SotonLEE, spatial discretisation is performed using a finite-difference approach

with the 6th order pre-factored or optimised compact schemes of Hixon [183]. Time

integration is performed using a low dispersion and dissipation 4th order 4/6 stage Runge-

Kutta explicit time stepping scheme [184]. The explicit time stepping methods calculate

the flow field using information only from the previous timestep. This results in a low

computational cost, although very small timesteps are required for stability. In order

to damp the high frequency modes in the numerical prediction, the high-order implicit

filtering technique of Visbal and Gaitonde [185] is applied.

3.8.1.2 Boundary conditions

A slip wall boundary condition is applied to the walls of both the duct and the ori-

fice plate, which fixes the normal component of flow velocity to zero. The pressure

at the wall is determined using a linear extrapolation of data from the mesh points

adjacent to the wall (zero-gradient). The flow is assumed to be isentropic, so the per-

turbations in the non-dimensionalised density field are equal to the perturbations in the

non-dimensionalised pressure field. A symmetry boundary condition is applied along the

duct centreline due to the axisymmetric nature of the problem. The symmetry boundary
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Figure 3.11: A schematic of the buffer zone implementation.

condition enforces that the normal velocities across the boundary are set to zero. This

condition is also required when higher order spinning modes are considered with a 2.5D

simulation method. Reflection of acoustic waves from the inflow and outlet boundaries

are controlled using an explicit bufferzone method [186]. The buffer zone boundary

condition is applied to an extra mesh region added onto the edges of the computational

domain of the simulation. Within this extra region, the out-going wave, either at the

inlet or outlet, is damped to a set target value by a damping function. The shape and

strength of the damping function varies smoothly within the buffer zone, with the out-

going wave being forced to the target value by the outer edge of the buffer zone. At the

interface between the computational domain and the buffer zone, the damping function

is set to zero, which means that waves enter the buffer zone without obstruction. The

solution vector is explicitly damped after each timestep using the following equation:

Φn+1 = Φn+1 − σ(Φn+1 − Φtarget), (3.85)

where Φn+1 is the solution vector computed after each timestep, Φtarget is the target

vector (the desired values of the velocity, pressure and density components) and σ is the

damping coefficient, which varies according to:

σ(x) = σmax

∣∣∣∣1− W − x
W

∣∣∣∣β , (3.86)

within the inflow buffer zone and

σ(x) = σmax

∣∣∣∣1− x−W
W

∣∣∣∣β , (3.87)

within the outflow buffer zone, where W is the width of the buffer zone, x is the distance

from the inner boundary of the buffer zone and σmax and β are coefficients which deter-

mine the shape and strength of the damping function. For the simulations considered

in this paper, the target values for perturbations within the buffer zone are set to zero,

such that the outgoing waves will be damped to the mean flow. The values of σmax and

β have been fixed at 0.07 and 2, respectively (damping function varies with the square

of the distance from the inner edge of the boundary). A schematic of a computational

domain with buffer zone is shown in Figure 3.11.
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The buffer zone serves a dual purpose in the LEE simulations. As well as damping

outgoing waves, it has been used as a source region for incoming acoustic waves. This

is achieved by modifying the target value, Φtarget, within the inflow buffer zone and

updating this value at each timestep to produce the desired amplitude and frequency

acoustic wave. The wave is forced throughout the inflow buffer zone, with the strength

of the forcing dictated by the damping function shape from Equation 3.86. The wave

shape in the circumferential direction is determined using the solution of the Bessel

function, Equation 3.27. This method allows for the input of plane waves and a range

of higher order circumferential and spinning modes, which are then propagated through

the duct by the governing equations. A summary of the boundary conditions used in

SotonLEE is presented in Table 3.3.

Variable Wall Inlet Outlet

Velocity un = 0 ui = u∞ ui = u∞

Pressure dp
dn = 0 p = p∞ p = p∞

Density ( ρ
ρ∞

)
′

= ( p
aρ∞

)
′

ρ = ρ∞ ρ = ρ∞

Table 3.3: Boundary conditions used in the SotonLEE simulations. The ∞ subscript
denotes the freestream value and d

dn is the normal derivative to the boundary.

3.8.2 OpenFOAM

Open Field Operation And Manipulation (OpenFOAM) is an open source CFD code

produced and maintained by OpenCFD Ltd. The code uses a cell-centred finite vol-

ume approach to solve the three-dimensional Navier-Stokes equations on structured and

unstructured meshes using any cell type. The code includes a set of efficient C++ mod-

ules which includes solvers and various utilities to perform pre and postprocessing of

geometries, meshes and results data.

The code includes a wide range of turbulence modelling options (RANS, DES, LES,

DNS) and the ability to solve both the incompressible and compressible governing equa-

tions, as well as other problems such as multiphase flow. OpenFOAM uses a text based

input system and allows for runtime modification of cases. The solver is highly efficient

and well parallelised enabling fast solutions even with complex geometries. Individual

variable fields are solved using a Algebraic MultiGrid method (AMG) (for a description

see [187]) designed to increase the computational efficiency and improve convergence

rates. Import and export of data is available from and to a wide range of common

formats, allowing flexibility in the choice of meshing and visualisation software.

There are a few drawbacks to the use of OpenFOAM. Being second order in nature, there

is a requirement for fine meshes to meet the PPW requirement for propagation of acoustic

waves. Furthermore, the range of implemented acoustic inflow and outflow boundary

conditions is poor and there are no available acoustic propagation tools. Despite these
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drawbacks however, the efficiency, flexibility, and ease of modification of OpenFOAM

make it ideal for investigating these noise generation problems.

3.8.2.1 Numerical methods

There are a wide range of numerical schemes available within OpenFOAM, however,

due to the low-order nature of the code, only a limited number of these are suitable for

accurate aeroacoustic studies. There are some higher order schemes available to solve

specific terms within the discretised equations, but due to the use of the Gaussian finite

volume integration method, where values on cell faces are interpolated from cell centres,

the dominant order of accuracy is always a maximum of second order.

Therefore, the ideal numerical scheme for the discretised convection terms is the second

order central differencing, although, as noted previously this can introduce numerical

oscillations. Therefore, in the absense of explicit numerical filtering within OpenFOAM,

the ‘filteredLinear3’ schemes have been used to replace the ‘linear’ scheme in some cases

where instabilities have become apparent. These schemes introduce small amounts of

upwinding (typical values used in this work are 1-5%) into the central differencing scheme

to damp the numerical noise. Wherever possible this has been avoided though, as the

introduction of any upwinding will have a negative effect on the results. The ‘backward’

time marching scheme (second order implicit timestepping) is used in all cases.

3.8.2.2 Incompressible Boundary conditions

Walls are modelled using a no-slip condition and the near wall mesh is sufficiently fine

in the wall normal direction in all cases to ensure that y+ ≈ 1. This ensures that the

large velocity gradients near the wall are adequately resolved. A developed velocity

profile is specified normal to the inlet face (more discussion is given in Section 4.3.2).

Gauge pressure is fixed on the outlet faces. Periodic (Cyclic) boundary conditions were

utilised on the inlet and outlet boundaries in one case, as described in Section 4.3.1. The

turbulence parameters are defined based on a desired freestream turbulence intensity of

5%. Details of the definitions on each boundary are given in Table 3.4.

3.8.2.3 Compressible Boundary conditions

Boundary conditions for the compressible cases are very similar to the incompressible

simulations. One notable exception is the specification of the driving flow as a fixed

average mass flow rate (ρu) rather than a fixed velocity. The implementation of this

spatially varying, fully developed, mass flow inlet adjusts the velocity field based on the

density values on the inlet faces which are evaluated using a linear extrapolation of the

values from the cell nearest to the boundary. The temperature field across the inlet

face is fixed at 293.15K which is the experimentally measured value at a flow speed of
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Variable Wall Inlet Outlet

Velocity ui = 0 ui = u∞
dui
dn = 0

Pressure dp
dn = 0 dp

dn = 0 p = 0

Turbulent kinetic energy dk
dn = 0 k = k∞ = 1.5 dk

dn = 0

Turbulent dissipation rate dε
dn = 0 ε = ε∞ = 43.12 dε

dn = 0

Specific dissipation rate dω
dn = 0 ω = ω∞ = 28.75 dω

dn = 0

Modified turbulent viscosity ν̃ = 0 ν̃ = ν̃∞ = 4.38× 10−5 dν̃
dn = 0

Table 3.4: Boundary conditions used in the incompressible OpenFOAM simulations.
The ∞ subscript denotes the freestream value and d

dn is the normal derivative to the
boundary.

10m/s. Pressure and velocity are treated the same on the walls, which are assumed

to be adiabatic by setting a fixed value of 293.15K for temperature. The density field

is calculated from the pressure and temperature using the ideal gas equation. The

other major change is the specification of an acoustic boundary condition at the outlet

boundary for pressure. The non-reflective pressure boundary condition implemented

into OpenFOAM is a simplification of that proposed by Poinsot and Lele [188]. The

inputs for this model are the outlet pressure, p∞, and the relaxation length, l∞, which

represents how reflective the boundary condition will be. A lower value of the relaxation

length gives a higher reflection coefficient. The model firstly calculates the velocity of

the outgoing pressure wave and uses this to estimate the relaxation coefficient. The

relaxation coefficient value is then used to take a fraction of the difference between the

target value of pressure, p∞, and the pressure in the cell closest to the outlet, pcell:

poutlet = ζp∞ + (1− ζ)pcell (3.88)

where ζ defines the ratio of this fraction. Whilst ideally, this boundary condition would

be free of reflections, the use of a target pressure value is required to stop the pressure

drifting and the problem becoming ill posed. This causes the boundary to be partially

reflecting as it drives the solution towards p∞. Other boundary conditions utilised

throughout the compressible simulations are described in Table 3.5.

3.8.3 Pointwise Gridgen

The grid is a critical part of obtaining a good solution. It should be designed with

the expected aerodynamic flow features in mind and the resolution should be adjusted

accordingly. The critical regions of the grid include areas where there is a rapid change in

flow velocity, high vorticity or separation. This makes the near wall mesh and the wake

mesh important regions of the grid. In some cases it is suitable to use wall functions

to model the near wall region at a reduced computational cost, however, if accuracy is
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Variable Wall Inlet Outlet

Velocity ui = 0 ui = u∞
dui
dn = 0

Pressure dp
dn = 0 dp

dn = 0 p = p∞

Temperature T = T∞ T = T∞
dT
dn = 0

Density ρ = p
RgasT

ρ = p
RgasT

ρ = p
RgasT

Modified turbulent viscosity ν̃ = 0
ν̃ = ν̃∞ = 4.38 ×
10−5

dν̃
dn = 0

Table 3.5: Boundary conditions used in the compressible OpenFOAM simulations.
The ∞ subscript denotes the freestream value and d

dn is the normal derivative to the
boundary.

important, it is crucial to ensure the boundary layer is well resolved. It is suggested

that the first cell height should allow for three points within the viscous sublayer [189],

although there is little benefit to going below y+ = 1 [190], and that the stretching ratio

within the boundary layer should be no greater than 1.2. Good isotropy of the cells

away from the wall is also required due to the calculation of the subgrid length scales

within DES and LES.

Curvilinear structured multi-block grids were generated for all the meshes used through-

out this work using Pointwise Gridgen V15 [191]. Gridgen is a toolkit for generating

meshes with a variety of cell types (i.e., hexahedra, tetrahedra, prisms and pyramids).

It provides high levels of user control over the mesh and can be used to create both 2-D

and 3-D meshes. Gridgen provides four entities for grid generation; databases - geome-

try data that defines the shape of the object being meshed; connectors - grid curves to

divide up the grid sections; domains - surface meshes; blocks - volume meshes.

Meshes are created in what is known as a ‘bottom-up’ meshing approach. Connectors

are joined to form a domain and then the domains are combined to form blocks. Grid-

gen can create both structured and unstructured meshes, as well as combining regions

of both in a hybrid mesh. Both structured and unstructured elliptic solvers are imple-

mented to improve the mesh quality of the domains and blocks. As a rule, Gridgen

can create meshes around almost any geometry, but this comes at the price of increased

user effort and time. The ability for Gridgen to create fully structured meshes around

complex geometries makes it very attractive for this research. This is particularly true

for the meshes created for the LEE simulations, where smooth changes between block

boundaries and minimal skewness are essential for stability of the high order code.

3.9 Iridis 4 supercomputing facility

The computational work performed in this project has been conducted using the Iridis

4 supercomputing facility at the University of Southampton. The facility has a total
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computational power of 250 TFlops and consists of 770 Linux based nodes, each con-

taining sixteen 2.6Ghz cores. Each core has a total of 4GB of available memory and high

memory nodes are available for graphics visualisation. There is total of 1.04PB of stor-

age available on the parallel file system and interprocessor communication is completed

using a high-speed infiniband network.

3.10 Experimental validation

Whilst the accuracy of numerical simulations is constantly improving, there is still a

need to validate each part of the computational methodology in order to ensure that the

physics of the problem is being correctly captured. For this purpose, the experimental

work conducted by Tao et al. [192], has been heavily utilised. In the following section,

a brief overview of the experimental rig will be presented. Details of the individual

measurements will be discussed within the results chapters of this thesis, alongside the

computational results.

3.10.1 Experimental facility

Tao et al. [192] designed an experimental facility to allow for the aerodynamic and

acoustic field around single or multiple in-duct components to be investigated. The

design of the experimental facility consisted of three main parts: an air flow supply, a

test section and a non-reflective end. A schematic of the overall design of the facility is

presented in Figure 3.12. The flow is supplied by a centrifugal fan, capable of reaching

flow velocities of 25m/s, which is vibration isolated from the test section using a flexible

tube. Background noise from the fan is minimised using a silencer attached between

the flexible tube and the test section. Reflections from the end of the duct are reduced

through the use of a flare which increases the diameter of the duct from 100mm to

500mm. The flare was experimentally found to have a cut-off frequency of 186Hz [6].

The test section was designed to be modular, such that ADS components can be in-

terchanged and removed. The ducting upstream of the test section has a length of 4m

to ensure the that the flow approaching the components is fully developed (see Section

2.2). The internal diameter of the circular ducting is 100mm and the wall thickness is

5mm. Components are fixed into the test section using a rubber flange.

As part of the experimental work, measurements of the static pressure, unsteady wall

pressure, mean velocity profile, unsteady velocity and farfield sound power were taken.

Information on the techniques and positions used for each of the measurements can be

found within the results chapters, specifically Sections 5.4.1.1, 5.4.2 and 5.4.3. As dis-

cussed in Section 3.7, it is not possible to achieve farfield sound measurements through

the numerical simulations, without the use of a prohibitively costly computational do-

main size and simulation of the experimental flare. Therefore, the farfield sound power

measurements from the experiment will not be considered further.
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Figure 3.12: Schematic of the experimental facility for acquisition of in-duct and farfield
noise measurements [6].

3.11 Summary

Within this chapter, the numerical research methodology has been presented. The infor-

mation provided here is the basis for the methods used throughout the work presented

in this thesis, where any specific differences are described within the relevant sections in

the results chapters.





Chapter 4

Effect of Incoming Flow on the

Turbulence Produced by an

Orifice

4.1 Introduction

The problem of turbulence is one that cannot be avoided. The construction of an ADS

can be very complicated, with systems often extending the full length of the aircraft and

being made up of components ranging in size and complexity. Poorly designed systems

can dramatically increase the noise produced, due to the interaction of the wake of

upstream components with those downstream. It is known that the levels of turbulence

in the airflow within the ADS have a link to the noise produced by the system [12].

What is not clear however, is the mechanism driving the increased noise generation.

The components within the ADS each have a primary function and their designs cannot

be significantly modified. However, it may be possible to change the positioning of

the components, thereby modifying their interaction, whilst still ensuring that air is

distributed evenly to all passengers. Whilst some components have a minimal affect

on the downstream flow, there are other components which produce highly turbulent

wakes which will convect downstream, interacting with other components and producing

further turbulence and noise. The different components produce wakes with varying

turbulent length scales and the generation of vortices is common, due to the bluff body

nature of many of the components. In order to simplify the problem, components are

often studied in isolation or in pairs [12, 72–74] and the latter is the method followed in

this chapter.

There are two objectives for this chapter; the first is to investigate whether increased

turbulence levels, from the wake of an upstream component, result in an increase in the

turbulence levels produced by a downstream body, and the second is to identify critical

63
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separation distances between components to highlight regions of the ADS where there

are likely to be high levels of noise produced.

4.2 Methodology

The geometry used for this research matches the experimental configuration designed

and fabricated by Tao [6], as discussed in Section 3.10.1. Three geometries have been

considered in this chapter; a clean duct, a single-orifice case and a double-orifice case

with varying separation distances between the pair of orifices. The orifice geometry has

been selected from the range of ADS components due to the fact that, at the time of

writing this report, this was the only geometry where experimental data was available

for validation of the numerical results. Furthermore, it is a component which has been

extensively experimentally studied and a number of empirical relationships exists which

are also useful for validation.

The circular ducting has a constant cross-sectional area along its length and a diameter,

D, of 100mm. The orifices, defined in Figure 4.1, use a constant thickness, to, of 1.5mm

and have an internal diameter, d, of 50mm. The external diameter of the orifice is

constant at 100mm, which means that it is flush with the outer walls of the duct.

d D

to

Figure 4.1: Schematic of the variable definitions for the orifice geometry.

Throughout the simulations in this chapter, the x-direction is defined as the streamwise

direction along the length of the duct, with the y- and z-directions denoting the height

and span from the centreline of the duct, respectively. The origin is defined as the centre

of the duct along the x-axis. For the clean duct, the origin in the streamwise direction is

on the inlet plane and for both orifice geometries, the origin in the streamwise direction

is at the leading edge of the first orifice. The specific details of each case will be given

in the following sections.
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4.3 Clean duct

The purpose of the clean duct simulations was to develop a modelling procedure to

be used with the more complex geometries considered later. This section includes an

assessment of the suitability of the boundary conditions, initial flow conditions and

turbulence models.

Two sets of boundary conditions were tested; the first being a cyclic (periodic) ar-

rangement and the second being a velocity-inlet/pressure-outlet arrangement. A fully

structured three dimensional mesh was used for this study, which is shown in Figure 4.2.

The first grid point was placed at a distance of 1 × 10−4D away from the duct walls to

provide a y+ of O(1) and uses a growth ratio of 1.15 in the wall normal direction. A

total of 152 cells are used around the circumference of the duct and the maximum aspect

ratio on the y-z plane is approximately 200 for the near-wall cells. A no-slip condition

is used on the duct walls for both sets of boundary conditions.

(a) Domain of the clean duct (b) Mesh in the y-z plane

Figure 4.2: Domain and mesh topology for the clean duct cases.

4.3.1 Periodic boundary conditions

The major benefit of periodic boundary conditions (PBC’s) is that they remove the

uncertainties introduced by the initial and boundary conditions. Therefore, the solution

will always converge to the same fully developed state regardless of the initial flow

field and this is a reason why they have been utilised in many similar studies in the

past [84, 193, 194]. In this clean duct geometry, the PBC’s, which are placed at the

inlet and outlet boundaries, have the effect of creating a duct with infinite length in the

streamwise direction. This produces a fully developed flow within the duct, providing

that sufficient time is simulated.
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One of the disadvantages of the use of PBC’s is that there is no fixed inflow velocity.

Over time, this means that the flow velocity within the duct will reduce due to the

frictional effects from the duct walls. Therefore, in order to maintain a constant bulk

velocity, it is necessary to use a driving force to counter the frictional losses. The method

used in these studies, is to introduce an additional pressure gradient term into the mo-

mentum equation. This was implemented into both the ‘simpleFoam’ and ‘pimpleFoam’

solvers within OpenFOAM 2.2.2. The modifications were based on the implementation

in the ‘channelFoam’ solver, but were extended to allow for the use of the full range

of RANS/DES turbulence models available within OpenFOAM. These modifications

led to the creation of two new solvers; ‘simpleChannelFoam’ (steady) and ‘pimpleChan-

nelFoam’ (transient). These solvers are capable of maintaining a constant mass flow rate

within a periodic duct by measuring the average flow rate (assuming constant density as

these are incompressible solvers) and varying the magnitude of the forcing term in the

momentum equation. Convergence is achieved through the use of a pressure gradient

relaxation term, which limits the change in the pressure gradient at each timestep to
dp
dxnew

= 0.3( dpdxmax
− dp

dx current
).

For this study, the mesh detailed in Section 4.3 is utilised, with a streamwise length of

10D and comprising of approximately 0.8 million cells. In order to match the typical

bulk flow velocities found in the ducting of an ADS, five RANS turbulence models were

simulated at 10m/s. The simulation is progressed until the driving pressure gradient

converges. The resulting fully developed mean profiles were compared to experimental

data of the fully developed flow, which can be seen in Figure 4.3. Of the models tested, it

was found that the Spalart-Allmaras (S-A) and k-εmodels provided the best comparisons

of fully developed mean velocity profile. The k-ω family of models provided a fair

comparison to the experimental data, however, they predict a thinner boundary layer,

resulting in a lower centreline velocity.

A further validation was conducted using the theoretical pressure drop for a clean pipe

estimated from Equation 2.2. The comparison given in Table 4.1 shows that there are

significant differences between the turbulence models. The prediction for the S-A and

the k-ω models shows a very good comparison, particularly the k-ω SST. These models

predict within 10% of the theoretical value. The family of k-ε models shows a significant

overprediction of the predicted pressure losses, with values of approximately twice the

theoretical value. However, this is expected, as the k-ε is known to exhibit shortcomings

in internal flows, where the k-ω model performs much better [141, 195].

Overall, from the two validation quantities, the S-A and k-ω SST models have proven to

best match the theoretical and experimental values for the clean duct flow. Therefore,

these will be the models carried forward to further studies of the single and double orifice

geometries.
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Figure 4.3: Comparison of the fully developed mean velocity profiles for a range of
RANS turbulence models.

Model Pressure loss (Pa/m)

Theory 11.81

Spalart-Allmaras 10.96

Launder Sharma k-ε 20.16

RNG k-ε 19.21

Realiseable k-ε 19.20

k-ω 10.74

k-ω SST 11.77

Table 4.1: Comparison of theoretical and simulated pressure losses per metre for ReD
= 67000.

4.3.2 Inlet/outlet boundary conditions

Whilst the PBC’s are useful for the clean duct geometry, they have limited applicability

when considering an orifice flow (unless an infinite series of equally spaced orifices are

of interest). Therefore, for simulating a single orifice geometry, it is necessary that a set

of independent inlet and outlet boundary conditions are applied.

Firstly, the streamwise spatial development of the different turbulence models is com-

pared using experimental data. In order to do this, the clean duct mesh detailed in

Section 4.3 is extended to a total length of 40D to exceed the entrance length, calcu-

lated using Equation 2.1. This resulted in a mesh of approximately 3.2 million cells. A

uniform fixed velocity boundary condition was used on the inflow faces of the duct, to

provide a flow velocity of 10m/s and a fixed zero gauge pressure was used at the outflow.

The other boundary conditions are the same as those presented in Table 3.4.

The experimental data used for validation was collected using a pitot tube which was

traversed in the spanwise direction across 76 equally spaced measurement points. Three

experimental measurement locations were used, which correspond to 15D, 39D and 59D
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downstream from the exit of the silencer. The results show very similar profiles at 39D

and 59D, indicating that the flow is fully developed by this point. This is in keeping

with the entrance length calculations.

The mean numerical velocity profiles were extracted at distances of 15D and 39D from

the inlet boundary and are validated using the experimental results in Figure 4.4. The

development of the velocity profile for the S-A model shows a slightly unphysical pullback

of the velocity on the centreline at 15D downstream of the inlet, but when fully developed

gives a very good comparison to the experimental data at 39D. The k-ω SST model

shows an over prediction of the spatial development in the first 15D of the duct, and

then the same underprediction of the fully developed centreline velocity is seen as in

the cyclic cases. However, the shape whilst the profile is developing is a more realistic

representation of the way the flow behaves within the duct. One issue which may be

contributing to the differences between the experimental and simulated results is the

addition of a silencer in the experiment which provides some extra development length

upstream of the entry to the clean duct test section.
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Figure 4.4: Mean velocity profiles for the streamwise development of the flow within
the duct.

The importance of having a fully developed velocity profile upstream of the orifice is

noted in empirical models for orifice noise [14, 15]. However, it would be impractical to

simulate an inlet length of 40D upstream of the orifice. Therefore, it is desired that a

fully developed velocity profile is specified at the inlet boundary to reduce the required

development length. Initially, attempts were made to specify a fully developed profile

using a theoretical one-seventh or one-eighth power law. However, the specified profile

provided an incorrect gradient near y=0 and y=R and this method of specifying the

profile from an analytical equation was discounted.

The second option for the specification of a fully developed profile is to equation fit the

experimental data. This was done using a sixth order polynomial near the walls and a
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second order polynomial in the central region of the duct. Suitable values were chosen

very close to the walls, where the experimental profile could not be measured:

u = umax(−97.401r2 − 0.887r + 1.001239), if r/D ≤ 0.381,

u = umax(−6.53e12r6 + 1.67e12r5 − 1.78e11r4 + 1.01e10r3 − 3.21e8r2

+5.44e6r − 34425), if r/D > 0.381

(4.1)

where r is the radial distance from the centreline of the duct and umax is the maximum

velocity on the centreline of the duct. The result of this fitting is shown in Figure 4.5.

The resulting equation was then implemented into a boundary condition which is used

throughout all future simulations.
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Figure 4.5: Comparison of the experimental fully developed mean velocity profile and
the polynomial Equation 4.1 fitted to the data.

4.4 Single orifice

In order to understand the effect of additional upstream turbulence on an orifice, it

was first necessary to establish results for the baseline single orifice. The single orifice

geometry is meshed with a first cell height of 1 × 10−4D to provide a y+ of O(1) and

uses a growth ratio of 1.15 in the wall normal direction. A total of 152 cells are used

around the circumference of the duct, which has a maximum aspect ratio of 200 on

the y-z plane. Across the inside edge of the orifice, seven equally spaced mesh points

are used to give a resolution of 0.21mm. Mesh refinement is concentrated in the region

downstream of the orifice to capture the development of the shear layers and results in

a mesh size of approximately 4.1 million. The length of the domain was chosen as 10D

upstream and 40D downstream of the orifice. The mesh on the y-z plane and a zoomed

in image of the orifice on the x-y plane can be seen in Figure 4.6. The steady fully

developed velocity profile was defined at the inlet boundary and a zero gauge pressure

is fixed at outlet. No-slip conditions are applied to the walls of the duct and the orifice.
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All other boundary conditions are listed in Table 3.4. Based on the previous section,

the k-ω SST turbulence model is used at a flow velocity, u∞, of 10m/s. Further to this,

the simulation was initially run for 50TD, where TD = D/u∞, after which averaging of

the mean values was performed for a further 30TD.

(a) Mesh slice in y-z-plane (b) Mesh slice in x-z-plane

Figure 4.6: Single orifice mesh topology.

The ‘simpleChannelFoam’ solver was tested on the single orifice configuration and it was

found that the convergence was poor, primarily due to the inherent unsteadiness in the

flowfield due to the large recirculation regions directly behind the orifice. The unsteady

solver ‘pimpleChannelFoam’ showed better convergence, and hence only the results from

this solver are presented in the remainder of this section.

Centreline cut

Downstream cut location

Upstream cut location

Figure 4.7: Schematic of the sampling lines within the domain for comparison of the
mean velocity, k and volumetric sound sources.

Firstly, the inlet and outlet domain lengths were validated. To check the suitability of the

inlet domain length, the fully developed velocity profile, from Equation 4.1, was specified

at the inlet and the variation from this input profile was measured at a series of spanwise

upstream cut locations as the flow travelled through the duct towards the orifice. Figure

4.7 shows the system used to extract data both from locations upstream and downstream
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of the orifice along the radius and centreline of the duct. The measurements were taken

along a one-dimensional line.

Figure 4.8(a) shows the difference between the input velocity profile and the calculated

velocity profile at that point. The results show little upstream influence from the orifice

for distances of greater than 3D which is in good agreement with previous experimental

data [7]. A similar study was performed to check the outlet domain length, where the

velocity was compared to the fully developed profiles at various distances downstream

of the orifice. Figure 4.8(b) illustrates that the flow is approximately fully developed by

40D downstream, again in good agreement to Bull and Agarwal [7]. It would however

take longer than the simulated domain length to reduce this error to zero.
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Figure 4.8: Comparison of the differences between the profiles at selected cut-planes
and the fully developed flow profiles.

The prominent flow features noted in previous literature in Section 2.4, can be seen in

the velocity and turbulent kinetic energy contours in Figure 4.9. The jet through the

centre of the orifice reaches velocities of approximately six times the freestream velocity,

at the vena-contracta at approximately 0.4D downstream of the orifice, as shown in

Figure 4.10. There is a region along the centreline, at approximately 4D downstream,

where the velocity falls below freestream values. Directly behind the faces of the ori-

fice, a long recirculation region exists downstream, which is predicted to reattach at

approximately 2.9D, significantly longer than the predicted 2.5D [163]. The difference

can be attributed to an incorrect development of the shear layers, a common problem

with similar geometries, such as a backward facing step, which has been attributed to a

mixture of mesh resolution, turbulence modelling and initial conditions [118, 126]. The

turbulent kinetic energy is plotted along the centreline of the duct and shows two peaks,

the first illustrating a source of turbulence in the mouth of the orifice, caused by separa-

tion from the edges of the contraction, and the second highlighting the interaction of the

axi-symmetric shear layer downstream of the jet. The acceleration of the flow results in
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a large drop in pressure through the orifice of approximately CD = 22.5. Comparison

to the experimentally measured value of CD = 34.23 shows that the pressure drop is

underpredicted. This problem can also be attributed to the incorrect prediction and

development of the shear layers. This is a problem that should be investigated as part

of future work on this topic. Given the scope of this project and the timescale, it was

not possible to address this issue in this work.

(a) Mean velocity

(b) Mean turbulent kinetic energy

Figure 4.9: Contours of the mean velocity and turbulent kinetic energy on the x-y plane
of the mesh.

The highest levels of turbulence (and largest corresponding velocity fluctuations) are

seen in the shear layers between the jet and the recirculation region. In order to better

quantify the velocity and k variations downstream of the duct, a number of slices were

taken at varying downstream distances of up to 5D. The results are shown in Figure

4.11. The velocity profiles show the high velocity jet and the recirculation region close

to the orifice, but at distances greater than 4D the flow is seen to have mostly recovered.

However, when considering the k profiles, there are significantly higher turbulence levels

in the duct, even at 5D downstream. The maximum values are seen at approximately

1D downstream where the shear layers have fully formed. This data shows that the

additional turbulence generated by the orifice persists far downstream and will increase

the turbulence levels upstream of tandem components.



Chapter 4. Effect of Incoming Flow on the Turbulence Produced by an Orifice 73

0

1

2

3

4

5

6

7

-2 0 2 4 6 8 10

u
/
u
∞

x/D

(a) Normalised velocity

0

0.5

1

1.5

2

-2 0 2 4 6 8 10

k
/u

2 ∞

x/D

(b) Normalised turbulent kinetic energy

Figure 4.10: Normalised velocity and turbulent kinetic energy on the centreline of the
duct.
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Figure 4.11: Normalised velocity and turbulent kinetic energy profiles at cut-planes
downstream of the orifice.

Estimates of the volumetric noise sources within the wake of the orifice have been made

using Proudman’s analogy, Equation 3.83, and are shown in Figure 4.12. This analogy

correlates the k and ε fields to the sound produced by quadrupole sources within the

flow. Within the downstream range investigated, the results show strong similarities,

particularly in profile shape, to the k profiles, shown in Figure 4.11, and suggest that the

sound generation within the volume is dominated by the k. The maximum values are

seen within the shear layers up to 2D downstream of the orifice, with a rapid reduction

in noise generation outside the shear layers. This analogy suggests that if the incoming

turbulence increases the turbulence produced by an orifice, this will correspond to an

increase in the volumetric noise sources within the wake.
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Figure 4.12: Normalised SPL profiles from volumetric sound sources at cut-planes down-
stream of the orifice.

Despite the shortcomings of these simulations, the results show a reasonable comparison

to some of the fundamental properties of the orifice flow and provide a cost effective

method for estimating the interaction effects of the in-duct components. In the following

section, an additional orifice will be introduced upstream to investigate the interaction

effects of tandem in-duct components.

4.5 Double orifice

A series of double orifice simulations have been performed using a pair of d=50mm

orifices. The distance between the two orifices has been denoted by the variable B

which is shown schematically in Figure 4.13. The measurement distance is taken from

the downstream edge of the first orifice to the upstream edge of the second orifice. The

separation distances have been varied between 0.5-10D and the effect of the separation

has been quantified using the k profiles, velocity profiles and estimated volumetric sound

source profiles.

Orifice separation distance, B

Flow

Upstream orifice Downstream orifice

Figure 4.13: Schematic of the variable used to define the double orifice separation
distance.
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The double orifice geometry is meshed with a first cell height of 1 × 10−4D to provide a

y+ of O(1) and uses a growth ratio of 1.15 in the wall normal direction. The circumfer-

ence of the duct is discretised using 152 cells are used around the circumference of the

duct, which has a maximum aspect ratio of 200 on the y-z plane. The mesh is refined

in the streamwise direction in the regions between orifice pairs, gradually stretching the

cells from 0.25mm close to the orifices up to a maximum of 3.33mm, to ensure that the

development of the shear layers and the interaction of the wake with the downstream

orifice is correctly captured. The cell count varies between 4.8-10.3 million depending on

the length of the separation distance between the orifices. Following the studies of the

required upstream domain length on the single orifice, an inlet length of 5D has been

utilised along with a downstream domain length of 40D. Figure 4.14 shows the mesh

topology of the B=1D separation case. A fully developed velocity profile is specified at

the inlet using the fitted experimental data, a zero gauge pressure is used at outlet and

no-slip conditions are specified on the walls of the duct and the orifices. Other bound-

ary conditions are given in Table 3.4. The simulations are performed using the k-ω

SST model at a bulk velocity of 10m/s. The simulation was run through the transient

phase for 50TD, after which averaging of the mean values was performed for a further

50TD. Additional averaging is required due to the increased flow unsteadiness. For the

discussion of these results, the first orifice is denoted the upstream orifice and the second

orifice is denoted the downstream orifice.

Figure 4.14: Zoomed in view of double orifice mesh.

4.5.1 Effect of separation distance on velocity

Contour plots of the velocity field for the B=1D, 2D and 4D cases are shown in Figure

4.15. The separation distance has a significant effect on the velocity field near the pair

of orifices:

• The centreline velocity profiles (see Figure 4.16(a)) show that at separation dis-

tances of less than 1.5D, the shape of the jet flow through the first orifice is affected



76 Chapter 4. Effect of Incoming Flow on the Turbulence Produced by an Orifice

(a) B=1D

(b) B=2D

(c) B=4D

Figure 4.15: Mean velocity contours on the x-y plane for the double orifice cases at a
range of separation distances.
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Figure 4.16: Mean normalised velocity profiles on the centreline for the double orifice
cases at varying separation distances.

by the presence of the downstream orifice. This effect is not seen at separation

distance of greater than 2D, (see Figure 4.16(b)) where the velocity peak for the
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upstream orifice collapses regardless of the separation distance.

• At separation distances of less than 1D, the jet through the orifices is seen to

behave as a single jet (see Figure 4.16(a)). This is due to the jet passing through

the centre of the downstream orifice, without expanding sufficiently to interact

too heavily with the edges of the downstream orifice. At distances of greater

than 1D, the presence of a second peak through the downstream orifice is visible.

This feature of the flow affects the length of the jet through the downstream orifice,

which has been estimated as the downstream distance where the centreline velocity

returns to 125% of its freestream value (see Figure 4.18(a)).
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Figure 4.17: Mean normalised velocity profiles at various cut planes downstream of the
downstream orifice at a range of separation distances.

• The velocity profile of the flow entering the downstream orifice has a significant ef-

fect on the peak velocities seen in the vena-contracta of the downstream orifice jet.

This is evident throughout the range of separation distances considered, but most
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significantly at separation distances of 1.5-2D (see Figures 4.16(a) and 4.16(b)).

As the separation distance increases up to 10D the peak velocity in the jet is seen

to become comparable to the single orifice case, indicating that this velocity profile

is approaching its fully developed state before the downstream orifice.

• The centreline velocity is seen to recover within 4D of the downstream orifice (see

Figure 4.17). This is despite differences in peak velocities and incoming velocity

profiles.

• There is no effect on the flow upstream of the orifice pair caused by the presence

of the downstream orifice. This suggests that when using two orifices of the same

diameter, only the presence of the upstream orifice influences the flow upstream

of the orifice pair.

• The pressure gradient required to drive the flow through the duct increases almost

linearly from the single orifice up to separation distances of 2D. The required pres-

sure gradient then reaches a maximum at a separation distance of approximately

4D before reducing linearly from 4-10D (see Figure 4.18(b)). This may be due to

the fact that the 4D separation is the largest distance where the centreline veloc-

ity does not recover to freestream values before passing through the downstream

orifice. This implies that the velocity within the duct would be high over a long

section of duct, resulting in larger friction and pressure losses.
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Figure 4.18: Variation of the mean jet length and driving pressure for varying orifice
separation distances.

4.5.2 Effect of separation distance on TKE

The interaction between orifices has a significant effect on the k fields within the duct.

Contour plots of the k field on an x-y slice through the domain, for separation distances
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of B=1D, 2D and 4D, are shown in Figure 4.19. A number of key points have been

noted:

(a) B=1D

(b) B=2D

(c) B=4D

Figure 4.19: Mean turbulent kinetic energy contours on the x-y plane for the double
orifice cases at a range of separation distances.
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Figure 4.20: Mean turbulent kinetic energy profiles on the centreline for the double
orifice cases at varying separation distances.
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Figure 4.21: Maximum normalised turbulent kinetic energy values and turbulent kinetic
energy recovery lengths for varying separation distances.

• The levels of k at the inflow to the orifices significantly affect the turbulence

produced by the orifices. The inflow turbulence mainly affects the first source

of turbulence (the lateral flow and separation from the edges of the orifice). The

second peak, at the point where the shear layer interacts, is only seen to be affected

when the turbulence levels produced in the mouth of the orifice are higher than

those produced by the shear layers. This suggests that it is the convection of

turbulence from the mouth of the orifice that increases the levels at the shear layer

interaction location.

• At separation distances greater than 2D (see Figure 4.20(b)), the k levels through

the upstream orifice are comparable to that of the single orifice case. This is in

keeping with the velocity profile measurements.

• The levels of k through the downstream orifice are increased by the turbulence in

the wake of the upstream orifice at separation distances greater than 1D. This ef-

fect is still seen at the largest separation distance measured and would be expected

to have an influence even at large separation distances approaching the entrance

length of the duct.

• At small separation distances of less than 1.5D (see Figure 4.20(a)), the k levels

along the duct centreline are much lower. This is caused by the suppression of the

formation of the shear layers by the close proximity of the downstream orifice.

• The maximum levels of k, within the domain (see Figure 4.21(a)), are found within

the shear layers and as such are not apparent from the centreline plots. The

maximum values are found at separation distances of between 2-4D, where the

shear layers have the distance to fully form between the orifices but are still in
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Figure 4.22: Mean turbulent kinetic energy profiles at various cut planes downstream
of the downstream orifice at a range of separation distances.

close proximity to the downstream orifice. This may explain the large required

pressure gradient for a separation distance of 4D. The maximum values also

support the findings that the smaller separation distances produce lower levels

of turbulence after the downstream orifice. At a separation distance of 10D, the

maximum values of k are still higher than for the single orifice.

• The recovery length of the turbulent kinetic energy, defined as the streamwise

distance for the centreline k to return to 500% of its freestream value (see Figure

4.21(b)), is seen to remain relatively unchanged (there is a slight increase with

separation distance which can be seen in the spanwise cut profiles in Figure 4.22)

for all separation distances except for B=0.5D. The reasoning for this is that the

shear layer formation behind the upstream orifice is almost completely inhibited

at this separation distance, to the extent that the k levels are approximately 50%
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lower than the single orifice case. This provides a large reduction in the turbulence

levels in the wake of the downstream orifice and a shorter recovery length.

• The k levels at cut planes in the wake of the downstream orifice for the 10D

separation distance are seen to be the highest (see Figure 4.22). This is not because

there is more k produced by the orifice shear layers at this separation distance, but

can be explained by the better recovery of the velocity profile in the duct upstream

of the orifice and the resulting higher jet velocity. This then leads to shear layers

which extend further downstream, due to the increase in jet length, meaning that

the k levels are higher at cut planes further downstream of the orifice, but lower

in the immediate vicinity of the orifice (see Figure 4.22(a)).
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Figure 4.23: Mean estimated volumetric sound source profiles at various cut planes
downstream of the downstream orifice at a range of separation distances.
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4.5.3 Effect of separation distance on volumetric noise sources

The differences in the volumetric noise sources, estimated from Proudman’s formula

(Equation 3.83), are shown in Figure 4.23. It must be noted that the estimation provides

information only on the sources of noise, not the sound power level at that particular

point. The key points of interest in these results are:

• The largest sound sources are located close to the orifice and become weaker with

increasing downstream distance from the orifice. As these noise quadrupole noise

sources are caused by turbulence, it is logical that the shape of the profiles is very

similar to the shape of the k profiles at the same locations.

• Across the span of the duct, the largest noise sources are towards the centreline

and the lowest noise sources are located near to the duct walls. This is primarily

due to the diffusion of turbulence from the shear layers into the centre of the duct

before diffusing outwards towards the walls. The cut at 4D shows a relatively

uniform profile across the duct.

• The noise produced by the 10D separation case produces the highest levels of noise

except when very close downstream of the orifice. This is due to the development

of the velocity profile upstream of the orifice as explained in the previous section.

4.6 Summary

Overall, there is one clear feature in the results. There is a link between the turbulence

levels upstream and downstream of an orifice. The separation distance between the pair

of orifices and the resulting turbulence levels and velocity profile between the orifices

significantly influence the flow in the wake of the downstream orifice. When an orifice is

placed at a critical distance upstream of a second orifice, the turbulence in the wake can

increase the turbulence levels produced by the downstream orifice by more than twice

what it would produce with a clean inflow. The volumetric noise sources, which are

known to depend on the turbulence, are therefore significantly increased in the wake of

the downstream orifice as well, leading to higher estimated noise levels.

One of the disadvantages of the method employed here is that it is quite specific to orifice

flows in tandem. In a typical ADS system, the components that are placed upstream of

an orifice will produce a different wake profile to that seen behind the orifices, such that

the vortices and strong shear layers may not be present. Therefore, in order to make

the study more generally applicable to all components within an ADS, a more general

approach to increasing the upstream turbulence levels is required. Further quantification

of the other sources of noise, such as dipole and monopole sources is also desired. For

this reason, and to allow for quantification of the noise produced by the orifice, a more

accurate time resolved simulation is required, with better control over the incoming

turbulence levels.





Chapter 5

Noise Generation within the Air

Distribution System

5.1 Introduction

In the previous chapter, it was shown that there is a link between the upstream and

downstream turbulence levels in an orifice flow. What was not considered, however, was

the link between the turbulence levels and the noise.

Whilst many previous computational studies on ADS interaction noise have studied ori-

fice pairs [12, 72, 74], it is very unlikely that two components of the same type would be

placed in tandem within a duct. Furthermore, the orifice pairs tend to have small separa-

tion distances (1-2D) which means that there is a strong influence from the shear layers

and heavily non-uniform flow upstream of the second orifice. Whilst this type of wake

could be present within a real ADS, there would be a tendency towards a more uniform

upstream turbulence, due to the fact that the other components produce smaller scale

turbulence due to the smaller characteristic length scales of the geometries and the lack

of a high velocity jet. Therefore, whilst the orifice pair is a useful method for increasing

turbulence levels upstream of the second component, it doesn’t accurately represent a

real system. In order to establish the link between the turbulence and the noise for

the components of an ADS, it is important that a more general and controllable type

of turbulence is introduced into the duct upstream of the orifice. Therefore, a different

physical body has been used to create additional turbulence, without the vortices, strong

shear layers and significant additional noise that is produced by an upstream orifice.

The objectives for this chapter are twofold; the first is to gain a better understanding

of the noise sources present in an orifice flow without upstream turbulence, in order

to identify the sources of orifice self noise. The second aim is to identify the way in

which increased levels of freestream turbulence interacts with an orifice to increase the

noise produced. The structure of this chapter is as follows: Firstly, the orifice geome-

try will be introduced, along with the method for increasing the upstream turbulence

85
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levels. Following this, a validation of the modelling approach for an orifice without

additional turbulence is performed and the source mechanisms for the isolated orifice

are investigated. Finally, the higher turbulence configurations are validated and the

mechanisms for the additional noise due to turbulence are investigated. Throughout

this chapter, the results from the simulations have been compared to the experimental

results of Tao [6] where possible. The experimental facility is discussed in Section 3.10.1

and the experimental methodology is discussed within the relevant results sections of

this chapter.

5.2 Geometry and turbulence generation methodology

In this chapter, the geometry investigated is that of an isolated single orifice with varying

upstream turbulence levels. The orifice geometry is the same as that shown schematically

in Figure 4.1, which has an inner diameter of d=65mm, a thickness of to=1.5mm and

an outer diameter of D=100mm, such that it is flush with the outer ducting. The only

difference from the orifices considered in Chapter 4 is the larger internal diameter, which

will result in a lower jet velocity, weaker shear layer gradients and lower noise levels.

Additional turbulence generation is a critical part of this project. The method adopted

involves the use of a physical bluff body placed upstream of the orifice, such that the

wake of the body convects downstream and interacts with the orifice. Whilst this is

a simple method to implement, it does have a number of drawbacks. The addition of

another bluff body can significantly increase the computational cost of the simulation,

due to the increased duct length required and the additional refinement region around

the upstream body/propagation region between that body and the orifice. There is

also the added difficulty of dealing with the non-uniform wake profile generated by the

upstream bluff body, which may be different to the turbulence found in the wake of

typical ADS components. However, the main overriding advantage of this method is

that it exactly matches the experimental configuration of Tao [6] and enables direct

comparison and validation using the experimental data.

The bluff body chosen for this purpose is a ring geometry. The geometry is shown

schematically in Figure 5.1, where the external diameter, do=37.5mm, the internal di-

ameter, di=27.5mm and the thickness tr=3mm. The centre of the ring was placed on

the centreline of the duct and the turbulence intensity upstream of the orifice could be

varied by changing the ring separation distance, shown schematically in Figure 5.2.

The ring allows two useful inflow conditions to be modelled. Firstly, when fully de-

veloped duct turbulence is desired, the ring can provide the required perturbations to

accelerate the development of the turbulence in the duct section upstream of the orifice

and secondly, the ring can be used to directly raise the turbulence levels upstream of the

orifice, to allow for an investigation of the effect of additional turbulence on the noise

produced by an orifice. The positioning of the ring is crucial to ensure that the correct
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Figure 5.1: Schematic of the variables used in the definition of the ring geometry.
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Figure 5.2: A schematic of the geometry and definitions for the single orifice cases with
a ring present at varying distances upstream.

inflow conditions are produced. For the fully developed duct turbulence, the ring must

be placed far upstream, such that the increased turbulence levels in the wake of the ring

can decay down to typical duct levels before the flow reaches the orifice. In order to

significantly raise the incoming turbulence levels, the ring must be placed sufficiently

close to the orifice such that the wake has not fully decayed before it interacts with the

orifice.

A total of five configurations will be investigated in this chapter, as described in Table

5.1. These are denoted positions P1-P5 and correspond to placement distances of 1.4D,

3D, 5.4D, 8.4D and 20D upstream of the orifice. Positions P1-P4 are placed close

enough to the orifice to raise the incoming turbulence levels and position P5 is designed

to provide fully developed upstream turbulence conditions.

P1P2P3P4P5

1160mm 300mm 250mm 150mm 140mm

Ring separation distance

Figure 5.3: Schematic of the five separation distances between the ring and the orifice
(P1-P5).
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Name Ring separation Cell count Transient length (TD) Sampling length (TD)

Isolated orifice N/A 9.81 39 100
Ring-P1 1.4D 12.48 41 100
Ring-P2 2.9D 12.61 43 100
Ring-P3 5.4D 14.49 45 100
Ring-P4 8.4D 16.51 49 100
Ring-P5 20D 19.20 60 100

Table 5.1: Details of the simulations conducted on the isolated orifice and orifice/ring
pairings.

5.3 Methodology

All of the simulations performed in this chapter use the same basic modelling method-

ology. The second order open source code OpenFOAM is used to solve the unsteady

three-dimensional compressible Navier-Stokes equations in a time resolved simulation.

The use of a solver which accounts for the compressibility of the flow is essential to

properly account for the noise sources and to allow for the accurate use of the acous-

tic analogies presented in Section 3.3 [196]. For this purpose, the ‘rhoPimplecFoam’

solver is utilised with some modifications to allow for the calculation of acoustic quan-

tities of interest during the running of the simulation. The modified solver is denoted

‘rhoPimplecSoundSourceFoam’. This solver uses a merged PISO [197]-SIMPLEC [198]

solution algorithm for the velocity-pressure coupling. Details of the numerical schemes

are presented in Section 3.8.2.1. In order to maintain accuracy within each timestep,

all relaxation factors are set equal to 1 and the equations are iterated to a convergence

tolerance of 1 × 10−6.

The upstream domain length was fixed at 8D for all of the simulations in this chapter.

In the cases for the isolated single orifice, this was 8D upstream of the orifice, and when

rings were introduced, the 8D length extends upstream of the ring. This means that the

total duct length is a function of the separation distance. This length was found to be

more than sufficient for the inflow to experience minimal disturbance from the physical

bodies placed within the domain in the studies in Section 4.4. The downstream length

of 20D downstream of the orifice matches the domain length of the experimental facility.

All the meshes constructed for these cases use a three dimensional, multi-block struc-

tured approach, with refinement extending from a position of 1D upstream of the ring

position, or the orifice position if no ring is used, to 15D downstream of the orifice

position. This includes the whole nearfield region of the orifice, the convection region

between the ring and orifice and the sound propagation region downstream, extending

to 3D past the microphone positions at 12D downstream. The mesh sizing is controlled

using a maximum cell dimension of 3.33mm throughout the region of interest which

should allow for the wall pressure spectra to be resolved up to 5kHz, based on a second

order spatial scheme [99, 101]. Outside of these regions, the mesh is gradually stretched

up to a maximum of 10mm at the inlet and outlet boundaries. Images of the mesh in the

nearfields of the ring and orifice can be seen in Figures 5.4 and 5.5. For these meshes,
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the first grid point was placed at 1× 10−4D away from the surface of the duct walls and

orifice faces, to ensure y+ < 2. The mesh across the y− z plane of the duct uses a total

of 100 circumferential points and, in order to avoid a singularity on the centreline, a

square mesh topology is used in the centre of the duct. The choice of turbulence model

was noted to be very important in this type of geometry [116] and the decision was

made to utilise the IDDES model based on the backward-facing step results presented

by Shur et al. [5]. This decision was made primarily because the meshing requirements

for LES near the duct walls would have made the computational cost prohibitively large.

The DES method negates some of these drawbacks without a significant impact on the

accuracy [5]. The one-third power of the cell volume was used as the sub-grid length

scale input to the IDDES sub-grid length scale formulation, which has been used for

similar applications previously [199]. The standard values of CDES=0.65 and Cw=0.15

are used in the IDDES model.

Figure 5.4: Zoomed view of the mesh on the x-y plane between the ring and the orifice
for ring position P1.

(a) Nearfield orifice (b) Nearfield ring

Figure 5.5: Zoomed view of the mesh on the x-y plane around the orifice and ring.

At the inflow, a steady fully developed mean velocity profile was used to maintain a
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constant mass flow rate. As shown in Figure 5.6, this boundary condition provides

a good representation of the experimental duct profile upstream of the orifice. The

adiabatic walls of the orifice and the duct were treated with the no-slip condition and

a partially reflecting outflow is used to drive the pressure towards the freestream value

of 101325Pa (see waveTransmissive boundary condition in Section 3.8.2.3). The bulk

velocity was consistent at 10m/s and the freestream temperature was fixed to 293.15K at

the inlet boundary. For the coordinate system definition, x is the streamwise direction, y

is the vertical direction and z is the spanwise direction. The origin for these simulations

is always the geometric centre of the orifice defined on the plane of the upstream edge

of the orifice.

The simulations are conducted with a timestep of 5× 10−6 which is more that sufficient

to capture the propagation of 5kHz acoustic waves at the previously recommended 20

Timesteps Per Period (TPP) [100]. This also achieves a maximum CFL < 2 which is

sufficient for stability using an implicit time stepping scheme. Averaging of the results

was performed following the initial transient phase of the simulations. In an orifice flow,

this can be a significant amount of time, owing to the low flow speed and the very large

pressure and density changes which occur upstream of the orifice in the initial stages.

Mass flow monitoring on the inlet and outlet faces of the duct was performed, which gave

an indication as to when the flow had converged. Further to this, the simulation was run

for between 39-60TD, where TD = D/u∞, depending on the separation distance between

the ring and orifice. Averaging of both mean and fluctuating values was performed for

a further 100TD across the whole computational domain. The spectra for both the

experimental and numerical data were produced using a Fast Fourier Transform (FFT)

with Hamming windowing. Each FFT was performed over a number of blocks, where

each block contained a time history of 4096 samples. The sampling frequencies for the

experimental and numerical results were 20kHz and 100kHz, respectively, resulting in

frequency resolutions of 4.88Hz and 24.4Hz.

5.4 Effect of inflow conditions on the aerodynamic quan-

tities of the single orifice

As a first step in the validation of the simulation methodology for the compressible

solvers, it was necessary to validate the inflow conditions for the isolated single orifice.

The fully developed steady boundary condition (which was modified to provide a con-

stant mass flow rate from the BC used in Section 4.3.2) was shown to give excellent

agreement to the experimentally measured mean velocity profiles at a distance of 4D

upstream of the orifice, see Figure 5.6. The mean velocity profile also shows excellent

agreement at a distance of 0.3D upstream, however, Figure 5.7 highlights a problem with

under developed turbulence. The problem with the low turbulence intensity is caused
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by the lack of a sufficient disturbance within the duct or sufficient development distance

to cause large scale transition to turbulence.

In order to investigate the effect of an additional perturbation on the development of

the flow upstream of the orifice, a ring was placed at a distance of 20D upstream of the

orifice (P5). The upstream domain length is extended a further 8D beyond this, where

the fully developed mean profile is applied. The effect of the upstream ring is shown

in Figure 5.8. Both the mean velocity and turbulence intensity profile match better to

the experimental data, indicating that the inflow conditions are significantly improved

through the use of the upstream ring. For this reason, all future results presenting the

validation of the fully developed inflow conditions will be for ring position P5.
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Figure 5.6: Comparison of the experimental and simulated mean velocity profiles at a
position 4D upstream of the orifice.
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Figure 5.7: Comparison of the experimental and simulated mean velocity profile and
turbulence intensity profile at a position 0.3D upstream of the orifice with a 8D up-
stream domain length (No ring).
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Figure 5.8: Comparison of the experimental and simulated mean velocity profile and
turbulence intensity profile at a position 0.3D upstream of the orifice with a ring placed
at 20D upstream of the orifice.

5.4.1 Aerodynamic validation

Prior to studying the wall pressure fluctuations produced by the orifice, it was necessary

to validate the aerodynamic quantities from the simulation against experimental and

empirical results. The primary quantities for validation purposes are the pressure drop

and reattachment length. The drop in pressure through the orifice is related to the

reattachment length, as this has a bearing on the area of the vena-contracta and the

eventual spreading rate of the jet. Given that these quantities provide information about

how well the fundamental properties of the orifice are simulated, they have been used

as the data for comparison in a mesh convergence study which is presented in Appendix

A.

5.4.1.1 Pressure drop and reattachment location

The data used for validation of the mean static pressure drop has been experimentally

measured by Tao [6] using 55 pressure taps, separated by a distance of 10mm, see Figure

5.9. Ten pressure taps were placed upstream of the orifice and 45 downstream to cover

the whole of the separated region when using the d=65mm orifice. The theoretical/em-

pirical estimation of the pressure drop using Bernoulli’s incompressible equation, with a

discharge coefficient to correct the drop, is also used for validation and provides a pre-

diction of the change in pressure between locations 1D upstream and 0.5D downstream

of the orifice face.

The experimental results show that as the flow approaches the orifice, the upstream

pressure slightly increases, due to the blockage by the orifice. Then, in the mouth of

the orifice, the pressure sharply drops due to the acceleration of the fluid through the

reduced area of the orifice opening. The pressure continues to reduce until the location

of the vena-contracta, after which it gradually increases with downstream distance, until
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10 upstream
pressure taps 45 downstream pressure taps

10mm

450mm100mm

Flow direction
Orifice

Duct wall

Pressure taps

Figure 5.9: Schematic of the location of the static pressure measurement probes up-
stream and downstream of the orifice.

it reaches its maximum recovered pressure. The differential in pressure caused by the

orifice is proportional to the square of the velocity:

∆p =
1

2
ρu2
∞CD, (5.1)

where ∆p is the differential pressure, CD is the drag coefficient, ρ is the fluid density

upstream of the orifice and u∞ is the bulk flow velocity. The coefficient CD remains

constant for a specific orifice regardless of the flow velocity and also accounts for the

frictional losses through the duct from Equation 2.2. For the d=65mm orifice, the

experimental value of CD is equal to 7.92.

Whilst it is not possible to make a full comparison of the d=65mm simulation to the

experimental data across the whole measurement range (unlike for the 60mm and 70mm

orifices which were not simulated due to the lack of other measurements, such as velocity

spectra), it is clear to see that the pressure drop is underpredicted by approximately

10%, see Figure 5.10. This indicates that the orifice is not sufficiently accelerating the

flow in the simulations and is the same effect as was seen in the RANS simulations in

Chapter 4. Another point of interest is the relative position of the vena-contracta (the

point of minimum jet area), where it is seen that this is too far downstream (0.5D in

the experiment and 0.7D in the simulation). Furthermore, it is clear from Figure 5.11,

that the mean reattachment point is also overpredicted by approximately 18% based on

the empirical reattachment length [163].

5.4.2 Velocity validation

Unsteady velocity measurements were taken by Tao [6] using a traverse mounted single

sensor hot wire probe. The probe was inserted through the duct wall at nine equally

spaced locations downstream of the orifice (denoted X2-X9) ranging from 100-450mm

(1-4.5D). Each measurement location was separated by a distance of 50mm (0.5D),

as show in Figure 5.12. At each location, the hot wire probe was traversed through 76

points with a step size of 1.25mm, giving a total traversing distance of 95mm. Data were

sampled using a frequency of 10kHz for a total period of 40 seconds. From the unsteady
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Figure 5.10: Comparison of experimental and numerical static pressure drop through
the orifice measured on the wall of the duct.
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Figure 5.11: Mean shear stress measured along the duct wall, with comparison to
empirical equation for reattachment point [7]. Simulated reattachment point is where
the skin friction intersects the zero line for the second time.

velocity measurements, the mean velocity, turbulence intensity and power spectrum

density of the velocity have been calculated.

One point worth noting is that the hot wire probe cannot measure directional data,

meaning that it cannot distinguish between streamwise and recirculating flow. For that

reason, the measurements directly behind the orifice face, where the flow is travelling

opposite to the streamwise direction, may be inaccurate. This problem will affect the

measurements of the mean velocity profile within the recirculation regions, however, the

turbulence intensity will only be affected in shear layers where the velocity switches from

negative to positive. This effect can be see in Figures 5.15 to 5.20.

In order to provide an overview of the flow, contours of the mean and instantaneous

velocity and the mean turbulent kinetic energy are presented in Figure 5.13. In addition

to showing the main features discussed in the literature review, the results show the

significant unsteadiness captured by the DES model in the wake of the orifice, including



Chapter 5. Noise Generation within the Air Distribution System 95

Flow direction
Orifice

Duct wall

100mm
50mm

Holes in duct wall
for hot wire probe

Hot wire
probe

Traversed

Figure 5.12: Schematic showing the velocity measurement locations which have been
sampled using a hot-wire probe.

the flapping motion of the jet within the duct. The iso-contour further highlights the

merging and development of the structures within the jet as they convect downstream.

The same quantities can be seen in Figure 5.14 for the flow around the ring. A weaker jet

can be seen and a small recirculation region is present downstream of the ring. There is

also an increase in the turbulent kinetic energy in the wake of the ring, which eventually

convects downstream and interacts with the orifice.

Simulated velocity data were sampled at locations matching the experimentally probed

cuts. The data shown in Figures 5.15, 5.16 and 5.17 gives mean velocity and turbulence

intensity data at the experimental measurement locations and the additional position

X1 at 0.5D downstream of the orifice. Comparison of the experimental and simulation

data shows that the mean normalised velocity is very well predicted throughout the

region covering the wake of the orifice. This is true of both the shape and magnitude

of the profiles. This is particularly true near the centreline of the duct, with slight

discrepancies seen near the walls of the duct. This can be explained by firstly, the

overprediction of the recirculation length by the simulations, and secondly, the inability

of the hot-wire to distinguish the direction of the flow and the difficulties associated with

measurements in regions of high turbulence intensity, such as the recirculation region.

These points are confirmed as the profiles match extremely well at positions downstream

of the reattachment point of the orifice (X5-X9).

Comparison of the turbulence intensity shows that the simulation has a tendency to

overpredict the urms values across the span of the duct for measurement positions X2-

X5. The overprediction is primarily located in the shear layers and in the recirculation

region. This has previously been discussed by Deck for a BFS geometry [116]. The

overprediction of recirculation length and the incorrect position of the vena-contracta,

as noted in Figure 5.11, are direct results of the delayed development of the shear layers.

This leads the simulation to overproduce TKE, which explains the overpredictions seen

in the numerical data. The turbulence intensity on the centreline in position X2 is quite

well predicted and it is only further downstream where the overpredicted turbulence

diffuses into the centre of the duct that the overprediction across the span is seen. Once

again, at measurement points significantly outside the recirculation region (X6-X9), the

comparison of the turbulence intensity is very good.
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(a) Mean streamwise velocity

(b) Instantaneous streamwise velocity

(c) Mean turbulent kinetic energy

Figure 5.13: Contours of velocity and k shown on the x-y plane of the mesh in the wake
of the orifice for ring in position P5.

In order to study the velocity field in the wake of the orifice further, the magnitude of the

velocity fluctuations at different frequencies is plotted in Figures 5.18, 5.19 and 5.20. The

experimental and computational results both highlight the largest velocity fluctuations

as being within the shear layers. There is a good comparison of the location of the shear

layer by the simulation, however, the simulation data is seen to slightly overpredict the

low frequency fluctuations immediately downstream of the orifice and then underpredict

across the whole frequency range as the stream wise distance increases. The under

prediction with increasing distance is most probably caused by a lack of resolution to

maintain the fluctuations. The same may also be true of the low frequency overprediction

close to the orifice, where the energy in the flow is incorrectly concentrated most at low

frequencies. However, it may also be the case that the delayed shear layer development
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(a) Mean streamwise velocity

(b) Instantaneous streamwise velocity

(c) Mean turbulent kinetic energy

Figure 5.14: Contours of velocity and k shown on the x-y plane of the mesh in the wake
of the ring for ring in position P5.

leads to fewer smaller structures (high frequency fluctuations) in the region close behind

the orifice.

5.4.3 Acoustic validation

The acoustic pressure within the duct was experimentally measured by Tao [6] using

microphones which were flush mounted on the duct walls. In order to attenuate the

effect of the turbulent boundary layer on the noise measurements, a 1mm hole was

drilled into the duct wall, behind which the microphone was placed. This is shown

schematically in Figure 5.21 and had the additional benefit of reducing the effective

measurement area. The primary noise data was collected from 12 microphones mounted
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(f) Turbulence intensity X3

Figure 5.15: Comparison of mean normalised velocity and turbulence intensity profiles
at spanwise cuts across the duct at positions X1-X3.

1200mm (12D) downstream of the orifice. The microphones were equally spaced around

the duct circumference with a separation angle of 30 degrees. The large separation

distance between the orifice and the measurement location was used to minimise the

effect of hydrodynamic pressure fluctuations, which could corrupt the acoustic data.

Further measurement locations closer to the orifice have also been tested. The mi-

crophones were flush mounted using the same method as described in the previous

paragraph and are placed at streamwise distances of between 31.5-346.5mm and 396.5-

768.5mm downstream of the orifice. Within these ranges, the microphones are equally
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(f) Turbulence intensity X6

Figure 5.16: Comparison of mean normalised velocity and turbulence intensity profiles
at spanwise cuts across the duct at positions X4-X6.

spaced, with a separation distance of 15mm. These microphones allow for a quantifica-

tion of the flow in the nearfield of the orifice, including the expected tonal peaks due to

vortex shedding from the orifice edges and feedback mechanisms from the interaction of

the jet with the wind tunnel walls.

Experimental wall pressure measurements were firstly taken in the clean duct to measure

the background noise levels within the duct. The data taken in the clean duct show a

broadband spectrum, with no narrowband peaks. This suggests that in the clean duct,

the pressure field is dominated by the turbulence induced by the boundary layer [6]. The
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(e) Mean velocity X9
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(f) Turbulence intensity X9

Figure 5.17: Comparison of mean normalised velocity and turbulence intensity profiles
at spanwise cuts across the duct at positions X7-X9.

clean duct shows noise levels significantly below those seen with a component mounted

in the flow, and was therefore neglected from further computational studies within this

chapter.

Following the clean duct, wall pressure spectra were measured for a range of orifice sizes

and flow speeds. The experimental results show that at frequencies below the first cut-on

frequency of 2010Hz, only the plane wave mode propagates in the duct. In this frequency

range, the spectrum has a broadband shape. At frequencies higher than 2010Hz, the

higher order modes are excited. These presents themselves as narrowband peaks within
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(b) Simulation X2
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(c) Experimental X3
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Figure 5.18: Comparison of the velocity spectra at spanwise cuts across the duct at
positions X2-X4.

the spectrum, approximately corresponding to the frequencies predicted by the Bessel

function (Table 3.1). All of the higher order modes dominate the plane wave mode near

their cut on frequencies, although the peaks fall off rapidly as the frequency increases

further. From the range of experimental data, it was seen that the higher order modes

were more heavily excited (the narrowband peaks became larger) at higher flow speeds

and also when the orifice diameter is reduced. However, when the orifice was very large,

there were no tonal peaks present in the data. This is expected, as both increasing

the bulk flow velocity and reducing the orifice diameter will increase the maximum flow



102 Chapter 5. Noise Generation within the Air Distribution System

100 1000 10000

Frequency (Hz)

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

R
ad

ia
l

P
os

it
io

n
(r

/
D

)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

P
S

D
/(

m
2
/s

2
)/

H
z

(a) Experimental X5

100 1000 10000

Frequency (Hz)

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

R
ad

ia
l

P
os

it
io

n
(r

/D
)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

P
S

D
/(

m
2
/s

2
)/

H
z

(b) Simulation X5

100 1000 10000

Frequency (Hz)

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

R
ad

ia
l

P
os

it
io

n
(r

/
D

)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

P
S

D
/(

m
2
/s

2
)/

H
z

(c) Experimental X6

100 1000 10000

Frequency (Hz)

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

R
ad

ia
l

P
os

it
io

n
(r

/D
)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

P
S

D
/(

m
2
/s

2
)/

H
z

(d) Simulation X6

100 1000 10000

Frequency (Hz)

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

R
ad

ia
l

P
os

it
io

n
(r

/
D

)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

P
S

D
/
(m

2
/s

2
)/

H
z

(e) Experimental X7

100 1000 10000

Frequency (Hz)

-0.4

-0.3

-0.2

-0.1

0

0.1

0.2

0.3

0.4

R
ad

ia
l

P
o
si

ti
o
n

(r
/D

)

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

P
S

D
/(

m
2
/s

2
)/

H
z

(f) Simulation X7

Figure 5.19: Comparison of the velocity spectra at spanwise cuts across the duct at
positions X5-X7.

velocity through the orifice, resulting in higher intensity turbulence and acoustic fields

downstream of the orifice [6].

A comparison of the experimental and simulation results at a distance of 12D down-

stream of the orifice, for ring position P5, is presented in Figure 5.23. The comparison

is good across the whole resolved frequency range (100Hz - 5kHz) with discrepancies

only seen in the magnitude of the predictions at the cut-off frequencies of the ducts

modes. This suggests that the simulation is over exciting the first duct modes, maybe

due to reflections from the boundaries. However, the simulated cut-off frequencies of
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Figure 5.20: Comparison of the velocity spectra at spanwise cuts across the duct at
positions X8-X9.

Microphone

1mm round hole

Duct wall

Figure 5.21: Schematic of flush mounted wall pressure microphones used in the exper-
imental setup.

the duct modes are very well predicted, as detailed in Table 5.2, suggesting that the

over prediction could be improved in future simulations. Overall, this prediction is very

encouraging for the accuracy of the acoustic predictions.

Mode 1 Freq. (Hz) Mode 1 (dB) Mode 2 Freq. (Hz) Mode 2 (dB)

Experiment 2041 57 3403 48

Simulation 2052 65 3372 56

Table 5.2: Comparison of experimental and numerical frequency and level of duct
modes, for the first two cut-off modes. Mode numbers are 1,0 and 2,0 (m,n).

One point of interest for identifying the location of the sound source is the magnitude of
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Duct wall
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Not to scale and not all mics shown Microphone locations

Figure 5.22: Schematic of the approximate locations of the microphones flush mounted
within the experimental duct.

the fluctuations in the upstream and downstream directions. The Mach number of the

flow is so small that this should have little effect on the propagation of the sound waves.

The spectra of the wall pressure is shown in Figure 5.24 for locations equally spaced at

8D upstream and downstream of the orifice. It is clear that the fluctuations upstream of

the orifice are significantly higher than those downstream. This may be caused by the

presence of the ring upstream, however, it was not confirmed using results from a clean

duct as the turbulence characteristics were incorrect (see Section 5.4). Furthermore, the

distance to the ring is larger than the distance to the orifice, which suggests that noise

from the orifice may be radiating more efficiently in the upstream direction and it is

most probably located on the upstream face of the orifice. The next section will aim to

confirm this suggestion.
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Figure 5.23: Comparison of the simulated and experimental wall pressure spectra at a
distance of 12D downstream of the orifice for ring position P5.

5.4.4 Sound source identification

Following the literature review on the possible sources of sound in an orifice flow (see

Section 2.4.3), the focus of this investigation is on two areas; the face of the orifice and

the area of the duct wall where the jet impinges. For the purpose of plotting results for

the entire orifice face and duct wall, the sampling locations, presented using the dashed

lines in Figure 5.25, are used. On the orifice face, a normalised surface measurement

distance, xs, is used to describe the distance from the upstream corner of the orifice. In

this measurement system, the point where the upstream face meets the duct wall lies
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Figure 5.24: Comparison of the simulated wall pressure spectra at distances of 8D
upstream and downstream of the orifice for ring position P5.

at -0.175, the upstream corner lies at 0, the downstream corner lies at 0.015 and the

point where the downstream face meets the duct wall lies at 0.19. Along the duct wall,

the sampling locations extend from the inlet of the duct at x/D=-8, past the upstream

orifice face at x/D=0 and to the outlet at x/D=20.

0 0.015

0.19

Duct wall

-0.175

Flow direction

Downstream
face

Upstream
face

Inside face

(a) Orifice face identifying the upstream,
inside and downstream faces

Flow direction

x/D=-8 x/D=20x/D=0

Duct wall

Orifice face

(b) Duct wall

Figure 5.25: Schematic of normalised measurement distance, xs, and the sampling
location on the duct wall.

In order to identify the dominant noise sources, a number of noise source identification

methods, which have been previously discussed in Section 3.7, have been applied to the

ring case in position P5. These results are provided in the following sections.

5.4.4.1 Initial source identification

The first step in identifying the noise sources is to look at the relative magnitudes of

the two previously discussed noise sources; the orifice face and the impingement point

of the orifice jet on the duct wall. An attempt is made to do this through the use of

the root mean square pressure and the gradient of the density field along the walls. As

discussed in Section 3.7, the pressure directly measured from the computation contains

both the hydrodynamic and acoustic fluctuations, therefore, measuring the RMS val-

ues of the combined pressure field will not necessarily give information on where the
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sound is generated, but does help to identify regions where there is significant pressure

unsteadiness.

Figure 5.26, shows the mean pressure and RMS pressure on the face of the orifice. The

mean pressure plot indicates that the vast majority of the pressure drop across the orifice

is seen near the upstream corner of the upstream face as the flow is accelerated when

passing through the orifice opening. This large change in pressure over a short distance

causes a large pressure gradient around the upstream corner of the orifice, which is the

corresponding location for the maximum values of the pressure unsteadiness. Relatively

large unsteadiness is also seen on the rear face of the orifice, which is postulated to be

caused by the unsteadiness of the primary and secondary separation regions directly

downstream of the orifice.
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Figure 5.26: Profiles on the face of the orifice for the case with ring placed at 20D
upstream of the single orifice. The solid line represents the upstream corner of the
orifice and the double dashed line represents the downstream corner of the orifice.

The RMS pressure on the duct walls and on the duct centreline is shown in Figure

5.27. Both the duct wall and the centreline show a large pressure unsteadiness around

the separated region where the jet is formed. A primary peak is located on the duct

wall at approximately the location of the impingement point of the jet (x/D ≈ 2). A

primary peak is seen along the centreline at the location where the shear layers meet

and is of approximately the same magnitude as the wall source. It should be noted

that the high pressure unsteadiness indicated along both the centreline and duct wall

is larger than what was seen on the face of the orifice. However, the centreline and

duct wall indicate very similar values, suggesting that this may be the hydrodynamic

pressure being affected by the large pressure drop through the orifice and may not imply

a significant source of noise.

Non-uniform density distributions can play an important role in the propagation of

sound. The mean density gradient (or temperature gradient) is seen to partially ac-

count for sound amplification in subsonic jets, whereby additional sources are present

in the unsteady density field [200, 201]. It has also been shown that when large density
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Figure 5.27: Root mean square pressure fluctuations for the case with ring placed at
20D upstream of the single orifice. The solid line represents the upstream corner of the
orifice.

gradients are present in a jet flow, an additional dipole noise source can become impor-

tant [202, 203]. The gradient of the density field is shown on the orifice face and the

duct wall in Figure 5.28. The plots show similar characteristics to the RMS pressure

field indicating the potential presence of two dipole noise sources. The magnitude of the

density change near the mouth of the orifice is expected from the large change in the

pressure field through the orifice and a smaller density gradient is seen along the wall of

the duct in the recovery region downstream of the orifice. This particular result strongly

suggests that there is a dipole noise source located close to the orifice upstream corner.
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Figure 5.28: Mean density gradient for the case with ring placed at 20D upstream of
the single orifice. The solid line represents the upstream corner of the orifice and the
double dashed line represents the downstream corner of the orifice.

The RMS pressure values and the gradient of the density field have indicated the loca-

tions of the two suspected noise sources as regions of potential sound generation. Whilst

they are not able to confirm either of these as the dominant noise source, they provide an

indication as to the locations of interest for a more in-depth investigation of the orifice



108 Chapter 5. Noise Generation within the Air Distribution System

noise sources.

5.4.4.2 Surface sound source identification

Curle’s surface acoustic analogy, described in Section 3.7.1.1, has been applied to the

two focal regions within the orifice flow; the orifice face and the duct wall. The use of

acoustic analogies allows for the sound sources to be estimated, despite the dominance

of the hydrodynamic pressure fluctuations in the region near to the orifice. In order

to apply the analogies, the mean and instantaneous value of the square of the time

derivative of the pressure were output on the surfaces of the duct and orifice. This

quantity is used in the following section to estimate the acoustic sources.

Curle’s analogy relates the time derivative of the hydrodynamic pressure to the acoustic

pressure. However, in this work, only the source term of Curle’s analogy will be consid-

ered. The magnitude of this source term is presented on the wall of the duct and orifice

in Figure 5.29. The results indicate noise sources across the two regions previously iden-

tified. The dominant noise source is located on the upstream corner of the orifice face,

with the secondary noise source, which is more than one order of magnitude smaller,

near the jet impingement location.
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Figure 5.29: Profiles of the mean square of the hydrodynamic wall pressure time deriva-
tive on the face of the orifice for the case with ring placed at 20D upstream of the single
orifice. The solid line represents the upstream corner of the orifice and the double dashed
line represents the downstream corner of the orifice.

The vorticity variation has also been investigated on the surfaces and is shown in Figure

5.30. The vorticity shows two peaks around the same regions as the large source term,

with the magnitude on the orifice face being significantly larger than that on the duct

wall. This suggests that vorticity may be a quantity which is related to the production

of sound in those regions. This will be confirmed when the effect from introducing

additional turbulence is understood.
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Figure 5.30: Mean surface vorticity for the case with ring placed at 20D upstream of
the single orifice for ring position P5. The solid line represents the upstream corner of
the orifice and the double dashed line represents the downstream corner of the orifice.

5.4.4.3 Volume sound source identification

When the volume source methods were introduced in Section 3.7, it was mentioned that

the surface sources were expected to be dominant over the volume sources due to the

low Mach number. However, data from these is still useful in identifying the potential

contribution of the volumetric noise sources to the overall noise within the duct. The

magnitude of the source term in Powell’s analogy for spanwise cuts from X1-X6 is shown

in Figure 5.31. Powell’s analogy shows that the most significant contribution to the noise

from the volumetric sources is from the shear layers. The turbulence created within the

shear layers then diffuses and convects downstream creating sources in the wake of the

orifice. The largest volumetric sources are present close to the orifice, with the source

strength quickly diminishing outside the region of the shear layers. Overall, this analogy

confirms what would be expected for this flow, given that the highest turbulence levels

are experienced in the shear layers and therefore the largest corresponding noise source

would be present in the same location.

One thing which must be noted about these surface and volume source results is that the

estimations of the acoustic pressure are based on the sum of the frequency components

of the acoustic pressure. Therefore, no indication of the strength of these sources across

the frequency range can be obtained, which is crucial when dealing with noise. The

following section addresses this issue by considering the variation of the noise sources

with frequency.

5.4.4.4 Frequency resolved surface sound source identification

Within this section, an examination of the frequency components of both the wall pres-

sure spectra and the source term within Curle’s acoustic analogy will be made. The data

has been organised into contour plots by taking the variation of the frequency plotted
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Figure 5.31: Profiles of the mean values of the source term in Powell’s analogy at
spanwise cuts across the duct at positions X1-X6 for ring positions P5.

against the sampled position and using the coloured contours to represent the magnitude

of the PSD.

The wall pressure spectra on the orifice face and the duct wall are shown in Figures

5.32(a) and 5.33(a). From the data, it is not easy to confirm where the noise sources are

located, due to the contamination by the hydrodynamic pressure fluctuations. However,

there is a region along the inside edge of the orifice, which produces large pressure

fluctuations across the whole frequency range. There are also high levels of unsteadiness

in the low frequencies across the whole face of the orifice. A comparison between the
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simulated and experimental wall pressure spectra at a single point located on the orifice

face is shown in Figure 5.32(b). The data show a slight underprediction across the

frequency range, but in general the magnitude and shape of the decay is very good,

differing by less than 8dB up to 5kHz.
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Figure 5.32: Variation of the wall pressure spectra across the orifice face and comparison
to experimental data wall pressure spectra for a single point at a radius of 35mm from
the duct centreline for the ring in position P5. The solid line represents the upstream
corner of the orifice and the double dashed line represents the downstream corner of
the orifice.
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Figure 5.33: Comparison of the experimental and simulated wall pressure spectra for
sampled points along the the duct wall for the ring in position P5.

On the duct wall, there are also large wall pressure fluctuations in the low frequency

range along the length of the duct wall, but concentrated around the recirculation region.

High fluctuations are also surprisingly seen between 3-5D downstream of the orifice.

This position coincides with the maximum skin friction values along the duct wall after

reattachment of the jet flow. Therefore, it is possible that this noise is caused by the
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newly reattached and highly turbulent boundary layer. The comparison between the

simulated and experimental wall pressure along the duct is satisfactory in terms of

the development of the spectra with downstream distance. However, the magnitude of

the spectra predicted by the simulation is seen to be significantly higher (∼10dB) at

distances less than x/D=4 at frequencies less than 1kHz. Across the rest of the duct

and at higher frequencies, the simulation underpredicts by up to 10dB. The is most

likely an effect of the overpredicted turbulence within the shear layers interacting with

the walls.

Overall, the comparison of the simulated and experimental data gives confidence in the

modelling approach and the representation of the flow both in the near field, based

on the results presented in this section, and in the farfield, based on the results pre-

sented in Section 5.4.3. This enables the prediction of the flow with additional upstream

turbulence, where less in depth validation will be performed of the basic flow properties.

In order to analyse the frequency components of the source term of Curle’s analogy,

the square of the time derivative of the hydrodynamic pressure was across the entire

surface of the duct and orifice at each timestep. This enables processing of the data

via an FFT, the results of which are shown as contour plots of the orifice face and duct

wall in Figure 5.34. The large magnitude of the noise source along the upstream face of

the orifice near the upstream corner becomes immediately apparent. This source clearly

dominates the other sources present on the orifice face for the case of orifice self noise.

The dominant noise source on the duct wall is less noticeable, however, the source term

spectra appears to remain high even far downstream of the orifice.
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Figure 5.34: Variation of the square of the time derivative of the hydrodynamic pressure
spectra for sampled points along the orifice face and the duct wall for the ring in position
P5. The solid line represents the upstream corner of the orifice and the double dashed
line represents the downstream corner of the orifice.
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5.4.4.5 Orifice self noise mechanism

Whilst the primary noise source for the orifice self noise appears to have been identified,

no attempt has yet been made to explain the noise source mechanism. Based on the

results presented here, it is clear to see that the noise source is located within a region

where the gradient of the pressure and density is very large, see Figures 5.26 and 5.28.

This by itself is not the noise source, however, when this large gradient is combined with

the unsteadiness of the mass flow rate through the orifice opening (caused by the flapping

motion of the shear layer [204]), the pressure will vary with relatively small changes over

time of the mass flow rate. Due to the fact that nearly all of the pressure drop leading

into the orifice occurs in the region close to the upstream corner, it is the place on the

wall that will see the largest effect from mass flow variations. The relationship between

the mass flow rate through the orifice and the pressure drop is given by Equation 2.3.

The instantaneous values and the spectra of the mass flow rate across the orifice opening,

taken as an average across the cell centres of the most upstream cells within the orifice

opening, are presented in Figure 5.35.

The instantaneous mass flow rate shows variations of up to 0.2% of the mean mass flow

rate. From the spectra of the mass flow rate it can be seen that the primary fluctuations

are at lower frequencies, further suggesting that the flapping of the shear layer is the

dominant driving mechanism. However, the lack of any mid- to high-frequency content

(>5kHz) in the spectra of the mass flow rate suggests that it may be a more local

mechanism which is contributing to the higher frequency fluctuations seen in the acoustic

pressure spectra. This effect may have been lost through the process of averaging across

the orifice opening. Based on Equation 2.3, the fluctuations in the mass flow rate could

result in fluctuations in the pressure of up to 28Pa with this orifice and flow rate. The

actual fluctuations seen in the pressure drop value are approximately 32Pa. The high

frequency local fluctuations may account for the difference between the predicted and

the actual pressure fluctuations through the orifice opening.
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Figure 5.35: Instantaneous and spectral values of the unsteady mass flow rate taken as
an average across the orifice opening.
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As mass flow rate changes do not fully explain the unsteadiness around the upstream

corner of the orifice, a second effect which must be considered is the unsteady separation

which occurs from the upstream corner of the orifice and the secondary separation seen

over much of the upstream orifice face. The noise source is located directly between

these two points and therefore will be influenced by the unsteadiness of both of these

regions.

The position of this noise source, being located on the upstream face of the orifice,

suggests that the radiation may not be dominant downstream and in that case may not

be the primary source of noise for downstream locations. This point has been addressed

in Section 6.3, where an idealised monopole and dipole noise source, at plane wave

frequencies, was propagated from a location coinciding with the dominant source on the

upstream face of the orifice. The directivity of the radiation was quantified.

5.5 Single orifice cases with additional turbulence

In the previous section, an attempt was made to identify and characterise the self noise

source of an orifice (when only fully developed conditions exist in the duct). The next

part of this study focuses on the additional noise generation by a highly turbulent in-

coming flow, when it interacts with the orifice. The method of increasing the turbulence

levels within the duct is documented in Section 5.2. Within this section, this method

of modifying the inflow conditions will be validated, and an attempt will be made to

identify and characterise the additional noise mechanism.

5.5.1 Validation of inflow conditions

In order to increase the turbulence levels within the duct, the position of the ring was

varied upstream of the orifice. The positioning of the rings does not correspond exactly

to the experimental configuration, with slight differences to account for the differences

in the turbulence decay rate seen between the experiment and the simulations. This

was assessed with data collected from a precursor simulation of an isolated ring, with

measurements of the turbulence intensity at various spanwise planes downstream of the

ring. It was not known how the orifice may affect the decay of the turbulence and

therefore, it was necessary to perform a further validation of the inflow conditions when

using a ring/orifice pairing. The result of this validation is shown for ring positions P1

and P2 in Figures 5.36 and 5.37, where the spanwise profiles of mean normalised velocity

and turbulence intensity are plotted at a position 0.3D upstream of the orifice. The

result of this validation is that the mean velocities are well predicted, but the turbulence

intensity is slightly underpredicted for ring position P1. This underprediction is more

noticeable near the walls of the duct and is most likely related to the same difficulties as

seen in the prediction of the orifice flow, noted in Section 5.4.1.1. These results suggest

that the blockage of the orifice has the effect of slightly reducing the turbulence intensity
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upstream, probably due to the large acceleration and straightening of the flow which is

passing through the orifice. A similar effect is seen in wind tunnel contraction sections,

where the flow acceleration has the effect of straightening the flow and reducing its

turbulence intensity [205].
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Figure 5.36: Comparison of the experimental and simulated mean velocity profiles and
turbulence intensity profiles at a position 0.3D upstream of the orifice with a ring placed
at 1.4D upstream of the orifice (Position P1).
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Figure 5.37: Comparison of the experimental and simulated mean velocity profiles and
turbulence intensity profiles at a position 0.3D upstream of the orifice with a ring placed
at 3D upstream of the orifice (Position P2).

The result of the other ring positions, is shown in Figure 5.38. The validation of these

positions is based on their relative turbulence generation compared to the other positions,

as there was not experimental data for comparison. It is seen that as the ring is moved

further upstream, the turbulence intensity upstream of the orifice is reduced. This

follows that the turbulence has a longer streamwise distance to decay and results in the

lower levels. As expected, the mean velocity profile is seen to recover more upstream of

the orifice as the ring separation distance is increased.
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Figure 5.38: Comparison of the simulated mean velocity profiles and turbulence inten-
sity profiles at a position 0.3D upstream of the orifice with a ring placed in positions
P1-P5.

Despite the slight underprediction of the turbulence intensity, it is clear that the intro-

duction of the ring into the ducting has had the desired effect of dramatically increasing

the turbulence levels. The turbulence intensity is seen to easily be controlled through

positioning of the ring. The good comparison of the upstream flow will provide the basis

for an investigation of the effects of increased turbulence levels on the flow.

5.5.2 Velocity results

From the previous section, it is clear that the rings provide a suitable method for in-

creasing the turbulence levels within the ducting upstream of the orifice. The effect

of this increased upstream turbulence is now assessed at a location downstream of the

orifice, in an effort to link the upstream and downstream flow properties. This data is

presented for ring positions P1 and P2 with comparison to experimental data in Figures

5.39 and 5.40, respectively.

The results indicate that in both cases, the mean velocity profile stays relatively un-

changed despite the increased levels of turbulence. The turbulence intensity profiles

show a more significant change, especially within the recirculation region and through

the centre of the jet. The increased upstream turbulence intensity presents itself as

an increase in downstream turbulence intensity within these regions. The shear layers

are less noticeably affected by the increased turbulence, suggesting that the turbulence

produced within the shear layers dominates the effect of the upstream turbulence. The

relative turbulence intensity is higher when the ring is placed in position P1, which

corresponds to the higher upstream turbulence levels.

The results for the additional ring positions is shown in Figure 5.41. The mean velocity

profile is seen to be almost completely unchanged, and there are only noticeable differ-

ences in the turbulence intensity profile through the centre of the jet. The differences
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Figure 5.39: Comparison of the experimental and simulated mean velocity profiles and
turbulence intensity profiles at a position 0.3D downstream of the orifice with a ring
placed at 1.4D upstream of the orifice (Position P1).

across the span will become more noticeable further downstream as the turbulence dif-

fuses throughout the duct. Overall, it appears that the turbulence levels within the jet

and the shear layers can be directly related to the upstream turbulence levels, whereas

the turbulence levels within the recirculation region have relatively increased less, proba-

bly due to the less efficient transfer of turbulence from the shear layer into the separated

region.

The recirculation length is seen to be affected by the position of the ring. For the five

ring positions, the predicted recirculation lengths are x/D= 2.05, 2.1, 2.15, 2.2 and

2.3 respectively, all of which show an overprediction based on the experimental data of

Bull and Agarwal [7]. The effect can be explained by looking at the mean velocity and

mean k-fields along the centreline of the duct, which are plotted in Figure 5.42. The

results show that the centreline velocity increases as it passes through the ring and then

decays quickly to a lower centreline velocity than upstream of the ring. This is caused

by the ring introducing a higher velocity close to the walls which eventually creates

a more uniform flow across the duct span and reduces the centreline velocity further

downstream. For ring positions P1-P3, the centreline velocity is high when entering the

orifice due to the orifice jet, which means that less flow deviation is required and the

recirculation regions are therefore shorter. This effect is also coupled with an increase in

the LES content of the upstream flow which then interacts with the upstream corners of

the orifice. This would provide a faster development of the shear layers and a reduced

recirculation length. The k-field on the centreline shows elevated values approximately

2D downstream of each ring location as it takes some distance for the turbulence created

within the shear layers of the ring to diffuse towards the centreline. This explains the

higher centreline values seen for ring position P2 when compared to P1 in Figure 5.42(b).
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Figure 5.40: Comparison of the experimental and simulated mean velocity profiles and
turbulence intensity profiles at a position 0.3D downstream of the orifice with a ring
placed at 3D downstream of the orifice (Position P2).
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Figure 5.41: Comparison of the simulated mean velocity profiles and turbulence inten-
sity profiles at a position 0.3D downstream of the orifice with a ring placed in positions
P1-P5.
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Figure 5.42: Comparison of the mean velocity and turbulent kinetic energy on the
centreline of the duct for ring positions P1-P5.
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5.5.3 TKE results

Prior to this, the turbulence intensity has been used as the primary method for measuring

the turbulence levels within the duct. The reason for this was the desire to validate the

turbulence properties against experimental data which were collected using a single

wire hotwire probe. Turbulent kinetic energy information can be easily extracted from

the simulation and provides a more complete view of the magnitude of the turbulence

within the flow. The turbulent kinetic energy is shown in Figure 5.43 for positions 0.3D

upstream and downstream of the orifice for ring positions P1, P2 and P5. The results

show a very similar trend to the turbulence intensity plots, with an increase of the TKE

throughout the duct downstream when the ring is introduced. Based on the similarities,

it is suggested that the streamwise fluctuations dominate the turbulent kinetic energy

profiles. From these plots it is not possible to understand the effect of the additional

turbulence, but it is clear that the levels are significantly higher.
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Figure 5.43: Comparison of the turbulent kinetic energy for ring positions P1-P5.

5.5.4 Acoustic validation

As previously, the acoustic validation will be performed using wall pressure spectra at

a distance sufficiently far downstream that it can be assumed that the hydrodynamic

fluctuations no longer dominate. Unfortunately, there is no experimental wall pressure

spectra with rings available for validation, as it was deemed that farfield sound power

measurements were more useful in the experimental program [6]. Therefore, comparison

here is performed between the wall pressure spectra of the five ring positions to identify

in which cases the noise levels have changed. This comparison can be seen in Figure

5.44.

The wall pressure spectra shows that as the ring is placed closer to the orifice, additional

noise is produced. This effect is most noticeable with the ring placed in position P1,

but additional low and mid frequency noise is also noted with ring position P2. When

the ring is placed in positions P3-P5, the additional noise is negligible, suggesting that
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Figure 5.44: Comparison of the simulated wall pressure spectra at a distance of 12D
downstream of the orifice for ring positions P1-P5.

in these cases the interaction noise is dominated by the orifice self noise. The critical

turbulence intensity for this particular geometry appears to be approximately 15%,

however, this does not take into account the different turbulence length scales or the

presence of vortices in the flow.

It is possible that the reason for the larger increase at low frequencies, is a result of

the dominant source being on the front face of the orifice and radiating both upstream

and downstream. Then the lower frequency waves would easily pass through the orifice

opening, and the higher frequencies would be more significantly refracted and may radi-

ate much better in the upstream direction than downstream. This could be the cause of

the larger increase in wall pressure spectra throughout the lower frequencies when the

noise in the acoustically dominated region was measured (12D downstream). This point

is investigated further in Section 6.3.

Due to the lack of additional noise present in cases P3 and P4, relative to P5, these cases

will not be considered further in this investigation. The findings here are in keeping

with the farfield experimental results noted by Tao [6], where the ring is in position P1

provided increased noise across the whole frequency range and ring P2 increased the

noise in just the low to mid frequency range. The other rings were seen to produce

negligible interaction noise.

Unlike when the ring is placed in position P5, the ratio of the upstream and downstream

wall pressures could not be compared at the other ring positions. This is due to the

scattering of the upstream travelling waves by the ring which would make an accurate

estimation of the upstream wall pressure spectra difficult.

5.5.5 Sound source identification

It has been confirmed that the additional interaction noise can be seen in the simulations,

providing that the ring is placed sufficiently close to the orifice. In the sections that
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follow, the mechanisms responsible for the interaction noise will be investigated using

cases P1 (140mm), P2 (300mm) and P5 (2000mm). The ring in position P1 provides

the highest turbulence intensity and the most noticeable change in the noise levels when

compared to ring position P5. The methodology used for noise source identification will

focus on the same procedure as used previously for the orifice self noise, although, the

volume sources will not be considered for these configurations.

5.5.5.1 Initial sound source identification

The additional turbulence has a significant effect on the results. Firstly, the pressure

drop through the orifice is decreased, as shown in Figure 5.45(a), although this may

be a secondary effect from underdeveloped flow within the duct following the ring. The

presence of the ring and its wakes have caused a lower pressure region to exist upstream of

the orifice. Secondly, the pressure fluctuations throughout the duct have been increased

by placing the ring in position closer to the orifice.
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Figure 5.45: Comparison of the simulated mean and RMS pressure on the face of the
orifice for ring positions P1, P2 and P5.

Figures 5.45(b), 5.46(a) and 5.46(b), which show the RMS pressure fluctuations on the

orifice, duct wall and the centreline, all indicate larger pressure fluctuations as the ring

is moved closer to the orifice. This effect is most noticeable on the orifice face and

on the duct wall, in regions away from the jet impingement location. The increase of

the pressure fluctuations near the jet interaction point is small, suggesting that this

secondary noise source may be minimally effected by the additional turbulence within

the jet. The fluctuations are significantly increased across the whole face of the orifice,

although most noticeably in the region around the previously suggested dominant noise

source. This suggests that whilst the turbulence has some effect on the noise sources

across the rest of the upstream face and the whole of the downstream face of the orifice,

the majority of the additional noise comes from an increase in the dominant noise source.
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Figure 5.46: Comparison of the simulated RMS pressure along the duct centreline and
the duct wall for ring positions P1, P2 and P5.

5.5.5.2 Surface sound source identification

The magnitude of the square of the derivative of the hydrodynamic wall pressure (source

term in Curle’s analogy) on the orifice face and duct wall for different ring positions,

is shown in Figure 5.47. When the rings are introduced, the source term is increased,

primarily in the region around the upstream corner dominant source. With the ring

placed in positions P1 and P2, the source term is seen to be increased across the whole

orifice face compared to position P5, however, around the upstream corner of the orifice

is seen to be almost unchanged, whereas the source term on the other parts of the

upstream and downstream faces of the orifices is higher with the ring in position P1.

This suggests that the effect of the turbulence is to produce additional interaction noise

over specific parts of the orifice face.

On the duct wall around the jet impingement location, the source term is seen to be

relatively insensitive to the position of the ring. The source term downstream of the

impingement region shows higher values as the ring is placed closer to the orifice, caused

by both the interaction of the additional turbulence with the duct walls and the propa-

gation of the higher noise levels produced by the orifice. In all cases, it is seen that an

increase in the source term downstream of the orifice is coupled with a similar increase

in the source term upstream of the orifice.

The vorticity magnitude on the orifice face and duct wall in shown in Figure 5.48. It is

clear that the vorticity on the orifice face is insensitive to the positioning of the rings.

5.5.5.3 Frequency resolved surface sound source identification

The comparison of the frequency resolved noise sources on the orifice surface shows some

significant differences between cases P1, P2 and P5. Before discussing the differences

between the cases, a validation of the wall pressure spectra for ring position P1 is con-

ducted. Figure 5.49 shows the wall pressure spectra across the whole face of the orifice
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Figure 5.47: Profiles of the mean squared time derivative of the hydrodynamic wall
pressure on the face of the orifice and the duct wall for ring positions P1, P2 and P5.
The solid line represents the upstream corner of the orifice and the double dashed line
represents the downstream corner of the orifice.
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Figure 5.48: Comparison of the simulated mean vorticity for points along the orifice
and the duct wall for ring positions P1 and P5. The solid line represents the upstream
corner of the orifice and the double dashed line represents the downstream corner of
the orifice.

and a comparison to the experimental data for a single point on the orifice face. The

comparison of the wall pressure spectra is very good throughout the whole frequency

range (max 10dB) and even captures the low frequency tonal peak to within 3dB, al-

though this could be greatly improved with a better frequency resolution. The tonal

peak occurs at approximately 270Hz and is seen at measurement points both on the

upstream and downstream faces of the orifice. It is thought that this frequency may be

excited by the unsteadiness of the shear layers within the wake of the ring. The same

tonal peak is seen in both the experimental and numerical data, which gives good con-

fidence that the correct physics is being captured in the numerical data. Furthermore,

these validations give a good basis for confidence in the noise predictions presented in

Section 5.5.4.

The comparison of the pressure spectra on the duct wall is given in Figure 5.50. This
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comparison shows a good agreement to the shape of the experimental wall pressure

spectra, although there is a little overprediction (∼5dB) in the low frequency fluctuations

around the location of the jet and strong shear layers. There is also an underprediction

at higher frequencies across the duct wall, however, this can be explained by the lower

frequency resolution of the FFT of the simulated data.
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Figure 5.49: Variation of the wall pressure spectra across the orifice face and comparison
to experimental data wall pressure spectra for a single point at a radius of 35mm from
the duct centreline for the ring in position P1. The solid line represents the upstream
corner of the orifice and the double dashed line represents the downstream corner of
the orifice.

1 2 3 4 5 6 7

x/D

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

F
re

q
u

en
cy

(H
z)

40

50

60

70

80

90

100

110

P
S

D
(d

B
/H

z)

(a) Simulation

1 2 3 4 5 6 7

x/D

500

1000

1500

2000

2500

3000

3500

4000

4500

5000

F
re

q
u

en
cy

(H
z)

40

50

60

70

80

90

100

110
P

S
D

(d
B

/H
z)

(b) Experiment

Figure 5.50: Comparison of the experimental and simulated wall pressure spectra for
sampled points along the duct wall for the ring in position P1.

In order to assess the effect of additional turbulence, the differences in the wall pressure

spectra, on the orifice, between cases P1 and P2, relative to case P5 have been plotted

in Figure 5.51. The variation in the orifice wall pressure spectra suggests that the

turbulence acts to increase the total pressure fluctuations over a large part of the orifice
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face. What is seen is that the mid to high frequency fluctuations (1-5kHz) are increased

around the location of the dominant orifice self noise source and the low frequency

increase (<1kHz) is dominated by the downstream face and the upstream face at r/D >

0.375. There is no part of the orifice face where a noticeable reduction in the wall

pressure spectra is seen. How this increase in wall pressure fluctuations corresponds to

an increase in noise source is discussed in the following section.
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Figure 5.51: Differences between the wall pressure spectra on the orifice face for ring
positions P1 and P2 relative to the spectra in position P5. The solid line represents the
upstream corner of the orifice and the double dashed line represents the downstream
corner of the orifice.

5.5.5.4 Identification of additional noise generation mechanism

A comparison was also made to the noise source term from Curle’s analogy for ring

positions P1 and P2. These are presented in Figure 5.52. For both of these ring configu-

rations, it becomes clear that the increase in sound is produced by the orifice face. The

increased magnitude of the source term is seen to be heavily concentrated around the

upstream corner of the orifice, suggesting that the majority of the noise, and the major-

ity of the interaction noise is generated in this location. Furthermore, the noise source

is increased for both cases at xs=0.07-0.19, the majority of the downstream face. For

ring position P1, the same increase is also seen across the majority of the upstream face,

with only small regions where the noise source is relatively unchanged (the blue contour

data). For ring position P2, there are larger regions across the upstream face and in the

region at xs=0.02-0.06, where the noise source is relatively unchanged. However, in all

cases, these areas are so small that they can be considered negligible when compared

to the increase around the upstream corner. The increases seen over large parts of the

orifice face for both positions P1 and P2 are also negligible when compared to the large

change in the corner noise source. Therefore, it is suggested that the increased wall

pressure fluctuations seen in the results both on the orifice face and within the duct
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further downstream of the orifice are the result of an increase in the noise radiating

from the close to the upstream corner of the orifice. The similarity of the noise sources

spectra in this region for ring positions P1 and P2 does help explain the similarities in

the wall pressure fluctuations measured at 12D downstream, and may help to confirm

that the other changes in the sources do not have a large effect on the overall pressure

fluctuations within the duct.
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Figure 5.52: Differences between the magnitude of the source term of Curle’s equation
on the orifice face for positions P1 and P2, relative to the magnitude for position P5.
The solid line represents the upstream corner of the orifice and the double dashed line
represents the downstream corner of the orifice.

It is clear that the additional noise source is related to the additional turbulence. The

effect of this is most noticeable on the upstream face of the orifice, where it is suggested

that the turbulent flow and vortices within the wake of the ring, directly impinge onto

the walls of the orifice. On the inside edge of the orifice, the scrubbing of turbulent

eddies along the surface may be related to increases in the wall pressure across the

frequency range. Furthermore, increased unsteadiness of the mass flow rate through the

orifice may help to explain the increase in the dominant noise source region. On the

downstream face of the orifice, the wall pressure increase may be attributed to a feedback

mechanism, related to the upstream convection of turbulent eddies by the recirculation

region, which then impinge on the orifice, as noted by [57].

Proving the underlying mechanisms of these sources is difficult. It is known that the

additional turbulence produces additional unsteady forces of the faces of the orifice which

then radiate a dipole sound source. From the turbulence intensity plots in Sections

5.5.1 and 5.5.2, it is known that the additional turbulence upstream leads to additional

turbulence throughout the duct downstream of the orifice as well. This increase in the

turbulence levels within the shear layer has a direct impact on the turbulence levels

within the recirculation region.
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5.6 Summary

The effect of varying levels of turbulence on the noise produced by a ducted orifice

have been investigated using an IDDES based numerical method. The properties of

the turbulence upstream of the orifice are modified by changing the position of a ring

relative to a single hole orifice. As the turbulence levels are increased, the wall pressure

is seen to be increased both on the orifice face and duct wall, and also at locations

far downstream of the orifice. The noise sources are estimated using the source term

from Curle’s analogy, which suggests that the vast majority of the noise is produced

from the surface of the orifice, close to the upstream corner. As the turbulence levels

are increased, there is little change to the noise sources on the duct walls, but a large

change on parts of the orifice face, which contribute to the higher wall pressure spectra.

The increase is primarily seen in the source region close to the upstream orifice corner

and on other parts of the upstream face, where direct impingement of turbulence is

seen. Furthermore, a smaller increase is seen on the downstream face of the orifice,

where it is suggested that turbulent eddies are convected within the recirculation region

to cause the impingement. However, the sources caused by impingement are generally

small compared to the dominant noise source and it is suggested that these will have

minimal impact on the pressure fluctuations within the duct. Therefore, the increased

wall pressure fluctuations are suggested to be from the increased noise production from

the dominant upstream corner source.





Chapter 6

Sound Propagation Through the

Air Distribution System

6.1 Introduction

In addition to producing sound, components within the ADS are also responsible for the

scattering of existing sound. This existing sound can be produced by other components

upstream and downstream of the orifices and may also be the result of the scattering of

orifice noise by other components. Studying the propagation of noise within the ducting

of the ADS provides information on how existing noise acts to increase noise levels within

other parts of the system.

There are a number of advantages to the numerical simulation of sound propagation.

Firstly, the amplitude and frequency of the noise source can be easily controlled, to

investigate the scattering characteristics at individual frequencies. Furthermore, the

placement and the propagation direction of the noise source can be better defined. In

terms of the disadvantages of this numerical method, there is one key point. The LEE

do not take into account the effects of viscosity, meaning that the production of sound

induced vortices at the corners of the orifice, and their corresponding absorption of sound

energy, will not be properly accounted for. However, this effect has been studied and

for large orifice sizes, the vortices created are weak and dissipate quickly after shedding.

The incident sound then propagates with minor distortion whilst passing through the

orifice [77]. The sound absorption was predicted to be highest at the lower frequencies,

where the underprediction by the LEE is expected to be most significant.

This chapter give details of the simulations performed to investigate the propagation

of acoustic waves through in-duct components of an ADS. The simulations in the first

section aims to give a better understanding of the reflection of sound waves as they pass

through a single orifice. The results presented within this section show the effect of

varying parameters of the duct and orifice geometry on different frequency plane waves.

The aim of the second section is to estimate how a sound source from the orifice face

129
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will propagate upstream and downstream through the ducting of the ADS. For this

purpose, idealised monopole and dipole sources are placed on the wall of the orifice, at

the estimated location of the dominant noise source.

6.2 Propagation of existing noise

This section details the studies conducted into the downstream propagation of existing

sound in the ducting and its interaction with the single orifice geometry. The following

sections details the studies conducted using a clean geometry and a single orifice and

the effect of various geometrical parameters of the orifice and flow conditions on the

propagation and reflection.

6.2.1 Methodology

The geometries used for this study share the same 100mm diameter cylindrical ducting

as used for the noise generation studies in chapter 5. Two separate configurations have

been investigated, firstly a clean duct has been simulated to serve as a benchmark case,

and then a series of isolated single orifices, with varying internal diameters, d, of between

30-90mm have been quantified in terms of their ability to reflect incoming sound waves.

Additionally, the effect of varying thickness and non-uniform meanflow is considered

using a d=80mm orifice, along with the effects of incoming wave amplitude.

The simulations performed here solve the Linearised Euler Equations in the time domain

using a high order in-house code called SotonLEE (see section 3.8.1). The code uses

buffer zones at inlet and outlet of the straight duct to control the properties of the flow

entering and leaving the domain. The buffer zone at inlet additionally allows for the

specification of incoming acoustic waves. The incoming acoustic waveform is solved on

a separate grid and the solution transferred onto the final meshes prior to initialising

the simulations. This additional mesh is required to account for the presence of multiple

mesh blocks across the span at the inflow. The solution on this mesh is then updated at

each computational timestep to force the propagation of these acoustic waves through

the duct.

Duct walls

Orifice

Input sound wave

Propagated
sound wave

λiAi λpAp

Figure 6.1: Schematic of the computational domain for the study of the transmission
and reflection of an incoming sound wave by a single orifice.
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The outer walls of the duct are designated as slip walls and the centreline of the duct

is defined as a symmetry plane. The simulations are performed in axisymmetric coor-

dinates, which allows for modes which are constant in the span, e.g. plane waves (n=0,

m=0) to be solved in 2D at reduced computational cost. These simulations require ad-

ditional postprocessing routines to take the results and reconstruct a full duct domain

with the radial variation in flow quantities. For all studies performed in this section, the

coordinate system is defined as follows: x is the flow direction, y is the vertical direction,

z is the spanwise direction and r is the radial direction.

Non-dimensional timesteps (based on the speed of sound and an arbitrary length scale

of 1m) of 1 × 10−4 and 1 × 10−5 were used for the clean duct and single orifice cases,

respectively. These provided maximum CFL values of 0.6 and 0.4, were sufficient to

ensure the stability of the code. Each simulation is run for a initial period of a mini-

mum of 10 wavelengths of the highest frequency considered, after which, sampling was

performed for a minimum of an additional 10 wavelengths.

All of the meanflows utilised in this chapter are created with OpenFOAM [206] version

2.2.2 using a compressible solver (see section 3.8.2). The clean duct meanflow is taken

directly from the CFD simulations described in Section 4.3. The meanflow for the

80mm orifice is developed from the same methodology and mesh topology as used for

the single orifice case in Section 4.4. The mean profiles of density, pressure and the

velocity components are interpolated from the CFD mesh onto the LEE mesh using the

Kriging method in Tecplot 360 [207] 2013. The solution is then converted to the correct

format by subroutines within SotonLEE.

One of the problems with the use of the LEE’s, are stability issues for flows with shear

layers where a large velocity gradient occurs (see section 3.8.1). Unfortunately, the flow

through an orifice is dominated by a high velocity jet and recirculation regions, creating

a strong shear layer between them. This flow feature caused significant problems in the

higher velocity non-uniform mean flows (>10m/s) which were attempted in the early

simulations. There were two options for reducing the impact of the problem; removal of

terms from the LEE and reduction of the Mach number of the meanflow, to reduce the

velocity gradients within the shear layer. Both of these methods were eventually used,

with the bulk velocity being reduced to a maximum of 10m/s for all cases considered

and the gradient term suppression form of the LEE being utilised.

6.2.2 Clean duct geometry

The clean duct cases have been run without any components present within the duct.

These cases are expected to provide a reference point for the other components of the

ADS and have also been used to identify important parameters within the LEE simula-

tion setup. Preliminary studies were performed to assess the effect of mesh refinement,

the meanflow (Mach number and uniformity) and the order and amount of numerical

filtering.
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The meshes used for these simulations are presented in Figure 6.2. There are three

refinement levels, with the ’medium’ mesh resolving the acoustic waves with a minimum

of 10 points-per-wavelength (PPW) (suitable for higher order codes [208]), the ’fine’ mesh

providing 20PPW at the higher frequency (the required resolution for a low order code

[99, 101]) and the ’finest’ mesh using 40PPW (only used for the mesh validation). The

meshes have been designed specifically for SotonLEE and therefore have no boundary

layer mesh on the slip walls. Due to the simple nature of the clean duct geometry, a low

aspect ratio can be used for all cells and the mesh resolution is uniform throughout the

domain. Buffer zones are applied over the whole of the inlet and outlet blocks which

have a length of 2D, sufficient to accept a quarter of a wavelength of even at the lowest

frequencies considered.

(a) Medium mesh

(b) Fine mesh

(c) Finest mesh

Figure 6.2: Comparison of the three mesh refinement levels for the clean duct.

These cases were run with both a low and higher frequency plane wave (200Hz and

2000Hz), where the higher frequency wave was chosen to be just below the cut-on fre-

quency for the first spinning duct mode (2041Hz). This would provide information about

the suitability of the mesh refinement as it was close to the theoretical maximum fre-

quency for which the medium mesh was designed. Unless stated otherwise, all of the

simulations are performed using the medium mesh.

The results of the mesh refinement study and the effect of the numerical filtering order

can be seen in Figures 6.3(a) and 6.3(b), respectively. The results show that there

is a negligible difference seen for the mesh refinement and the effect of the numerical

filter, despite the increased simulation stability provided by the 6th order filter. The

most significant difference was seen for the switch between the uniform and non-uniform

meanflows (shown in Figure 6.4). The non-uniform mean flow is taken from the data

presented in Section 4.3.1. For the low frequency case, the effect of the non-uniform

mean flow is still negligible, however, as the frequency is increased to 2000Hz, there is a

small difference. The RMS pressure is increased slightly near the walls of the duct and
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decreased slightly towards the centreline of the duct. This is caused by the difference

in the meanflow velocities in the centre of the duct and towards the walls, where the

boundary layer has an influence. Overall however, this effect is still small, but may

become more significant for the orifice geometry and will be investigated further there.
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Figure 6.3: Comparison of the effect of the levels of mesh refinement and filter order
on the propagation of a 2000Hz plane wave.
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Figure 6.4: Comparison of the effect of uniform and non-uniform meanflows on the
propagation of acoustic plane waves.

6.2.3 Single orifice geometry

When these simulations were first considered, the idea was to perform a parameter

study of the orifice geometry and flow conditions, to investigate optimum configurations

for noise attenuation. However, the large range of parameters and the realisation that
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many of these parameters may have little effect, meant that the most important ones for

noise attenuation needed to be selected using preliminary studies. This included a study

of the importance of orifice diameter and thickness, Mach number of the non-uniform

meanflow and amplitude of the input waves. The frequency has been identified as an

important parameter in the clean duct studies and will be considered in detail for the

orifice studies. However, the presence of the orifice is expected to have a greater effect at

higher frequencies, so the preliminary comparison studies are performed using a 2000Hz

plane wave only. Varying the duct diameter was discounted prior to these simulations,

due to the experimental rig having a single fixed diameter and the need to limit the

number of variables where possible.

6.2.3.1 Initial simulations

Based on the initial clean duct simulations, it was decided that the 6th order filter would

be used as it provided better stability without significant affect on the results and that

a non-uniform meanflow may be important in order to achieve accurate results.

The preliminary single orifice simulations were all run using the d=80mm orifice. This

geometry was chosen as it was shown to be stable in the early stages of using the

SotonLEE code and provided reasonable interaction between the acoustic waves and the

geometry. This was the first geometry that was considered, and therefore had seen a

number of mesh revisions to produce a stable mesh. The main difficulties experienced in

meshing the geometries were around the corners of the orifice. In the original meshing

procedure, shown in Figure 6.5(a), a square block structured had been produced to mesh

the orifice face. This led to there being a node on the lower corners of the orifice being

shared by three blocks, one of which was unaware that this node belonged to a boundary,

along which a slip wall condition was enforced. This is a common problem when using

sharp edged geometries with a finite difference code. There are a number of possible

solutions; the geometry can be modified, for example by rounding the corners of the

orifice, although this changes the physics of the problem and is therefore undesirable;

by copying point values from the other two blocks that are aware of the presence of the

slip wall boundary; and finally, to redesign the block structure of the mesh. The first

attempt was made by copying the nodes values from one of the other two blocks onto

the node located on the third block, however, this was unsuccessful and still ultimately

led to the divergence of the simulation. Secondly, the block structure of the mesh was

modified, which led to the intermediate block structure, shown in Figure 6.5(b). This

was produced by making three blocks around the orifice, unlike the original mesh which

used five, and using connectors emanating at 45◦ angles from the corners of the orifice.

By using this new topology, the edges of the three blocks surrounding the orifice were

all prescribed with a slip wall boundary and the points on the corners of the orifice

were only shared by two blocks. This intermediate meshing topology was used for all

of the preliminary simulations in this section, as it was found to be stable for the larger
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d=80/90mm orifices, where the shear layers were weaker and the acoustic waves were

deformed only minimally. This topology did have its disadvantages, leading to a more

complex mesh with poorer cell quality (than the low aspect ratio, orthogonal cells in the

original mesh) in the vicinity of the orifice faces.

As the internal diameter of the orifice was reduced to 70mm or less, the simulations

became unstable even with the intermediate mesh topology. This necessitated a third

mesh redesign, this time with a slight geometry change. Although it was undesirable to

redesign the edges of the orifice, it was necessary to help the work in this part of the

project progress. The modified geometry can be seen in Figure 6.5(c), where it is clear

that the changes are relatively small, but allow for a much higher quality mesh around

the lower edge of the orifice. The original, intermediate and final meshes near to the

orifice are shown in Figure 6.6.

(a) Original (b) Intermediate (c) Final (changed geometry)

Figure 6.5: Comparison of the block topologies used for the three single orifice meshes.

(a) Original (b) Intermediate (c) Final (changed geometry)

Figure 6.6: Comparison of the three meshes used in the nearfield of the single orifice.

Effect of upstream reflections The aim of studying the orifice geometry is to better

understand some of the parameters which govern the reflection and transmission of sound

waves through the single orifice. The reflections are best seen in the time domain using a

plane wave impulse. What became clear from the first sets of results from these studies

is that there was an decrease in the sound power downstream, compared to the SPL
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of the input wave. There was also an increase in the upstream sound power. Within

an LEE simulation, due to the absence of thermal and viscous effects, there should be

no loss of sound power from the propagation of the waves. The presence of reflections

is confirmed through the snapshots of the domain, shown in Figure 6.7, taken at fixed

time intervals of ta=6.76 ×10−8 (except for the difference of ta=3.38 ×10−7 between

the first and second snapshots). The figures show that a plane wave of half a period is

input to the domain. This travels downstream until it interacts with the normal face

of the orifice. Part of the wave, which is significantly less than half of the amplitude

of the original wave for this orifice diameter, is reflected and travels upstream towards

the inlet. The reflected wave does not propagate only in the normal direction to the

face and is seen to have some velocity towards the centreline of the duct. The original

wave continues downstream, although it is deformed by the orifice and takes a significant

distance to once again resemble a plane wave. The upstream wave continues to travel

upstream, and the power is spread over approximately 1.5 wavelengths of the original

input frequency.

The reflections can not be confirmed using just these snapshots of a plane wave impulse.

The best way to confirm the conservation of sound power is to use a full plane wave

simulation in the time domain. In order to do this, a 2000Hz plane wave is input at the

duct inlet and is averaged over the domain for an equal distance upstream and down-

stream of the orifice, as shown schematically in Figure 6.8. The instantaneous average

and the simple moving average (defined as the unweighted average of the previous data)

of the domain for an area of 2D upstream/downstream of the orifice is shown in Figure

6.9. The results show that the sum of the pressure within this region is cyclic, as the

waves enter/leave the domain and are reflected from the orifice. The average over the

iterations shown is approximately zero, which is confirmed by the moving average which

tends to zero. This confirms that the sound power is conserved and that any losses

downstream of the orifice are seen as increases upstream of the orifice.

Effect of wave amplitude The effect of wave amplitude is shown in Figure 6.10.

The data shows a spanwise cut across the entire duct at a distance of 0.2D downstream

of the orifice. For the three input waves of 50, 75 and 100dB, it is clear to see that the

ratio of the reflected and transmitted wave is the same regardless of the amplitude. This

confirms that the wave amplitude is within the linear propagation range. Therefore, for

all future studies, a single wave amplitude of 100dB is used.

Effect of non-uniform meanflow The effect of uniform meanflow is not investigated

here as it is assumed to have a minimal effect in comparison to the non-uniform meanflow.

Furthermore, it is wholly unrepresentative of the actual meanflow present within the

ducting and was seen to cause stability issues on the parts of the orifice which were

normal to the flow. It is therefore neglected from these investigations.
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(a) ta=0

(b) ta=3.38 ×10−7

(c) ta=4.06 ×10−7

(d) ta=4.73 ×10−7

(e) ta=5.41 ×10−7

(f) ta=6.08 ×10−7

Figure 6.7: Comparison of the propagation of a 2000Hz impulse of a half sine pulse
through the d=80mm single orifice at six different time instances.

The effect of non-uniform meanflow was seen to be one of the most significant parameter

changes in the clean duct test cases. In the single orifice case, the effect of non-uniform

meanflow is investigated using the d=80mm orifice with a 10m/s non-uniform meanflow.

The results for the non-uniform meanflows can be seen in Figures 6.12 and 6.13, and

the difference between the velocity fields of the two meanflows is shown in Figure 6.11.

The meanflow is seen to have the most significant effect on the propagating waves in

the recirculation region and the jet. The SPL of the plane waves is increased within

the recirculation region due to convective amplification, which also causes a reduction

in the SPL within the jet. This effect is relatively small at lower frequencies, but is a
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Duct walls

Orifice

Symmetry

Averaging area

2D upstream 2D downstream

OutletInlet

Figure 6.8: Schematic of the domain used for averaging of the incoming and outgoing
plane wave.
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Figure 6.9: Comparison of the instantaneous and moving averages of the pressure
summed over a region of 2D upstream/downstream of the d=80mm orifice.
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Figure 6.10: Comparison of the spanwise SPL for three different amplitude (50, 75
and 100dB) 2000Hz input waves to a d=80mm orifice. Measurement location is 0.2D
downstream of the orifice.

noticeable 1dB reduction in the jet at 2000Hz.
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(a) Uniform no flow

(b) Non-uniform

Figure 6.11: Comparison of the uniform no flow condition and the 10m/s non-uniform
meanflow for the d=80mm orifice.

Effect of orifice thickness The effect of varying the orifice on the reflection of

plane waves can be seen in Figure 6.14. The figures show the results for four different

thicknesses of the d=80mm orifice (1.5, 3, 5 and 10mm) at two different downstream

locations across the span. The results show that the thickness of the orifice does play

a role in the amount of the wave reflected. As the thickness is increased, the amount

of upstream reflection is increased for all of the cases considered here, resulting in a

lower SPL downstream of the thicker orifices. Overall however, the effect is relatively

small, leading to a increase in reflection of less than 1dB between the thinnest and

thickest orifices at a downstream distance of 4D. This effect will be neglected for the

final simulations.

6.2.3.2 Final simulations

Following the studies to investigate the most important parameters governing the propa-

gation of acoustic waves through the single orifice geometry, the order of the problem can

be reduced, with the neglected parameters listed in Table 6.1. The primary quantities

for these studies are the orifice diameter and the input wave frequencies.

The problem can be further reduced by running multiple frequencies within a single

simulation. The waves that propagate through the orifice, do so at the same frequency

as the input wave. Therefore, the frequency of each wave is known, and through the use of

a Fast Fourier Transform (FFT), the SPL of the individual frequencies can be extracted

from the pressure time history during postprocessing. The main requirement to note is
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Figure 6.12: Comparison of the propagation of 500Hz and 1000Hz plane waves through
the d=80mm single orifice with no flow and 10m/s non-uniform meanflows.

that the mesh and timestep must be fine enough to resolve the highest frequency waves

and the simulation must be run for long enough such that enough wavelengths of the

lowest frequency are sampled to ensure a good average.

Variable name/orifice diame-
ter (mm)

30 40 50 60 70 80 90 Clean duct

Orifice thickness X X X X X X X X

Orifice diameter 4 4 4 4 4 4 4 4

Wave amplitude X X X X X X X X

Wave frequency 4 4 4 4 4 4 4 4

Mach number 4 4 4 4 4 4 4 4

Duct modes X X X X X X X X

Duct diameter X X X X X X X X

Table 6.1: Table of the reduced order simulations to quantify the effect of the orifice
geometry on the propagation of acoustic waves.
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Figure 6.13: Comparison of the propagation of 1500Hz and 2000Hz plane waves through
the d=80mm single orifice with no flow and 10m/s non-uniform meanflows.

For each of the orifice diameters, seven frequencies were input to the simulation, equally

spaced in the range from 500Hz to 2000Hz. The results have been presented based on

the SPL of the acoustic wave at a distance of 10D downstream. The waves are seen

to change shape as they pass through the orifice but quickly return to a plane wave

shape as they reach distances greater than 4D downstream. The contour plot, shown

in Figure 6.15, shows the reflection caused by orifices of various diameters (Note that

Figures 6.12 and 6.13 show typical results, but Figure 6.15 shows all frequencies). There

is a clear trend showing that higher frequency waves and smaller diameter orifices lead

to larger ratios of the propagating sound wave being reflected. This is as expected,

as the open area ratio reduces in the smaller diameter orifices and the high frequency

waves are known to be more heavily influenced by the thickness to wavelength ratio of

the orifice. It must be made clear here though, that the results neglect the absorption

caused by viscosity in the mouth of the orifice, and are therefore only considering part
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Figure 6.14: Comparison of SPL at orifice thickness’s of 1.5, 3, 5 and 10mm for a
d=80mm orifice.
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Figure 6.15: Insertion loss of various frequency incoming sound waves by single orifices
of a range of internal diameters.

of the mechanism by which the waves are reflected by the orifice. This explains the

differences seen between these results and some previous works [77].

6.3 Noise source propagation

In the previous section, the passive properties of the orifice were investigated when an

upstream sound source propagated through the orifice. However, in most cases, the

orifice will be the primary source of noise within the local vicinity of the orifice. This
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means that the most significant effect will be in the scattering of the orifice noise sources

by the orifice. Within this section, the orifice source propagation, within the plane wave

region, will be investigated through the use of the placement of idealised sources (a

monopole and a dipole) on the face of the orifice. The placement of the source matches

the estimated dominant source position of the orifice self noise identified in Section

5.4.4.2. This setup is shown schematically in Figure 6.16.

6.3.1 Methodology

The monopole and dipole sources, used in these studies, were implemented following

similar methods to those described in [209] and [210], respectively. A validation of the

implementation of the source types is shown in Figure 6.17. The distribution of the

sources when they are placed on the surface of a wall is displayed in Figure 6.18.

r=35mm

Duct walls

Orifice

Symmetry

Buffer
zone

Buffer
zone

Line samples

Figure 6.16: Schematic of the geometry, boundary conditions and point source location
for the orifice noise source propagation study.

The frequency of the sources is selected to fall within the plane wave frequency range

of 250-2000Hz, with an interval of 250Hz. The usage of SotonLEE is identical to the

numerical setup described in Section 3.8.1. A two dimensional slice of the duct and

orifice is simulated, where a one diameter section upstream and downstream of the

d=65mm orifice is meshed. The mesh is a multi-block fully structured design, using

the final orifice geometry shown in Figure 6.2(b). This mesh resolution matches that

used for the validated medium mesh, which was found to be suitable for propagation

problems in the plane wave frequency range. The non-dimensional timestep size is 1 ×
10−5, which provided a maximum CFL number of 0.4.

Buffer zones are applied at the boundaries upstream and downstream of the orifice, a

slip wall is applied along the upper boundary and the orifice and a symmetry boundary

conditions is applied along the centreline of the duct. The coordinate system is the

same as described in Section 6.2.1. No background mean flow is applied to these cases.

The domain is initialised using zero perturbations and the sources are distributed over

a finite area close to the orifice surface. As the simulation progresses, the distribution

of the source is updated and the sound waves propagate through the domain. An initial
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Figure 6.17: Validation of the implementation of the monopole and dipole sound sources
in the freefield (red line) plotted with the analytical solution (dark grey line).
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Figure 6.18: Directivity pattern of the monopole and dipole sources when placed on a
solid surface and radiating into a hemispherical freefield. The surface is placed along
the vertical axis through the origin and extends to infinity in both directions to create
the hemispherical freefield.

transient period is used to allow the source waves to propagate up to a distance of 4D

from the source position. After this initial period is passed, sampling is performed to

provide a minimum of 10 periods of each frequency. The time history of the pressure

is sampled every 20 timesteps at locations of 0.8D upstream and downstream of the

orifice. A total of 33 points in each location are sampled, equally spaced along the

y-direction. This data is then used to calculate the SPL across the span of the duct

and the difference between the locations upstream and downstream is calculated. In

both cases, the sources are placed on the upstream face of the orifice. Therefore, it is
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expected that the upstream sound pressure levels will be higher across the frequency

range investigated, resulting in a positive ∆SPL in the upstream direction.

The location of the primary source of the orifice self noise was identified as part of

the simulations in Section 5.4.4.2. It was identified to be dominant on the upstream

face of the orifice, in the region from approximately r=32.5-37.5mm near the upstream

corner of the orifice. It has also been noted, that the wall pressure spectra upstream

of the orifice shows higher levels than at the equivalent downstream location. This

therefore suggests that the source radiates more in the upstream direction than the

downstream direction with a significant difference ≈ 10dB. In order to investigate the

source propagation characteristics, an idealised noise source is placed at a location of

r=35mm, near to the upstream corner of the orifice on the upstream face. In SotonCAA,

the monopole and dipole implementation is not a point source, but is distributed over a

small source region encompassing a number of cells close to the intended source centre.

The distributed source region of the monopole and dipole sources is chosen such that it

approximately corresponds to the estimated dominant source region.

6.3.2 Monopole source

The results of the SPL difference between upstream and downstream locations across the

span of the duct is shown in Figure 6.19. The results show that as the frequency of the

wave is increased, the difference between the upstream and downstream SPL increases.

This would be expected, due to the change in the ratio of the thickness of the orifice,

to the wavelength of the propagating acoustic wave. For a monopole, the difference

within the whole plane wave frequency is relatively low and doesnt explain the large

differences seen between upstream and downstream wall pressure spectra. However, for

the monopole source, it is known that this is not a good representation of the acoustic

source on the face of the orifice, which is actually a dipole noise source with its dominant

radiation direction normal to the orifice faces. In order to estimate the SPL difference

from a more realistic source, a dipole noise source is placed at the same location of

r=35mm and distributed over the same range as in the previous case. The simulation

and sampling procedure is then repeated.

6.3.3 Dipole source

The results of the analysis for the dipole sound source is presented in Figure 6.20. The

strong directivity of the dipole, with dominant radiation in the upstream direction,

has not resulted in a larger difference as expected. However, the largest difference

between upstream and downstream propagation is at low frequencies. This is probably

due to the more limited ability for the low frequency sound waves to turn within the

ducting to be able to propagate downstream. The maximum difference at 250Hz is

approximately 1.1dB and becomes negligible at frequencies above 750Hz. However, the
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Figure 6.19: Difference between the SPL of upstream and downstream locations for a
d=65mm orifice when using a monopole source placed on the upstream surface of the
orifice at r=35mm.

higher frequencies appear to be significantly less affected by the orifice when using a

dipole source. This is potentially because the sound waves radiating from the more

highly directional dipole source have less interaction with the corner of the orifice and

therefore, experience less reflection of the high frequency wave. This finding suggests

that it would be possible for a dipole noise source on the upstream face of the orifice

to efficiently propagate both upstream and downstream of the orifice, raising the noise

levels in both directions. This is somewhat in contradiction to the higher noise levels

seen in the upstream directions for the LES cases in Figure 5.24. Possible causes for

these differences may be the lack of a representation meanflow, although this had a

minor effect when considered for a d=80mm orifice, the idealised nature of the source

or through the absence of absorption due to viscosity in the mouth of the orifice. The

absorption around the corner of the orifice would have contributed to a larger difference

between upstream and downstream directions across the frequency range [77].

6.4 Summary

This chapter is comprised of two studies investigating the propagation of plane waves

through a clean duct and single orifice. The first study looks at the propagation of down-

stream travelling acoustic waves through a clean duct and orifice geometry. The primary

quantities affecting this propagation are found to be the frequency of the waves and the

orifice diameter. Other parameters such as wave amplitude, filter order, meanflow, mesh

refinement (within the refinement range considered) and orifice thickness were seen to

have a negligible effect. It was shown that higher frequency waves were more easily
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Figure 6.20: Difference between the SPL of upstream and downstream locations for
a d=65mm orifice when using a dipole source placed on the upstream surface of the
orifice at r=35mm

reflected by the orifice and the reflection increased with reducing orifice diameter. The

reflection was largest with a small orifice and a high frequency wave.

The second section of this chapter investigated the propagation of sound produced by

the orifice, through the introduction of idealised sound sources. The sources were placed

such that they coincided with the calculated position of the dominant noise source from

the simulations in Chapter 5. Two types of idealised source, a monopole and a dipole,

were placed on the face of the orifice and the relative upstream and downstream prop-

agation was quantified. For the monopole source, the difference between upstream and

downstream propagation was found to be largest at the highest frequencies and negli-

gible at low frequencies. For the dipole source, with the strong directivity pattern, the

opposite was found to be true, where the lowest frequency waves showed the largest dif-

ference. The differences were small and even negligible at higher frequencies, suggesting

that the propagation of sound waves from a source on the upstream face of the orifice

would see little difference in the upstream and downstream directions for both of these

source types. This is in contradiction to the higher noise levels seen in the upstream di-

rection in Section 5.4.3 and is most probably a result of neglecting the effects of viscosity

from these simulations.





Chapter 7

Summary and Recommendations

7.1 Summary

Computational studies of a clean duct and ducts with single orifice and double orifices

have been performed. The studies performed cover the turbulence, noise and sound

propagation of these configurations, with the aim of improving the understanding of the

governing mechanisms. The effect of separation distance between an identical orifice pair

is first investigated. The study for this included a clean duct and single orifice, both

of which helped with the development of suitable boundary conditions and provided

reference values for comparison to the results of the orifice pairs. The investigation

of the double orifice configuration provided information on the turbulence and velocity

fields within the duct and identified the critical separation distance of 2D, where the

maximum turbulence is generated. The study also highlighted the fast recovery of the

velocity profiles downstream of the orifice, but the persistence of increased turbulence

levels even at 10D downstream.

The second area of investigation was that of the effect of varying turbulence levels, where

the additional turbulence is generated by a ring, rather than an upstream orifice. The

reason for this subtle but key difference is that the additional noise generated by an

upstream orifice could be significant and make it hard to isolate the noise produced by

the downstream orifice. The ring provided increased turbulence levels and was therefore

ideal for a study into the affects of turbulence on the noise generated by an orifice. The

turbulence levels were controlled by changing the distance between the upstream ring

and the orifice and all cases showed that as the ring was placed closer to the orifice, the

turbulence both upstream and downstream of the orifice was increased. This increase in

turbulence was accompanied by an increase in the pressure fluctuations both upstream

and downstream of the orifice, suggesting that the noise may also be increased by the

orifice. This was confirmed using the source term from Curle’s analogy, which highlighted

the dominant noise source as being present on the upstream face of the orifice, close to

the upstream corner of the orifice. The additional noise due to turbulence was also noted

149
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to act predominantly in this region of the orifice face, due to the increased unsteadiness

in the mass flow rate through the orifice. Additional interaction noise was also suggested

to be caused by impingement of turbulent eddies on the upstream face of the orifice and

convection of eddies within the recirculation regions which impinge on the downstream

face of the orifice.

The third and final study was performed to investigate the propagation of acoustic

waves through components of the ADS. The first part of this study considered the

propagation of downstream travelling acoustic waves which have been created by other

parts of the ADS. The propagation through a clean duct and single orifice highlighted

the parameters important to the reflection of acoustic waves as the wave frequency and

the orifice diameter. Other parameters investigated were found to have negligible effect

on the wave reflection. The final conclusions were that higher frequency waves were

more easily reflected by the orifice and the reflection was a function of the internal

diameter of the orifice, such that a small diameter and a high frequency wave produced

the largest reflection. In addition to a study of existing noise, the influence of the

orifice on the propagation of sound waves generated by the surface of the orifice was

also investigated. Idealised monopole and dipole sources were placed at the approximate

location identified as the dominant noise source from the studies performed using Curle’s

analogy. The relative magnitude of the upstream and downstream propagating sound

waves was quantified. It was found that the position of the source and its directivity

results in significant changes in the upstream and downstream propagation of a source

placed on the upstream face of the orifice. This is attributed to the differences in

the ability for low frequency waves to turn with the duct when they are emitted in a

particular direction. It was noted that the effect of the orifice on the propagation was

small for both idealised sources cases and was not the cause of the differences in upstream

and downstream noise seen in the LES simulations. The differences were postulated to

be caused by neglecting viscosity from the propagation simulations.

7.2 Future work

The future work detailed here focuses around the unanswered questions which have

arisen as part of this work. The primary area of future work is centred around the

confirmation of the orifice noise sources. The methods that have been applied in this

work only provide information about the separated parts of the problem of noise gen-

eration and propagation. The ideal study would focus on the hybrid coupling of the

unsteady sound generation with a propagation code to better understand the interac-

tion between the flow, noise and geometry. The major advantage of the hybrid coupling

of a CFD solver with a linearised propagation solver, is to allow for a realistic modelling

of the propagation of the sound sources on the walls of the orifice and duct. This would

lead to improved understanding of the source mechanisms including identification of the

dominant noise source and an improvement of the understanding of the propagation
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characteristics of the orifice noise sources. A simplified attempt at this type of study

has been made in the final chapter of this work, but this only extended to idealised

noise sources and will only provide realistic information when the variation of the sound

sources in time and space across the orifice faces is accounted for. Furthermore, the

effect of the mean flow has not be investigated for the propagation of the noise sources

from the orifice face and the duct wall. This would require the use of a Linearised

Navier-Stokes (LNS) code, to allow for the effect of the strong shear layers and acousti-

cally induced vortex shedding to be quantified, something that wasn’t available to this

research. The quantification of the mean flow would be interesting, as it was shown

to have some effect for the downstream propagating sound waves through the orifice,

even at a low Mach number and for a large orifice diameter, where the jet velocity was

relatively low. Furthermore, the use of a LNS would be essential to properly account

for the effect of viscosity near to the orifice. This would be particularly important when

the noise sources were placed on the face of the orifice.

To the authors knowledge, this hybridised method has not been applied to an orifice

geometry, despite being previously noted to provide valuable information on the noise

sources of a forward-backward facing step [115]. Therefore, at the very least, this method

would go some way to proving or disproving the noise sources suggested in this work.

A further area of interest is to attempt to account for the propagation effect of the

exponential flare used in the experimental configurations. Existing researchers have

accounted for propagation through the clean duct using a tailored Green’s function,

however, this is unable to predict sound propagation outside of the ducting. This modi-

fication would then allow for comparison to the farfield sound power levels measured in

the experimental configuration.
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[107] E. Gröschel, W. Schröder, P. Renze, M. Meinke, and P. Comte, “Noise Prediction

for a Turbulent Jet Using Different Hybrid Methods,” Computers and Fluids,

vol. 37, no. 4, pp. 414–426, 2008.

[108] T. Imamura, T. Hirai, K. Amemiya, Y. Yokokawa, S. Enomoto, and K. Yamamoto,

“Aerodynamic and Aeroacoustic Simulations of a Two-wheel Landing Gear,” Pro-

cedia Engineering, IUTAM Symposium on Computational Aero-Acoustics for Air-

craft Noise Prediction,, 2009.

[109] T. Colonius and S. Lele, “Computational Aeroacoustics: Progress on Nonlinear

Problems of Sound Generation,” Progress in Aerospace Sciences, vol. 40, pp. 345–

416, 2004.

[110] X. Zhang, X. Chen, and C. Morfey, “Acoustic Radiation from a Semi-Infinite

Duct with a Subsonic Jet,” International Journal of Aeroacoustics, vol. 4, no. 1-2,

pp. 169–184, 2005.

[111] E. Richards, X. Chen, X. Huang, and X. Zhang, “Computation of fan noise ra-

diation through an engine exhaust geometry with flow,” International Journal of

Aeroacoustics, vol. 6, no. 3, pp. 223–241, 2007.

[112] X. Zhang, X. Chen, C. Morfey, and P. Nelson, “Computation of Spinning Modal of

Radiation from an Unflanged Duct,” AIAA Journal, vol. 42, no. 9, pp. 1795–1801,

2004.

[113] X. Zhang, X. Chen, J. Gill, and X. Huang, “Gradient Term Filtering for Stable

Sound Propagation with Linearised Euler Equations,” AIAA Paper 2014-3306,

2014.
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Appendix A

Single Orifice Grid Independent

Study

A.1 Introduction

A number of sources of error exist in a numerical simulation. Some of these are related

to factors beyond the control of the engineer, such as the rounding errors from the

precision of the computer and modelling errors arising from the small approximations

introduced by the governing equations. However, the single largest source of error in

most simulations is in the discretisation of the equations and the flow variables. This

error arises from the spatial resolution of the mesh, the temporal resolution from the

timestep and the numerical schemes used to solve the problem. Therefore, due to the

fixed second order accuracy provided by the spatial and temporal discretisation schemes,

and the temporal resolution (as discussed in Section 5.3), the emphasis of this grid study

is placed on ensuring that the spatial resolution is suitable. As a final note, a grid

convergence study has been performed for the propagation cases in Section 6.2.2, so

only the DES studies on the sound generation will be considered here.

A.2 Methodology

The error estimation procedure used here is based on that of Celik et al. [211]. The

method involves using the cell volumes to define a representative grid size for a three-

dimensional problem. Three different grids are then constructed and simulations per-

formed using the same initial and boundary conditions to determine key variables for

the problem of interest. The grid refinement factors are defined as ϑ21 = h2/h1 and

ϑ32 = h3/h2, where h1, h2 and h3 are the representative grid sizes for the coarse,

medium and fine meshes, respectively. These refinement factors are recommended to be

at least 1.3.

The apparent order of the method, O, can be calculated using the expression:
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O =
1

ln(ϑ21)

∣∣∣ln|ξ32/ξ21|+ ln
(ϑO21 − s
ϑO32 − s

)∣∣∣, (A.1)

where s = 1 · sign(ξ32/ξ21), ξ32 = Φ3 − Φ2 and ξ21 = Φ2 − Φ1, where Φk denotes the

solution variable on the kth grid. The second term above cancels if the grid refinement

factors are constant (ϑ32=ϑ21). The above equation is solved using fixed point iteration,

with an initial guess taken as equal to the first term. The values of the extrapolated

correct solution can be calculated from:

Φ21
ext = (ϑO21Φ1 − Φ2)/(ϑO21 − 1), (A.2)

where the same follows for Φ32
ext. The method produces three error estimates in addition

to the apparent order O;

The approximate relative error:

e21
a =

∣∣∣Φ1 − Φ2

Φ1

∣∣∣, (A.3)

the extrapolated relative error:

e21
ext =

∣∣∣Φ12
ext − Φ1

Φ12
ext

∣∣∣ (A.4)

and the fine-grid convergence index:

GCI21
fine =

1.25e21
a

ϑO21 − 1
(A.5)

A.3 Mesh convergence

For this mesh convergence study, three meshes have been created for the isolated d=65mm

orifice case; One providing a theoretical mesh cut off of 3.33kHz in the region of interest

(4.8 million cells), the second providing a theoretical mesh cut off frequency of 5kHz in

the region of interest (9.8 million cells) and the third providing a theoretical mesh cut

off frequency of 8.5kHz (19.9 million cells). The mesh topology and domain size for all

three is the same as that described in Section 5.3. The refinement factor used between

the meshes is constant at 1.27, which whilst slightly below the recommended value, it

should be noted that the mesh outside the region of interest was not refined between

meshes and the chosen mesh sizes also provided a ‘nice’ set of values in terms of the

theoretical mesh cut-off frequency.

Details of the calculation of the discretisation error can be found in Table A.1. The

two most important convergence variables have been chosen which are the pressure drop
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through the orifice and the orifice jet reattachment location. Details of the measurements

locations and methods are described in Sections 5.4.1.1 and 5.4.2, respectively.

Φ=normalised
pressure drop
(CD)

Φ=normalised
reattachment
length

N1, N2, N3 (million) 4.8, 9.8, 19.9 4.8, 9.8, 19.9

ϑ21 1.27 1.27

ϑ32 1.27 1.27

Φ1 432.7 2.19D

Φ2 427.8 2.31D

Φ3 415.7 2.61D

O 3.80 3.83

Φ21
ext 436.01 2.11D

e21a 1.13% 5.48%

e21ext 0.76% 3.79%

GCI21fine 0.96% 4.57%

Table A.1: Calculations of the variables used in the error estimation for the normalised
pressure drop and the normalised reattachment point.

Overall, as discussed in Section 5.4.1.1, the experimental comparison for the pressure

drop and reattachment location is poor. The mesh refinement has made a small differ-

ence to both of the quantities, although the extrapolated values suggest that even with

infinite mesh refinement, the solution would converge to values approximately 9.8% and

11.1%, respectively, over the experimental data. Therefore, these results suggest that

another factor besides mesh density, such as turbulence model and inflow conditions,

is responsible for the majority of the discrepancy. However, the resulting errors of less

than 4% for both cases indicate that the discretisation error is at low levels and gives

further confidence in the results, in addition to the extensive experimental validation

conducted in Chapter 5.

Alongside the data presented in Table A.1, additional comparisons of the mean velocity

and turbulence intensity, at a spanwise slice of x=1D downstream of the orifice, and

the wall pressure spectra, at a location of x=12D, are shown in Figures A.1 and A.2,

respectively.

Neither the mean velocity nor the turbulence intensity shows a significant difference

between the profiles for the three mesh refinement levels. The ‘Fine’ mesh is less well

averaged in both cases due to the large increase in cost leading to a shorter averaging

period. Overall, it appears that the mesh resolution does little to improve the problem

of the over prediction of turbulence intensity within the recirculation regions.

The wall pressure spectra, which is a crucial quantity to this research, is presented in

Figure A.2 and shows the spectra at x=12D for the three mesh refinement levels with

comparison to the experimental data with no ring present for a d=65mm orifice. The

results show a significant improvement between the coarse and medium meshes but a

much less noticeable change from the medium to fine mesh. This suggests that for the

wall pressure spectra, using the current simulation methodology, there is little to be
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gained from mesh improvements alone, although coupling a redesign with improvements

to the numerical schemes and initial conditions may provide larger benefits.

In conclusion, it is believed that the current mesh design and refinement levels provide

sufficiently accurate results for studying the effects of incoming turbulence on a single

orifice. The results may be improved by further mesh refinements, however, these must

always be balanced against the increase in computational costs that these improvements

lead to. For that reason, the meshes designed for the orifice and ring configurations

will use a mesh refinement equivalent to the ‘Medium’ meshes presented here, giving a

maximum resolution of 5kHz.
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Figure A.1: Comparison of the mean velocity and turbulence intensity at a spanwise
slice of x=1D downstream of a single orifice with no ring present, for three different
mesh refinement levels.
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Figure A.2: Comparison of the wall pressure spectra at a steamwise distance of x=12D
downstream from the orifice for three different mesh refinement levels.
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