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1. INTRODUCTION 

There has recently been considerable work in lOS on the subject of the effect 

of the variation in average wave conditions from month to month throughout the 

year. For example, Carter and Challenor (Ref 1) prove that this differentiation 

results in the expected value of the extreme wave in a given period of time 

being larger than it would be if the same annual average conditions were 

uniformly distributed throughout the year. However, they were unable to quantify 

the effect analytically and had recourse to practical demonstrations using 4 

actual sets of ocean/met data. The extreme values using month—by—month 

calculations all came significantly higher than those using the data lumped 

together, but the differences were within the confidence limits. 

The present writer has felt for some time that it was difficult to believe that 

the differences could be significant, but his arguments were rather woolly and 

he has been searching for a way of demonstrating this straightforwardly. 

Reading the paper by Carter and Challenor suggested such a way, and this 

demonstration is given below. 

2. THE PRINCIPLE OP THE DEMONSTRATION 

A set of 5 years of Hmax (3hr) values calculated from measured values of Hs at 

the Seven Stones Light Vessel is taken, and a probability distribution curve 

is fitted to the whole of it lumped together. This analytical expression is 

then used to calculate the $0 year extreme wave on two different bases. 

(1) Using all the data in the conventional way. 

(2) Assuming that the highest 10^ of values all occur randomly in a given 36.5 

day period of the year, and that the lowest $0^ of the data occur randomly in the 

rest of the year. This is an extreme case of grouping, but is not an enormous 

simplification of what actually happens (see figure 1A reproduced from Carter and 

Challenor, loc cit). It will presumably somewhat exaggerate any effect from the 

slightly less extreme grouping which actually takes place. 

Note that Carter and Challenor used the actual primary data to do their 

calculations, which presumably results in sampling error differences between 

the equivalent results, and the present writer's thesis is that this produces 

the differences found in their examples which are therefore spurious. The 

present method avoids this random sampling error completely in so far as 

differences between the grouped and ungrouped results are concerned. 



Note also that the author has used Hmax (3hr) for convenience since this 

data set is conveniently presented for the present purposes by Portnum and Tann 

(Ref 2). For practical purposes, Hmax (3hr) — constant x Hs for a given data 

set. 

3.0 THEORY 

The Seven Stones data fit a Fisher—Tippett I distribution reasonably well 

(Fortnum and Tann loc cit) giving the formula for the cumulative probability 

P ( X < ^ j 3 . 0 / 1 

where ^ = Ifciax (3hr) 

CL = 0 .54 m 

^ = 1.86 

(As a matter of passing interest, 10^ of the values lie above 7.61 m.) 

The median value of the extreme distribution will be used because it greatly 

simplifies the theory. For large samples this bears effectively constant ratios 

to the mode and the mean.' Symbols will be the same as those in Carter and 

Ghallenor so far as is practicable. 

3.1 All values selected randomly from the whole population (ungrouped) 

* 
The chance that all of 7L selections will be below -X, is 

-n,* C O C ^ ( - «/9C -fir)J 

The median ^ of this distribution is given when P ^ X 0 . 5 

or ^ '-S" = - -n,* ( - CU X-nv + ^ j 

(- CU f ( j = 0.69314718 

X = 6 ) ^ 0 1.4426950 TL 3 . 1 / 1 
•nv 

OU 

2 



F ~ I ~ T\r . TTU samples are 

Tn. 

3.2 Population grouped 

The distribution is divided at P ^ 
* 

then taken from the upper part and TV — Tru are taken from the lower part. 

It is clear that the extreme value must be in the first part of the sample 

which is therefore the only part which need be considered here. Its cumulative 

probability distribution is 

- O ^ X < X , 

where ^ ^ is the lower limit of 3C for this part of the distribution. 

The chance that all TJV selections will be below is 

(This can be seen from Carter and Challenor's equation A l) 

The median ,X of this distribution is given when P (^jruvjic ^ O'S' 

. 10 ^ 3.2/1 

4.0 NUMERICAL EXAMPLES 

4.1 Small sample 

The author's qualitative reasoning (Appendix l) indicates that the differences 

in extremes are only significant for small samples (small values of TV ) and 

decrease rapidly as the sample size is increased. To demonstrate that the above 

theory gives a real difference (that is, that we have not in some way chosen a 

type of grouping which fortuitously produces no difference) the calculations 
* 

will first be done for a very small sample; 7U = 1 0 and m. = 1 . 

From equation 3.l/l putting in values from equation 3.0/l 

X_ _ 14.4269 + 1.86 

~ " III metres 
0.54 

= 8.387 metres ' 4.l/l 

From equation 3.2/l 

O f = / O ^ CL x ! ^ f 



€ o < / ^ 9 ^ = .0512933 

c u x L v " = - 6 y ^ .0512933 

2.97020 

Putting in values of€U turJî troxa equation 3.O/1 gives 

^ ~ ^ metres 4«l/2 

Thus, a significant difference is, in fact, produced and the value from the 

grouped distribution is higher, as expected. 

4»2 The 50 year maximum value 

For the present purpose it will be assumed that the 3 hour samples of Hmax (3hr) 

are independent, but this assumption is not critical. 

^ _ c 
Thus H ^ 8 X 365 X 50 = 1.46 X 10^ 

Or 1.46 X 10^ 

4.21 Population ungrouped 

From equations 3.0/l and 3.1/1 

= e> (1.4426950 X 1.4-6 X 10^) + 1.86 
.71V 9 0T54 

= 26.144213 4.21/1 

4.22 Population grouped 

From equation 3.0/l and 3.2/l 

1 

1.46 X 104 

e o c ^ ^ e o c ^ ( - O'Srif. = i - 4.74770 x l o " ^ 

( ' x ! ^ + h ^ C ) = 4.74758 X 10-5 

= 1.86 + 12.257896 
metres 

0.54 

= 26.744252 metres 4.2l/2 



(Fourteen significant figures were actually carried through the calculation 

so that the two final figures are correct to the accuracy given.) 

It is interesting to note that the value of Hmax (3hr) corresponding a return 

period of $0 years obtained by Portnum and Tann (loc cit) from this data set 

varied over a range of about 2 m depending on the method used, but the most 

comparable value was 25>1 m. 

5, DISCUSSION 

The difference between the $0 year maximum waves calculated from the grouped 

and ungrouped data is negligible. 

The author is aware that one or two assumptions in the above calculations are 

questionable. The most obvious is that the 3 hourly values of Hmax are 

independent. However, even reducing the number of effectively independent 

events by a factor of 10, say, would not significantly affect the conclusion. 

The only other questionable assumption which the author can see is the form 

assumed for the grouping. It is just possible that the sharp division used is 

in some way less effective in affecting the maximum than the smoother grouping 

in the real world. The author cannot see why this should be so, and unless and 

until such an effect can be proved, the author feels he has produced a 

reasonably convincing demonstration that the grouping effect is negligible when 

deterraing the expected maximum wave height for practical purposes. 
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APPENDIX 1 

Qualitative argument to show why one would expect the grouping effect 

to be negligible when dealing with large samples. 

One has first to try to gain a picture of how the effect comes about, 

and for this it is useful to consider the type of grouping assumed in 

the main paper; that is, that the top 10% of the population all occur 

in a fixed day period of the year. In effect we have 2 urns; 

A contains the lowest Q̂P/o of the population 

B contains the highest 10% of the population 

X^ is the value of the variable dividing the two populations 

If we make 10m selections, precisely m come from urn B. 

The difference becomes clearest if we put m = 1. Then our sample consists 

of 9 random selections from urn A and 1 from urn B. This constrains the 

maximum to be always greater than X^, and its average value is the average 

of the population in urn B. 

Suppose we now mix all the population together and take 10 selections at 

random. There is now a 35% chance that the maximum will be below X^, and 

a roughly similar chance that 2 or more will be taken which are greater 

than X^. In the latter case, only the biggest of these will of course be 

the maximum of that sample. Thus when we take many samples 10 at a time and 

list their maximum values, there will be some below X^, and some of the 

individual selections whose value is above X^ will be exceeded by others 

in the same sample and not be listed. It is clear that the nett effect 

relative to the first case is to replace the unlisted values exceeding X 
1 

by the values below X^, thus reducing the mean value. 

Thus, the effect depends on the probability of the maximum value coming 

from urn A in the ungrouped case, and th? s rapidly decreases as the sample 

size is increased. The computation of this probability is of course, simple 

in the example used. The chance of selecting a value below X^ is 0.9. The 

chance of all of n* values being below X^ is (0.9)^*. This gives the 

following probabilities; 



Sample size Probability of max 

10 .3h9 

100 2.67 X 10~^ 

1000 10"^^ 

Thus, for large samples the maximum effectively always comes from that 

part of the population which is above , and as the sample gets larger, 

the probability of finding such values clearly depends less and less on 

whether the population is or is not grouped. 
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