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THE PROPERTIES OF GOLD IN DOPED SILICON 

by Terence Francis Unter 

The properties of gold in doped silicon are discussed. A reconsideration 

of data concerning gold energy levels, their temperature variations and 

spin degeneracies leads to the development of models which describe the 

solubility of gold in heavily doped silicon and the effect of gold on 

the resistivity of silicon. A new model is proposed to explain the rapid 

gettering action of shallow high concentration phosphorus diffused layers. 

The dynamics of phosphorus gettering in silicon which has been either 

deliberately doped with gold or inadvertantly contaminated with gold are 

predicted. 

Experiments on a number of structures diffused with gold in the 

presence of and absence of shallow phosphorus diffused layers are described. 

Gold concentration profiles are inferred from spreading resistance and 

Rutherford backscattering measurements. Important aspects of the proposed 

gettering model are confirmed and it is also shown that there is a strong 

link between the phosphorus-gold interaction and some anomalous diffusion 

effects associated with shallow, high concentration phosphorus diffusions. 

Total inhibition of the 'base push-out' effect in sequential boron-

phosphorus diffusions is observed when gold is diffused simultaneously 

with the phosphorus. 

The use of spreading resistance measurements for dopant versus depth 

profiling is studied. Optimization of equipment operation in conjunction 

with a newly developed bevelling and sample preparation technique yields 

measurements with high spatial resolution and excellent reproducibility. 
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1. INTRODUCTION 

The diffusion of gold in silicon is a process of great technological 

ing)ortaace which has been in use for many years. Despite its significance 

in planar device manufacture - both as a deliberately added dopant and 

as an unwanted contaminant - there are many unanswered questions concerning 

its properties and diffusion behaviour. 

The importance of gold arises from its introduction of two deep lying 

energy levels into the silicon energy band gap. These energy levels, one 

of which is a donor and one of which is an acceptor, cause gold to act as 

an efficient recombination-generation centre in both p-type and o-type 

silicon. 

Gold diffuses into silicon very readily. This property conibined with 

its behaviour as a recontination centre has led to wide-spread use of gold 

as a minority carrier lifetime "killer" in h i ^ speed bipolar switching 

devices. Such devices generally operate in saturation mode, that is to 

say while switched 'on' the emitter and collector junctions are both 

forward biased and there is a high density of minority carriers in the base 

region. The speed with lAich the device can switch from the 'on' state 

to the 'off state is largely determined by the time taken for the excess 

minority carriers in the base region to recombine. This 'storage time' 

can be made much shorter by adding gold to the base region of the device 

where, by killing the minority carrier lifetime, it reduces both the 

amount of charge stored and the recombination time. Although recent 

development of Schottky clanged switching circuits has reduced the use of 

gold doping for low power, fast logic circuits, its use in high power 

switching devices (e.g. diodes, thyristors and triacs) is of continuing 

importance (Miller, 1976). 

More recently gold has been proposed as a suitable dopant for 

extrinsic silicon IWS and CCD infra-red photo-sensitive devices (Parker 

and Forbes, 1975 ; Logan, 1976) since the gold donor level (at - 0.35eV 

above the valence band edge) provides response in the 3-5 micron wave band. 

Undesirable aspects of the efficiency of gold as a recontinatlon-



generation centre are also of great importance. Gold is one of the most 

ubiquitous contaminants in high temperature furnace tubes and in chemicals 

commonly used in semiconductor technology. This, coupled with the ease 

with which it diffuses into silicon, causes great pmeblems in the 

production of devices in which long minor&ty carrier lifetimes - and hence 

low leakage currents - are required. It is very important, therefore, not 

only to be able to diffuse gold in to some devices deliberately but also 

to be able to remove it when it has been introduced inadvertantly. 

Despite the wide application of gold diffusion for the purposes 

mentioned above and the necessity of preventing or removing unwanted 

gold contamination, the processes used by many device manufacturers are 

still, to a great extent, the result of an empirical approach to obtaining 

the desired properties in a given device. 

Recent studies of the recombination-generation rates of the gold levels 

(e.g. Tasch and Sah, 1970) and the diffusion and solubility of gold in 

silicon (Huntley, 1972; Brown, 1976) have finnidhed much new information 

about the parameters of the mechanisms involved. However, one of the most 

problematic aspects of the diffusion process is Che interaction between 

diffusing gold and shallow diffusions of other commonly used dopants -

particularly phosphorus. "nw&ne have been no systematic studies of the 

dynamics of this interaction although its occurrence has been known since 

Adamic and McNamara (1964) reported that diffused gpld tended to accumulate 

in heavily phosphorus doped areas of silicon wafers. This phenomenon 

furnished two results, one desirable and one undesirable. 

Ihe most useful aspect of the preferential accumulation of gold in 

heavily phosphorus doped silicon is in the so-called gettering effect. 

Dhwamted gold contamination is removed, or gettered, into a phosphorus 

diffused layer La parts of silicon wafers remote from active devices 

in which long minority carrier lifetimes are required. The undesirable 

aspect of gettering occurs during the deliberate gold doping of switching 

devices. Phosphorus diffusions are generally used to form n layers 

(such as emitters in bipolar n-p-n transistors) and gpld tends to segregate 

into these regions. The result can be that the region in which the 

lifetime killer is actually required (the base-collector junction region 



for a saturation mode bipolar switchj can be starved of gold. 

There is clearly an area for investigation here lUMlin this thesis 

a theoretical and experimental study of the gold-phosphorus interaction 

is reported. The results provide new insights into the dynamics of the 

phosphorus gettering effect which should be valuable in the development 

of process models describing technologies in which deliberate gold addition 

or gold removal is required. 

With the increasing complexity of planar processing the need to model 

and predict processes, rather than arrive at them empirically, is becoming 

paramount (Meindl, Saraawat and Plummer, 1977). In order to model the 

behaviour of gold in silicon, its electrical effects as well as its 

diffusion behaviour need to be understood and predictable, A thorough 

reconsideration of the data available concerning the positions of the gold 

energy levels, their temperature dependencies and spin degeneracies is 

also made in this thesis. The results of this are used in the development 

of a new model describing the gold-phosphorus interaction and also in a 

model for the prediction of the effect of gold on the resistivity of silicon 

already doped with 

or p-type dopants. 

already doped with moderate (up to 10*^ atoma/cc) quantities of n-type 

Diffusion profiles of gold in silicon wafers have been measured with 

the spreading resistance technique and by Rutherford backscattering. The 

interactions between gold diffusions and shallow high concentration 

phosphorus diffusions thus studied have yielded new information about 

the dynamics of the phosphorus gettering process. An interesting side 

effect of the phosphorus-gold interaction which has been observed, provides 

both confirmation of one of the important aspects of the phosphorus 

gettering model proposed in this work and new Information on the so-called 

'puah-out' effect which occurs in sequential boron—phosphorus diffusions 

(Jones, 1976). 

A substantial proportion of the period occupied by the research described 

here was spent establishing the method used to obtain the spreading 

resistance measurements. This investigation, which is considered to be an 

important part of this work, is described in appendix A. 

A summary of the topics discussed in this thesis is given in the following 

section. 



2. SUMMARY 

The properties of gold in doped silicon which are considered in this 

thesis may appear, at first sight, to range over a number of almost 

unconnected topics. A brief summary at this stage should enable the 

reader to view the work in a more integrated form. 

The various subjects to be considered are all connected by the close 

link between the diffusion behaviour of gold — particularly its 

solubility — its electrical properties and its electronic interactions 

with other dopants. Because the gold energy levels lie deep in the 

silicon energy band gap, any electrical effect due to significant amounts 

of gold in silicon is very sensitively dependent on the precise positions 

of the energy levels and any variation in them. 

An attempt is made, throughout this work, to review appropriate 

subject matter from the literature. Emphasis is laid on obtaining new 

information and drawing new conclusions from the available data in the 

light of more recent knowledge. 

Experimental studies presented in chapter 8 shed new light on several 

aspects of the diffusion of gold in silicon both in the presence of and 

absence of shallow, high concentration phosphorus diffused layers. The 

dynamics of phosphorus diffusion gettering of gold at 1000°C are studied 

and the rate limiting step at 1000°C is identified. A result of 

particular interest is the observation that the base push-out effect, 

which commonly occurs in bipolar devices with phosphorus emitter 

diffusions, is inhibited by the simultaneous diffusion of gold with the 

phosphorus. The implications of this and other results are discussed in 

chapter 9. 

A new model for the observed gettering effects — based on results 

obtained in this work and results obtained from an appraisal and 

reanalysis of data available in the literature — is developed in earlier 

chapters of the thesis. A number of properties of gold in silicon 

(its diffusion mechanism, the positions of the gold energy level positions 

at low and high temperatures and its solubility) are of importance in the 

4-



prediction of the gettering effect and are discussed as follows: 

The diffusion mechanism which is considered to be appropriate to gold 

in lightly doped silicon is described in chapter 3. The discussion does 

not extend to the diffusion behaviour of gold in heavily doped silicon 

since this topic has not been well studied in the past and receives 

detailed attention later in this thesis. It will be seen that, although 

the basic diffusion mechanism is well established some of the parameters 

which determine the rate limiting process are still in dispute. 

In chapter 4, a very detailed discussion of the gold energy levels 

and their interrelation with impurity level spin degeneracy is presented. 

The importance of knowing the gold energy level positions very accurately 

is stressed and consideration is given to the possible variation of the 

energy level positions relative to the band edges as temperature varies. 

It is only recently (Parrillo and Johnson, 1972) that the importance of 

including this effect in measurements of energy level positions has been 

recognised. The wealth of data on gold energy levels which is available 

in the literature is reconsidered in the light of possible temperature 

variations. It is shown that not only do apparently conflicting results 

agree when analysed correctly but also that the usual values employed for 

the gold energy level positions at room temperature (300°K) are probably 

quite inaccurate. 

The spin degeneracies which may be associated with the gold energy 

levels are then considered in terms of a simple bonding model for 

substitutional impurities in semiconductors which was proposed by Teitler 

and Wallis (1960) and extended to gold in silicon by Brown (1976). Once 

again the relevant literature on this subject — which is shown to be 

very confused — is reviewed. 

Based on recent measurements and a reappraisal of earlier ones, a 

model for the gold energy levels, their temperature dependences and 

degeneracies is chosen as the most likely. This model is used later in 

the thesis in discussions of the properties of gold in doped silicon 

and is compared with other possible models. It is shown that this model 

is capable of predicting the effect of heavy doping on the solubility 



of gold and the effect of gold on the resistivity of silicon with good 

accuracy. 

A very brief consideration of the behaviour of gold as a recombination-

generation centre is given in chapter 5. No new information is presented 

on this topic but it is included for completeness since it has considerable 

relevance to some of the energy level measurements described in chapter 4. 

The solubility of gold in silicon previously doped with shallow level 

impurities is discussed in chapter 6. The possible mechanisms which may 

contribute to the enhanced solubility of gold observed in uniformly 

heavily doped silicon (particularly n-type Si) are reviewed. Calculations 

based on the models discussed in chapter 4 are carried out and it is shown 

that the experimentally observed behaviour reported in the literature may 

be described without making any special additional assumptions about the 

gold energy levels or gold charge states. Previous attempts at predicting 

gold solubility have generally ignored the possible temperature variations 

and degeneracies of the gold energy levels and have had to resort to 

largely unjustifiable assumptions. In addition, most authors have made 

approximations which can cause large differences in the final predictions. 

The calculations here are carried out for a number of models of gold 

energy levels etc. in order to illustrate how dependent the final values 

are on the precise energy level positions. 

The second part of chapter 6 is devoted to a discussion of gettering 

effects, particularly that due to shallow phosphorus diffusions. The 

solubility enhancement model developed for uniformly doped silicon is 

extended to the behaviour in shallow, high concentration phosphorus 

diffused layers. The dynamics of the phosphorus gettering process are 

considered and a new model of the interaction of gold and phosphorus 

is proposed. In this model it is suggested that the mechanism thought 

by many authors to explain the anomolous diffusion behaviour of shallow, 

high concentration phosphorus diffused layers (the phosphorus-vacancy 

pair of E-centre) may also be used to account for the greatly enhanced 

solubility of gold in phosphorus layers and the speed with which it is 

gettered into them. Equations are derived which should allow prediction 

of the effect of a phosphorus diffused layer on the distribution and amount 



of gold in a silicon wafer which is either being deliberately gold-doped 

or from which gold is to be removed. The results which were obtained 

in this work are shown to be consistent with the model developed in this 

chapter. 

Chapter 7 describes calculations of the effect of gold on the room 

temperature resistivity of silicon which is lightly doped with either 
17 

p-type or n-type dopants (<10 atoms/cc). Once again the models 

discussed in chapter 4 are all considered and the effects of small 

variations in the gold energy level positions and degeneracies on the 

predicted resistivities are shown to be considerable. Although a good 

fit to the available experimental data is not possible because of 

uncertainty in what proportion of the total gold concentration is 

electrically active, the closest correlation is shown to occur for the 

same model of energy levels and degeneracies that gives the best fit to 

the gold solubility predictions and was chosen as the most likely in 

chapter 4. 

As already mentioned, experimental work is described in chapters 8 

and 9. Gold diffusion profiles in bulk silicon are inferred from 

resistivity profiles obtained with the spreading resistance technique 

by angle bevelling the samples to expose the regions of interest. A 

substantial period was spent setting up and optimising the operation of 

the spreading resistance apparatus and in developing a new surface 

preparation and bevelling technique for the samples. This work, which 

is described in the first appendix, has resulted in spreading resistance 

measurements which, in terms of spatial resolution, accuracy and 

reproducibility, are considerably better than state-of-the-art measure-

ments reported in the literature. Such performance was necessary for the 

measurements described in chapter 8 and the description has been placed 

in an appendix so as not to interrupt the logical presentation of the 

properties of gold which are considered rather than to de-emphasize its 

importance. 

It is hoped that the interrelation between the topics discussed in 

this thesis is now apparent to the reader and that, as a result, it may 

be more easily read. 

7 



3. THE DIFFUSION MECHANISM OF GOLD IN SILICON 

Despite a number of studies since the first report of an experiment 

designed to measure the diffusion coefficient of gold in silicon (Dunlap 

et al. 1954) there are still a number of aspects of the diffusion process 

which are ill understood and in dispute. Of particular interest in this 

thesis, is the interaction of gold diffusion and phosphorus diffusion 

in thin silicon wafers. The gold diffusion mechanism is reviewed briefly 

in this chapter in order to provide the necessary background to the theory 

and experiments which follow. 

The early studies of gold diffusion (Dunlap, Bohm and Mahon, 1954 , 

Struthers, 1956 and 1957; Trumbore, 1960; Boltaks, Kulikov and Malkovich, 

1961) resulted in differing diffusion coefficients and , in the case of 

Boltaks et al., scatter in the results from sample to sample. This scatter 

was attributed to "structural defects" in the silicon samples. 

Dash (1960) observed non-conservative motion of dislocations in silicon 

wafers during the diffusion of gold. The dislocation climb, which was in 

such a direction aa to cause emission of vacancies, was taken to indicate 

that the diffusing gold had caused an undersaturation of vacancies in the 

silicon samples. This result led Dash to suggest that gold diffused by 

the "dissociative mechanism" which had been proposed by Frank and 

Turnbull (1956) for the diffusion of copper in germanium. Since this 

proposal, a number of works have confirmed that the dissociative mechanism 

is almost certainly applicable to the diffusion of gold in silicon. This 

mechanism is outlined briefly below and the indications of various results 

available in the literature are then discussed. 

3.1 The dissociative diffusion mechanism 

The dissociative mechanism is, in essence, very simple. The diffusing 

atoms move in two fashions within the silicon lattice: interstitially 

and substitutionally. Conversion from an interstitial to a substitutional 

site is possible when an interstitial atom and a lattice vacancy combine. 

In practice the diffusion rates of interstitial and substitutional atoms 

are very different and so are their solubilities. Due to the disparate 



diffusion rates, the local ratios of interstitial atoms to substitutional 

atoms Ag will be upset so that a kinetic process to reestablish equilibrium 

will occur according to the reaction: 

A, A. + v 3.1 

^2 

where V is a vacancy in the silicon lattice. 

If the interstitial diffusivity is much higher than the substitutional 

diffusivity, in a region of high concentration 

where the subscript 'e' denotes the equilibrium concentration. In a region 

of low concentration : 

Clearly in the high concentration region, the reaction described by 

3.1 takes place in the k^ direction and the diffusion is truly "dissociative" 

in that it proceeds by the dissociation of a substitutional atom into an 

interstitial atom and a vacancy. In the region of low concentrationithe 

reaction takes place in the kg direction. 

It is generally assumed that in the case of gold in silicon, a high 

interstitial diffusion rate is combined with a low interstitial solubility 

and that the low substitutional diffusion rate is combined with a high 

substitutional solubility. The result is that the diffusive flux is 

carried almost entirely by interstitial atoms, Au^, and the measured 

concentrations of gold generally comprise substitutional atoma, Au . 

The actual disparity in solubility between the substitutional and interstitial 

species of gold has not really been assessed satisfactorily and is discussed 

again later in this chapter. 

The diffusion profiles which may result from this process will be 

complex and will depend on a number of factors. Sturge (1958) expanded 

the Frank-Turnbull theory and put it on a sounder imathematical basis. This 



theory has been further extended by Huntley and Willoughby (1970 and 1973). 

The detailed mathematical analyses which result from these theoretical 

studies will not be entered into here, since a qualitative understanding 

of the various processes which may occur is sufficient in this work. 

The reaction described in 3.1 may be viewed in greater detail : 

k. 
1 

Au Au. + V 
s ^ 1 

^2 

\l 
ki 

\ 3.4 

kv 

sink and sink and 
source source 

where k^ and k are the reaction constants linking interstitial atoms 

and vacancies to their respective sources. In the case of interstitial 

gold atoms the 'source' is the diffusion source of gold. This is 

usually a layer of elemental gold plated or evaporated onto one surface 

of the sample and as such generally constitutes an infinite source. For 

vacancies the situation is a little more complex and gives rise to one 

of the main areas of contention in the modelling of gold diffusion 

processes. Vacancy sources may be the sample surface (which is usually 

considered to be an infinite vacancy source) or may be some reaction within 

the wafer. An example of the latter source is the generation of vacancies 

by climbing dislocations observed by Dash (1960) modelled by Huntley 

and Willoughby (19730. 

Differential equations describing the continuity of the processes 

involved in 3.4 may be obtained. The general solutions of such equations 

are difficult to obtain and give little conceptual insight to the 

problem; however, if one of the reactions in 3.4 is considered to be 

the rate limiting step of the whole process, useful solutions may be 

obtained: 

The possible rate limits are : 

(i) the reaction rate between Au^ and V described by k^ and kg 

(ii) the generation rate of vacancies in the sample bulk or the 

diffusion rate of vacancies from the sample surface described 

by k^^ 

10 



(iii) the diffusion or formation rate of interstitial atoms 

described by k^. 

A combination of these rate limits may apply. 

The diffusion rate of interstitial gold is very high (shown by the 

rapidity with which gold diffuses through thin silicon wafers - Sprokel 

et al. 1965 - see below) and will only be a limiting process if kg is 

very fast and there is an adequate supply of vacancies or if the sample 

is very thick. The nature of the other possibilities has been the 

subject of studies by several authors (Wilcox and La Chapelle, 1964 ; 

Sprokel, 1965 ; Malkovich, 1968 ; Yoshida, 1969; Yoshida and Saito, 1970; 

Yoshida, 1973; Huntley and Willoughby, 1970, 1973 i and ii; Brotherton 

and Rogers, 1972). 

3.2 Studies of gold diffusion in thick silicon samples 

Wilcox and La Chapelle (1964) carried out the first comprehensive 

set of experiments on the diffusion mechanism of gold and interpreted 

their results in terms of the Frank-Turnbull dissociative mechanism. 

Radiotracer gold was diffused into thick silicon specimens over a range 

of temperatures and for a range of times. The samples had "low" and 

"moderate" dislocation densities. 

The diffusion profiles showed a complex dependence on temperature 

and dislocation content. The most common occurrence was a kinked profile 

of the type shown in figure 3.1. The data was analysed by assuming that 

the kinked profile was in fact made up of two ideal complementary error 

function profiles (see section 6.5) which normally result from a Fickian 

diffusion process from an infinite source (see, for example, Grove, 1967 

p 42 ff). Error function complement curve-fits were made to the two 

portions of the profile and the values of diffusion coefficient, D, so 

obtained were plotted as the Arrhenius relationship log D vs 1/T. The 

result was that Wilcox et al. were able to fit three different lines 

to various of the data points. The lines are ^hown in fiĝ ire 3.2 although 

the data points are not included. These diffusion coefficients, when 

related to the diffusion profiles and material used, were interpreted as: 
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(1) = Gold interstitial diffusion controlled dissociative diffusion 

(2) Dg = Vacancy controlled dissociative diffusion 

(3) D " Pure gold substitutional diffusion, 

(Note that the numbers on these curves are not the same as those used in 

the original figure in Wilcox et al's paper). and D2 are the diffusion 

coefficients predicted theoretically by the Frank-Turnbull model. 

Data from previous authors (cited earlier in this chapter) were ^bown 

tc be on either the or the Dg curves depending on the experimental 

conditions and silicon material quality (it being assumed that dislocations 

in some samples provided a source of vacancies). Silicon with a high 

dislocation content gave rise to points lying on the line and silicon 

with a low or zero dislocation content gave rise to points lying on the 

Dg line. 

The results of Wilcox et al., although valuable, are open to certain 

criticisms. Huntley et al. (1973 ii) point out that the technique used 

for the measurements is not considered to be reliable by most radiotracer 

workers. In addition all of the profiles presented are normalised to the 

surface concentration making the precise boundary conditions rather 

uncertain. For example, it is not known if the gold surface concentration 

was always maintained at the solubility limit (i.e. was the gold source 

always infinite?). The effect of varying the dislocation density was 

not assessed qualitatively. 

Huntley et al. (1973 ii) also carried out gold diffusion experiments 

in thick silicon samples. Gold profiles were measured in dislocated and 

dislocation free silicon wafers and were found to be similar in shape to 

those reported by Wilcox et al. (see figure 3.1). analysis was 

based on the Frank-Turnbull model with account taken of vacancy 

generation by the grown-in dislocations. The predictions showed that 

the part of the profile close to the surface should have an error function 

complement shape controlled by Dg (i.e. vacancy controlled dissociative 

diffusion) and that the tail of the profile should also have an errrr 

function complement shape controlled by (i.e. interstitial controlled 

dissociative diffusion). Huntley et al. also predicted that the transition 

region between the surface and the tail of the profile should depend on the 
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dislocation density (or, by inference from this, the internal vacancy 

generation rate) as well as time and temperature. 

There was one significant difference between the analysis of Huntley 

et al. and that of Wilcox et al. Wilcox et al. assumed that the tail of 

the profile shown in figure 3.1 was interstitial gold only. The error 

function complement profile which was fitted to the tail was extrapolated 

back to the surface to give the interstitial gold solubility as shown in 

figure 3.3 (a). The surface concentration was an adjustable parameter 

used to obtain the best fit to the tail profile. The and Dg profiles 

were, therefore, extrapolated to different surface concentrations. Indeed, 

the data obtained in this way for the interstitial gold solubility is 

the only such data available and if Huntley et al's analysis, described 

below, is correct,considerable doubt arises about the use of the values 

obtained by Wilcox et al. 

Huntley (1972) argues that, if the equilibrium concentration of 

substitutional gold is greater than the equilibrium concentration of 

interstitial gold then radiotracer profiles will yield the substitutional 

gold distribution only even though the atoms may have entered the crystal 

interstitially. In addition the reaction expressed in 3.1 "always 

maintains the substitutional concentration > the interstitial concentration" 

if the rate is high. Huntley et al. analyse their data on the assumption 

that the tail of the profile is not interstitial gold but substitutional 

gold the concentration of which is controlled by the interstitial diffusion 

rate. The error function complement fits to the surface and bulk parts 

of the profiles are both extrapolated to the saoe surface concentration^ 

that of substitutional gold, see figure 3.3 (h). The Dg values agree 

w^^l with those obtained by Wilcox et al. but the values do not. These 

values are plotted as points on figure 3.2. The identification of these 

two effective diffusion coefficients is the strongest evidence for describing 

gold diffusion in silicon by the dissociative mechanism. 

If Huntley's assertion that'the ratio of substitutional to interstitial 

gold is maintained at the equilibrium value'is correct, then the values 

commonly used for the interstitial gold solubility limit are very dubious. 

There appears to be no consensus on this point amongst authors who have 

considered the dissociative process. However, there is good, although 

indirect, evidence to suggest that the solubility limit of Auuis much less 

than that of Au . Such evidence is mainly inferred by comparison of the 
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behaviour of gold in silicon on cooling from diffusion temperatures with 

that of other fast diffusing metals (e.g. copper, and iron). During 

cooling, large fractions of the total amounts of these metals precipitate 

onto lattice defects, gold does not behave in this way. Precipitation 

suggests that most of the atoms of the species in question are in a mobile 

(interstitial) state. The absence of precipitation of gold in silicon 

suggests that, at the diffusion temperature, the gold is on substitutional 

sites and therefore relatively immobile. 

3.3 The diffusion profile of gold in thin silicon wafers 

The diffusion of gold into thin silicon wafers is of greatest 

importance since in most cases of practical interest silicon planar devices 

are manufactured on such thin wafers. Unfortunately the presence of shallow 

diffusions of other dopants can modify the distribution of diffused gold 

drastically; it is such situations that are of main interest here since 

real device processes are based on shallow diffusions of various dopants. 

The behaviour of diffusing gold in thin silicon wafers is only discussed 

briefly here since it is dealt with in detail in chapters 6, 8 and 9. 

Sprokel et al. (1965) measured the first gold profiles in thin silicon 

wafers. All of the profiles they obtained were characterized by a nearly 

horizontal central region, with an increased gold concentration on the side 

to which the gold was diffusing as well as that on which it was deposited. 

A profile typical of their results is illustrated in figure 3.4. Sprokel 

(1965),analysed the dissociative diffusion mechanism in thin wafers with 

particular reference to the results described in the earlier paper. The 

analysis was based on the assumption that the rate of rise of gold 

concentration in the centre of the wafer was determined by the reaction 

rate constant k2 in equation 3.1. Similar experimental results have been 

obtained by Martin, Haas and Raithel (1966);Yoshida and Saito (1970); 

Brotherton and Rogers (1972); Huntley and Willoughby (1973 i) and in this 

thesis, chapter 8. Sprokel et al. suggest that the rear surface "tip-up" 

is due to vacancy generation at that face (the amount of tip-up was found 

to be greater if the back was less well prepared - i.e. contained lattice 

imperfections. This could have been due to precipitation however - see 

chapter 6). Martin et al. attributed the tip-up on th^ wafer face opposite 
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the gold source to surface diffusion of gold. Huntley and Willoughby (1971) 

have shown, however, that surface diffusion is inhibited by an oxide layer 

on the wafer but the opposite face tip-up is not. 

Several attempts, since Sprokel (1965), heve been made to explain 

the rate of rise of gold concentration in the centre of the thin wafers. 

In common with Sprokel, Malkovich (1968) assumes tha± the process is rate 

limited by the reaction of interstitial gold with vacancies and that the 

rate of gold diffusion by the interstitial mechanism is fast enough for 

the interstitial concentration to remain constant. Yoshida (1969) establishes 

criteria for the assumption that the thermal equilibrium of interstitial 

gold atoms or lattice vacancies is maintained. These criteria involve the 

relative rates of the various reactions described by equation 3.4 and 

produce no surprising results (e.g. ky,must be greater than kg if the 

vacancy concentration is to remain in equilibrium). The results take 

no account of concentration gradients but are of interest in thin 

specimens Jbre diffusants with high diffusion coefficients would be 

expected to establish flat profiles. 

Yoshida et al. (1970) apply the criteria to experimental results 

for gold diffusions in silicon. The rate of increase of gold concentration 

with time is explained by the generation of vacancies from fixed and 

variable sources (e.g. climbing dislocations, dislocation loops etc.). 

Gbld concentration profiles were not measured however, only average 

gold concentrations were obtained by counting large parts of the samples 

after neutron activation. It is not known, therefore, if the concentration 

profiles were flat so the presence of unknown concentration gradients 

could affect the conclusions. 

Huntley and Willoughby (1970) presented a new theoretical analysis 

of the diffusion of gold in thin silicon wafers. Based on the model 

established by Sturge (1958), a term describing the generation of 

vacancies from jogs on climbing dislocations iwas used in the dissociative 

diffusion expressions. The resulting equations were solved for two 

cases: defect free material in which the only source of vacancies 

the wafer surface and dislocated wafers in which the vacancies were 

emitted by dislocation climb. 
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Figure 3.5 compares Che basic shapes of the predicted profiles. It 

was assumed that the reaction rate of Au^ + V (i.e. in equation 3.4) 

was very high and that the whole process was limited by the vacancy supply. 

As one might expect, the former case results in gold profiles which imirror 

the vacancy diffusion process from the wafer surfaces whereas the latter 

case results in flat diffusion profiles. 

Brotherton and Rogers (1972) measured the rate of rise of central 

concentration in dislocated and dislocation free wafers and noted that 

the effect due to the vacancies was not very great - in contradiction 

to the Huntley et al. model. Brotherton et al.concluded that the rate 

of rise was limited by the reaction rate of A&u + V and not the 

vacancy supply although no explanation of the small effect of the 

dislocations was given. 

More recently, Huntley et al. (1973) published results of their 

own comparisons of gold diffusion profiles in thin dislocated and 

dislocation free silicon wafers. Significant differences between the 

profile shapes in the two materials are noted, but they are not at all 

like the predicted shapes. Figure 3.6. illustrates some of these profiles. 

This result may support the conclusion that the profile shape is determined 

by the interstitial gold - vacancy reaction rate or may indicate, as 

suggested by Huntley et al. that there are sources of vacancies in the 

w^fer bulk, other than climbing dislocations. &ecent availability of 

silicon crystals which are much more 'perfect' than those used by 

Brotherton et al. and Huntley et al. has prompted a repeat of the 

experiments described above on a limited scale in this work. The results, 

along with a more detailed discussion of the possible vacancy sources, 

are described in chapters 8 and 9. The indications are that the Huntley 

et al. model describes the results obtained here better than the reaction 

rate limited model. 

3.4 Concluding remarks 

The dissociative or interstitial-substitutional mechanism, which has 

been shown by many authors to describe the diffusion of gold in silicon 

has been outlined. The diffusive flux is carried almost solely by 
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interstitial atoma but as these have a low solubility compared to the 

substitutional atoms,measured gold concentrations are generally thought 

to be predominantly substitutional gold. The precise proportion of gold 

in the interstitial state at the solubility limit - as measured by Wilcox 

et al. (1964) and illustrated in figure 3.7 - ie called into question by 

the more recent analysis of Huntley et al. (1973) although the interstitial 

solubility is not actually discussed by them. It will be seen, later in 

this thesis, that this lack of knowledge about the interstitial gold 

species is something of a problem in predictions of various effects of 

gold on the properties of doped silicon. 

are still unanswered questions concerning the rate limiting 

factors which control the gold dissociative process, particularly in thin 

silicon wafers. Evidence has been published for both a vacancy supply 

rate limited process and a gold-vacancy reaction rate limited process. 

There is no consensus amongst authors over the question of th^ relative 

concentrations of substitutional gold and interstitial gold during a 

diffusion process. Many assume that the two species behave independently 

and that Au^ achieves an equilibrium independently of Au^ unless the 

reaction rate is high. In a situation where there is a lack of vacancies, 

one might therefore expect gold concentrations imeasured by the radiotracer 

technique to be predominantly interstitial. Early works and recently, 

Huntley et al. (1973) suggest that the equilibrium ratio Au^ : Auu is 

maintained at all times (unless an extremely high reaction rate depresses 

Auu). Obviously the relative concentrations are very dependent on the 

reaction rate but there is no clear evidence to indicate precisely what 

they are. 

The data obtained on thin wafers could certainly be taken to indicate 

a reaction rate limited process, however the difficulty of obtaining 

material that is totally free of internal sources of vacancies (whatever 

they may be) may explain why the differences obser^^^ between dislocation 

free and dislocated silicon are so small. This is certainly indicated 

by results reported in chapter 8. 

A problem which does arise, particularly if a significant proportion 

of the gold is interstitial, is that of gold redistribution during cooling. 
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The highly mobile interstitial species could undergo significant 

redistribution if gold diffused samples are not cooled very rapidly 

from the diffusion temperature. 
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4. GOLD ENERGY LEVELS AND DEGENERACIES IN SILICON 

4.1 Gold Energy Level Positions 

Energy levels in the silicon energy band gap (forbidden gap) are 

generally divided into two types : shallow levels and deep levels. 

Shallow energy levels are those which lie within 0.1 eV of either of the 

band edges and deep levels are those which occupy the rest of the silicon 

energy band gap (Band gap at 300°K = 1.12 eV). 

Gold introduces two deep lying energy levels, an acceptor and a 

donor, into the silicon energy band gap. These deep levels were first 

reported in 1954 and 1957 by Taft and Horn and Collins, Carlson and 

Gallagher respectively. Subsequently a number of other authors have used 

different methods to determine their exact positions in the silicon band 

gap (see Section 4.5). The gold acceptor energy level is situated in the 

upper half of the energy band gap, about 0.54 eV below the conduction 

band edge and the donor level is situated in the lower half of the energy 

band gap about 0.35 eV above the valence band edge. They are illustrated 

in figure 4.1. 

Recently a shallow acceptor energy level associated with gold and 

positioned 0.033 eV from the valence band edge has been reported by 

Bruckner (1971) and Thurber et al. (1973); this will be discussed in 

Section 4.41. 

Knowledge of the precise position of the gold energy levels in the 

silicon energy band gap is, as will be seen in later chapters, of great 

importance in the explanation of a number of phenomena associated with 

them, (Chapters 5, 6 and 7). 

The occupancy of any energy level by an electron is given by the 

Fermi probability function where the probability. F (E) , that a quantum 

state at an energy E^ contains an electron is given by: (Nichols and 

Vernon, 1966, p.75) 
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F(E) - : ... 4.1 

1 + exp 
Bx - Ep 

kT 

where is the fermi energy level. For a density of acceptors at an 

energy level E in the silicon energy band gap, the number of ionized 

acceptors (i.e. those which are occupied by electrons) is: 

NT - X F(E) ... 4.2 

For a density of donors at energy E^, the number of ionized donors 

(i.e. those which are NOT occupied by electrons) is: 

N* - Nj X [l - F(E)] ... 4.3 

In either case, provided is either several times (kT) larger or smaller 

than E - E^, the value of F(E) is either very large or very small. In 

the case of shallow lying energy levels this is generally true (except at 

high doping concentrations and high temperatures) and the exact value of 

(E^ - Ep) is not very important. However, if E^ = Ep then the value of 

the exponential term in equation 4.1 is comparable with unity and the 

value of F(E) is very strongly dependent on the precise value of 

(E^ - Ep). In most cases of practical interest for gold doped silicon 

(which is not heavily doped with shallow donors or shallow acceptors), 

Ep as well as the gold energy levels will be deep lying in the energy 

band gap and, therefore, calculation of the number of ionized gold levels 

is a strong function of the exact position of the gold energy levels. 

For this reason the position of the gold energy levels must be considered 

very carefully. (See Sections 4.4, 4.5 and 4.6). 

4.2 Impurity Level Spin Degeneracy 

Equation 4.1, the Fermi probability (or Fermi-Dirac) function, 

F(E), is obtained by considering the distribution amongst available energy 

levels of particles (in this case electrons) which obey Pauli's 

exclusion principle. The exclusion principle allows each quantum state 

to be occupied by no more than one electron. 

If quantum states are offered, over some range of energies, 

the probability that a given state is occupied is derived by considering 
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the total number of possible distributions of the electrons available 

in all of the states offered and then finding the most statistically 

probable distribution. In general, if w is the total number of possible 

distributions of n electrons amongst the available states and n is the 

number of occupied states at a given energy level (Zn for all r, 

equals n, the total number of electrons, which is constant), then the 

most probable distribution occurs when: 

isr - 0 4-4 

that is, when w is a maximum subject to the constraints that Zn is 

constant and the total energy En^E remains constant. This equation is 

solved rigorously to obtain the maximum of w (McKelvey, 1966, page 149). 

The result of equation 4.1 for F(E) is obtained with the additional 

constraint that each impurity offers only one quantum state for the 

neutral or ionized configuration. 

If a given impurity at some energy E offers more than one 

quantum state for the neutral or for the ionized configuration, the 

probability of occupancy must be statistically weighted in favour of this 

state. An example will illustrate the effect that this will have on the 

occupancy of such states at E and how more than one state may be offered 

without violating the exclusion principle. 

A simple monovalent donor impurity in silicon is considered, for 

which all electrons apart from the least tightly bound outer electron are 

paired in valence bonds with the surrounding silicon atoms. The 

probability of it being unionized (i.e. containing the outer electron 

and therefore being neutral), as already shown, is given by equation 4.1 

if in the ionized condition (when it does not contain the outer electron) 

it offers only one state for the trapping of the outer electron. This 

outermost electron can however be trapped in two ways, spin up or spin 

down, without violating the exclusion principle as these two spin states 

constitute separate quantum states at the donor energy level. Although 

the donor cannot actually trap two electrons (since when one electron is 

trapped the valency requirements of the donor ion are satisfied and 

electrostatic forces raise the energy for the remaining spin possibility 

to a very high value) it does offer two quantum states for trapping the 

electron. If there are Nj ionized donors (i.e. N* atoms which offer some 
a d 
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possibility of becoming occupied by electrons). There will be 

2 % quantum states actually available. The maximum number of these 

states which may become occupied is only because as soon as a given 

donor haa trapped one electron of either spin in the appropriate state 

occupancy of the other state is precluded for the reason already given. 

Although only half of the available states may actually become occupied, 

the value of w, which was the total number of possible distributions of 

n electrons amongst the states, will be increased by some factor due to 

the doubling of the spin states available. Consequently the form of 

F(E) which is derived will be changed such that the probability of 

occupancy of the states by electrons (neutral donors) is greater because 

more states for occupancy are offered. The way in which F(E) is modified 

in this simple case may be illustrated as follows without the rigorous 

solution of equation 4.4: 

The number of ionized donors, is given by equation 4.3: 

N* - Nj[l - F(E)] ... 4.3 

Since (neutral)= [n^ (total)]- N^; the ratio of 

to Nj(neutral) may be obtained, however because twice as many states as 

were originally assumed in obtaining F(E) are now available, the neutral 

(occupied) state is weighted by a factor of 2, giving: 

N* 1 - F(E) 

Nj (neutral) 2 x F(E) 

From equation 4.1: 

N+ 1 1 1 

NjCneutral) " 2F(E) " 2 2 ^xp 

. 4.5 

E, - E, 
a j: 
kT 

4.6 

For this example of a monovalent donor which can have an electron of 

either spin in the unionized state, the Fermi probability function 

becomes: 

F(E) = 

1 + Y exp 
Ed - ^F 

kT 
4.7 

from equations 4.3 and 4.6. 
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As expected, this probability that the level is occupied by an 

electron, and is therefore unionized, is slightly greater for given 

values of and than that given by equation 4.1 which neglects the 

spin degeneracy. 

The case of a monovalent acceptor inq)urity may be visualised 

similarly. The acceptor in the unionized state comprises three covalent 

bonds with surrounding silicon atoms and one bond which lacks an electron. 

0 

0 = 0 : 

© 

one electron missing 

0 

Fig 4.2 

For the acceptor to be ionized, an electron must complete the fourth bond, 

however as the bond consists of two paired electrons when it is complete, 

the electron which completes the bond must be of the correct spin. Thus 

unlike the donor impurity which offered two states for electrons, the 

acceptor only offers one. The ionized state for the acceptor (in which 

an electron is present in the bond) is therefore less likely and F(E) 

must be smaller. A similar argument to that presented for the donor will 

lead to: 

1 + 2 exp 
kT 

... 4.8 

which is the probability that the acceptor is ionized, since the "absence 

of an electron" condition now has a statistical weight of 2 over the 

"presence of an electron" condition. 
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These probability expressions arise from a simple statistical 

view of the behaviour of electrons when they have a choice of occupying 

various quantum states. Equations 4.7 and 4.8 simply predict which 

states the electrons are most likely to be found in when the various 

possibilities and their likelihoods have been assessed. If one energy 

level, as in the case of a donor, offers more than one quantum state 

for electrons then the probability is weighted in its favour. F(E) may 

be written in general as: 

F(E) - r ... 4.9 

1 + g exp 
E* - Bp 

kT 

where g is called the degeneracy factor. 

In general, for a system of energy levels and particles which obey 

the exclusion principle, the value of g for a given energy level E 

may be found by considering the statistical weighting in favour of, or 

against; occupation of the states at E . With the shallow monovalent donor 

there are two ways in which an electron filling the available site can 

be described (spin up or spin down) and only one way in which its absence 

can be described. The degeneracy factor, g, of 1/2 is the ratio of the 

number of ways it can be empty to the number of ways it can be filled. 

For the simple shallow monovalent acceptor considered above there is only 

one way of describing the presence of the electron since it must be of 

the correct spin, but there are two ways of describing its absence since an 

electron of either spin may be lost. Once again the value of g is given 

by the ratio of the number of ways of describing the level as empty 

(absence of the electron) to the number of ways of describing it as 

full, i.e. 2:1 or g - 2. 

By definition (Shockley and Read, 1952 appendix B) the spin 

degeneracy of a given condition (or charge state) of an impurity is the 

number of ways in which that condition may be described. The degeneracy 

factor which appears as 'g' in equation 4.9 is the ratio of the 

degeneracies of the occupied and unoccupied conditions. Once again, for 

the simple monovalent donor example, the degeneracy of the unoccupied 
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(ionized) condition is 1 and the degeneracy of the occupied (unionized) 

condition is 2, giving rise to a degeneracy factor of g " 1:2. 

Having established the meaning of degeneracy and its overall effect 

on the occupancy of a given level, it should be possible to assess the 

degeneracy factor of any energy level if the number of ways it can be 

occupied or unoccupied are calculated, ("the number of ways" is 

synonomous with "degeneracy"). In practice this is not always an easy 

task because the degeneracy ("number of ways") depends not only on the 

valency of the impurity concerned but also on the band structure of the 

semiconductor under consideration. The effect of considering the silicon 

valence band structure on the simple monovalent acceptor impurity will 

serve to illustrate this: 

The degeneracy of the "filled" condition of the acceptor is clearly 

1 as there is only one way it can be occupied (by an electron of the 

correct spin). The number of ways it can be described as empty, 

however, is modified by the form of the silicon valence bands. At the 

valence band maximum in silicon, which occurs at k - 0 on an E - k 

diagram, there are in fact two coincident valence bands both of which 

are doubly degenerate (i.e. they may both be occupied by two electrons 

of opposite spins or just one electron of either spin). There is, 

therefore, a total of four ways in which the "empty" condition of the 

acceptor may be described since the absent electron can be of either 

spin and may reside in either of the valence bands. The degeneracy of 

the "empty" condition is 4 and the degeneracy factor (the ratio of the 

"empty" and "full" degeneracies) is 4:1 and not 2:1 as assumed in the 

previous discussion. The probability that the acceptor level is filled 

(unionized) from equation 4.9 with g " 4, is now even smaller since the 

level is offered more choices for being empty. 

The consideration given above to the two monovalent impurities 

may be extended to multivalent and/or multilevel impurities, such as 

gold, in silicon. The specific degeneracies and degeneracy factors (g) 

associated with the gold energy levels in silicon will be discussed in 

section 4.6. 
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The importance of knowing the values of g for the gold energy 

levels is equal to that of knowing the precise positions of the gold 

energy levels in the silicon energy band gap. In every occupancy 

calculation for the gold levels which includes expressions derived 

from F(E), the factor 'g' will appear as the coefficient of the 

exponential, thus: g exp 

this may be rewritten: 

2% - Bp 

kT 

exp 
(E^ + kT In g) - Ep 

kT 
... 4.10 

The effect of the degeneracy factor g is clearly the same as 

moving the position of the energy level by (kT In g) the result of which 

will be very significant if Ep is close to E (see section 4.1). 

In the literature the problem of the degeneracy factor is often 

avoided by including it in E^ (as in 4.10) by calling E an "effective 

energy level". This approach is very misleading and can give rise to a 

great deal of inaccuracy since estimates of E are often made by a method 

which eliminates the effect of g. This is especially so in measurements 

of Hall coefficient, resistivity and electron emission probabilities 

as function of temperature in gold doped silicon. The measured values 

are plotted against temperature and the slope of the curve is measured 

to obtain E . The degeneracy factor, g, is normally expected to be 

independent of temperature (see sections 4.21 and 4.6) and will therefore 

not contribute to the slope of the curve or hence to E , but to its 

intercept at zero temperature. These methods and measurements are 

discussed in some detail in section 4.52. 

There is also a certain amount of confusion in the literature as 

to which number is quoted for the degeneracy factor of a particular 

energy level. This arises because the most commonly used expression 

for occupancy is that which gives the number of ionized atoms of a 

particular impurity. For acceptors this is equation 4.2 which gives 
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KT* - F(E) X ... 4.11 

1 + exp 
Ga - Gp 

kT 

For ionized donors, however, equation 4.3 yields; 

N. 
- [l - F(E)] X Nj - SL; 2̂ - ... 4.12 

1 4- — exp 
kT 

It is very common for 1/g^ in this equation to be quoted as "the 

degeneracy factor g^", although in reality it is the reciprocal of the 

true degeneracy factor which arises in equation 4.9 from the definition 

given in this section. 

It is important not to confuse the concept of impurity level spin 

degeneracy discussed here with the concept of a 'degenerate semiconductor" 

which is defined as one in which the number of majority carriers is 

approximately equal to the density of available quantum states for majority 

carriers in the appropriate band. 

For absolute clarity in this work, impurity level spin degeneracy 

will be referred to as 'degeneracy' and the numerical value quoted for 

the degeneracy factor will be that of g in equation 4.9, with an appropriate 

subscript (e.g. g^ for a shallow donor impurity and g^ for a shallow 

acceptor impurity). Equation 4.9 refers to the probability that a given 

quantum state at an energy level E is occupied by an electron, regardless 

of its charge state, with the degeneracy factor g defined as the ratio of 

the number of ways that the state may be empty (degeneracy of the 

unoccupied condition) to the number of ways that it may be filled 

(degeneracy of the occupied condition). 

The great importance of the degeneracy factors of the gold energy 

levels will become apparent from the theoretical calculations of gold 

solubility and gold-doped silicon resistivity which are presented in 

chapters 6 and 7. The specific values of the degeneracies and 

degeneracy factors which may be assigned to the gold eAergy levels in 

silicon are discussed in section 4.6. 
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4.21 Temperature Dependence of Degeneracy 

The possibility that the degeneracy of a given charge condition of 

an impurity may be temperature dependent arises from the possible ionization 

of excited quantum states of th6 impurity at higher temperatures. If the 

temperature is high enough to make ionization of the excited states possible, 

the "number of ways" available for a given occupancy (charge condition) of 

the impurity will increase and the degeneracy and hence degeneracy factor 

of that condition will change. 

The presence, at high temperatures, of excited quantum states in 

shallow level impurities (such as phosphorus) in silicon is well known. 

It is not expected however, that deep level impurities such as gold will 

exhibit any effect due to excited states since the separation of the 

excited states from the ground state is comparable with the silicon energy 

band gap (Wong and Penchina, 1975). Some effects noted in gold doped 

silicon have been attributed to temperature dependent degeneracy factors; 

it will be shown in later section of this chapter that such effects are 

probably due to temperature variations of the gold energy levels and not 

the degeneracies. 

4.3 Temperature Dependences of Gold Energy Levels in Silicon 

Measurements of the energy levels of gold in silicon by most of the 

methods to be described in section 4.5 generally result in the position of 

one or both of the gold energy levels relative to one silicon energy band 

edge at a particular temperature. For this information to be useful in 

the analysis of other phenomena associated with gold in silicon, either 

the measurement must have been carried out at the temperature of interest 

or the variation of the positions of the gold energy levels with 

temperature must be known. 

4.31 Variation of Silicon Energy Band Gap with Temperature 

The silicon energy band gap shrinks with increasing temperature due 

to dilation of the crystal lattice (thermal expansion) aad the increasing 

strength of thermal vibrations in the crystal. Most evidence points to this 
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variation with temperature being nonlinear below 300°K and linear above 

300°K. (Macfarlane et al, 1958; Haynes et al, 1959; Bludau et al, 1974). 

Measurements of the temperature dependence of the silicon energy band 

gap have been made by each of the authors cited. Macfarlane et al. made 

measurements of the absorption spectrum of silicon at temperatures between 

4.2°K and 415°K. The main absorption edge observed by them is that 

indicative of the transition of electrons from the silicon valence band to 

the conduction band. The energy measured at the absorption edge, however, 

does not correspond directly to the energy band gap but to the energy 

required to form excitons. Excitons are electron-hole pairs which after 

generation are still loosely held together by coulomb attraction. 

Movement of an exciton does not constitute a conduction process as two 

oppositely charged particles are moving together. The "energy band gap" 

is equal to the energy needed to form an electron-hole pair (exciton) 

plus the energy needed to break the binding of the exciton, so that 

electron and hole are free to move independently in the conduction and 

valence bands respectively. 

Gg - : + 4-13 

where E is the energy band gap, E is the absorption energy and E^^ is 

the exciton binding energy. Macfarlane et al* in their figure 9, present 

a plot of absorption energy as a function of temperature which is 

reproduced here as abridbenline in figure 4.3. To obtain the silicon energy 

band gap at a particular temperature, the exciton binding energy has to be 

added to the values taken from their plot. In IMacfarlane et al's paper, 

the value for E ^ is taken from one estimated by Dresselhaus (1956), and 

is approximately 0.01 eV. Using this value, the silicon energy band gap 

as a function of temperature is shown as a solid line on figure 4.3. It 

appears that many authors have misinterpreted figure 9 in Macfarlane et al's 

paper as showing the silicon energy band gap as a function of temperature 

because the generally quoted value of 1.11 eV at 300°K (room temperature), 

which is usually attributed to Macfarlane et al. is in fact the measured 

absorption energy at 300°K (see for example: Grove, 1967; Bullis, 1966; 

Thurber et al, 1973); a value of 1.12 eV, however, would be the correct 
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interpretation of their results. 

The non-linearity of the energy band gap below 300°K is apparent 

in figure 4.3. 

Varshni (1967) has proposed an expression for E (T) of the form: 

Eg = 1-557 - ... 4.14 

from theoretical considerations of the factors ivhich cause energy band 

gap shrinkage. For silicon, values of a = 7.021 x 10 ^ and 6 = 1108 

are proposed empiricially, to make the expression fit data supplied by 

McLean et al. (1960). The origin of McLean's data is not at all clear. 

It probably is taken from Macfarlane et al, since McLean is one of the 

co-authors. Varshni's expression gives the absorption energy in silicon 

and not the energy band gap. 

Haynes et al. (1959) inferred values of the silicon energy band gap 

from an analysis of intrinsic (band to band) recombination in silicon. 

At lower temperatures their values are similar to those of Macfarlane 

et al, but they differ by up to 0.015 eV at higher temperatures. These 

results are probably less accurate than those of Macfarlane, especially 

at higher temperatures, because of recombination centres (impurities) in 

the silicon energy band gap also taking part in the recombination process. 

Recently Bludau, Onton and Heinke (1974) have carried out measure-

-ments, similar to those of Macfarlane et al, of the exciton absorption 

energy in silicon. They used the more accurate technique of wavelength 

modulation spectroscopy on silicon samples that were probably much purer 

than those of Macfarlane et al. and Haynes et al. The range of 

temperature used was 2°K to 300°K. Bludau et al's results are shown 

in figure 4.4. The exciton binding energy used was 0.0147 eV 

(- 0.0004 eV), taken from the recent work of Shaklee and Nahory (1970). 

If this value is used in Macfarlane et al's data, the agreement between 

Bludau et al's and their work is extremely good (within 0.001 eV at 

300°K). 

The values obtained by Bludau et al. have been used in this work for 

calculations of resistivity in gold doped silicon at room temperature 
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(see Chapter 7). Previous calculations (Bullis, 1966; Bullis and 

Strieter, 1968; Thurber, 1973) have all used the incorrect value of 

E = 1.11 eV at 300°K which, as will be shown, causes very large 

differences in the final results. 

4.32 Variation of the Gold Energy Level Positions with Temperature 

In view of the variation of the silicon energy band gap with 

temperature, it is clear that in order to predict the position of the 

gold energy levels at any temperature, their variation with temperature 

relative to the band gap edges must also be known. 

Shallow impurities are described, quantum mechanically, by simple 

wave functions from one energy band only. Shallow donor states are made 

up of conduction band wave functions and shallow acceptors are made up 

of valence band wave functions (Smith R.C., 1964). ionization 

energy of such shallow levels is found to be essentially independent of 

temperature, i.e. as temperature varies the shallow level remains a 

fixed distance from the energy band with which it is associated. Multiply 

charged deep impurities (such as gold which can be an acceptor or a 

donor in silicon) cannot be described by the same simple theory. The 

impurity levels are not in general considered to be made up of wave 

functions from a single band; combinations of wave functions from both 

energy bands are probably needed to describe them. As a result, a deep 

donor state is not necessarily expected to remain a fixed ionization 

energy from the conduction band edge nor a deep acceptor to remain a fixed 

ionization energy from the valence band edge as the band edge varies with 

temperature. No theory has yet been proposed to explain the temperature 

dependences of deep energy levels. In the case of gold, it is only 

recently that any reliable experimental evidence has been presented and 

there is a certain amount of conflict. 

Parrillo and Johnson (1972) proposed, on the basis of measurements 

of the temperature dependences of electron and hole emission rates from 

the gold acceptor energy level, that the gold energy levels vary in 

proportion to the variation of the silicon energy band gap with 
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temperature (E (T)). Their interpretation of their results and indeed 

their results are open to considerable doubt (see Section 4.53.2). 

Engstrom and Grimmeiss (1974) carried out detailed experiments 

on the optical emission rates of the gold acceptor energy level as a 

function of temperature. Their results show that the variation in 

distance of the acceptor energy level from the valence band edge is the 

same shape as the variation in the silicon energy band gap with 

temperature measured by Bludau et al. (1974). This result suggests that 

the gold acceptor level remains a fixed distance from the silicon conduction 

band edge (i.e. the gold acceptor level is pinned to th^ conduction band 

edge) as temperature varies. 

Wong and Penchina (1975) have re-analysed photoconductivity 

measurements in p-type gold doped silicon made by Newman (1954). Their 

conclusion is that the gold donor energy level is also fixed to the 

conduction band edge as temperature varies. 

In this work; calculations of resistivity in gold doped silicon 

as a function of shallow impurity and gold concentrations have been carried 

out for all of the possible simple models of gold energy level variation 

with temperature. These are: 

1) Each gold level is fixed to the energy band edge 

to which it is closest. The gold acceptor 

energy level is a constant distance from the 

conduction band edge and the gold donor energy 

level is a constant distance from the valence 

band edge. 

2) The gold energy levels remain fixed to the energy 

band with which they mainly interact. The gold 

acceptor level, which is involved with holes, 

remains fixed to the valence band edge and the 

gold donor, which is involved with electrons 

is fixed to the conduction band edge. 

3) Both gold levels remain fixed to the conduction 

band edge (in accordance with the measurements 

of Engstrom and Grimmeiss and Wong and Penchina). 
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4) Both gold levels remain fixed to the valence band 

edge. 

5) Both gold levels are influenced by both bands in 

proportion to their proximity to them. This 

gives rise to the position of the gold levels 

varying in proportion to the variation of the 

silicon energy band gap (as suggested by Parrillo 

and Johnson). 

The results presented in Chapter 7 indicate good agreement with 

Model 3. 

4.4 Shallow Energy Levels Associated with Gold in Silicon 

4.41 Shallow Acceptor Energy Level 

Prior to 1971, it was generally assumed that gold only gave rise 

to the two deep lying energy levels in the silicon band gap already 

mentioned. It was apparent however from the few resistivity measurements 

made by Wilcox et al.(1964), on p-type silicon, that there might be 

an additional energy level or levels associated with gold. The measure-

-ments showed order of magnitude discrepancies between theoretical and 

measured values of resistivity in heavily gold-doped silicon. 

Bruckner (1971) carried out Hall coefficient and resistivity 

measurements as a function of gold doping and temperature on gold doped 

p-type silicon samples. The investigation revealed the existence of a 

shallow acceptor energy level, 0.033 eV from the valence band edge, for 

samples in which the density of gold, was much greater than the 

density of shallow acceptors, N^, (N^ was 1.5 x 10^^ atoms, cm ^). 

Repeated experiments proved the reproducibility of the shallow acceptor 

level and low temperature annealing experiments indicated that it was 

stable. The nature of the shallow acceptor level was suggested to be 

that of an electrically active complex of gold with other defects in 

the silicon. A similar type of energy level has been found by Tweet (1958) 
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who carried out heat treatment experiments on copper doped germanium. 

The presence of this shallow acceptor level - generally referred to 

as the gold-coupled shallow acceptor - has been confirmed by Thurber et al. 

(1972, 1973). From measurements of resistivity in heavily gold doped 

silicon, Thurber et aL suggest that the density of th^ gold-coupled shallow 

acceptors increases as the third power of the gold concentration, with a 
15 -1 

shallow acceptor concentration of 4.5 x 10 atoms. cm"-' at a gold 
17 —3 

concentration of 1 x 10 atoma. cm . In this work it has been found that 

Thurber et al's predicted gold-coupled shallow acceptor density adequately 

describes the behaviour of resistivity in heavily gold-doped silicon (see 

Chapter 7). 
4.42 Shallow Donor Energy Level 

It has been suggested (Bullis, 1966; Brown et al. 1975) that 

interstitial gold may give rise to a shallow energy level, in this case a 

donor level. Bullis draws on an analogy with the behaviour of lithium and 

copper in silicon. The interstitial gold concentration in silicon is 

generally accepted to be about ten times lower than the substitutional gold 

concentration (see Chapter 3) but the interstitial atoma thought to be 

the dominant diffusing species at high temperatures. 

Experiments on the diffusion of gold in the presence of an electric-

field, which were carried out by Boltaks et al. (1961) indicate that gold 

was accumulated at the cathode side of the sample. This is very strong 

evidence for gold being in a predominantly positive (ionized donor) charge 

state at the diffusion temperature. The possibility that this charge 

state is due to the substitutional species is unlikely since substitutional 

gold atoms are relatively immobile and so a substantial build up of positively 

charged gold diffusing by a substitutional mechanism would take an extremely 

long time. 

Brown et al. carried out experiments on the solubility of gold in 

lightly doped and heavily doped p-type silicon at 1000°C, 1100°C, 1200°C 

and 1300°C. They also measured the gold concentration as a function of 

diffusion time and observed a difference in the rate of increase of gold 

concentration in heavily doped over that in lightly doped p-type silicon. 

This was explained in terms of interstitial gold behaving as a shallow 

donor. However, in the theoretical analysis of their measured enhancement 

of gold solubility in heavily doped p-type silicon, tb^^ ignore any possible 

contribution to the enhancement by the interstitial gold donors. The 

solubility enhancement is explained solely in tenns of the behaviour of 
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substitutional gold atoms. In Chapter 6 of this work, it will be shown 

that if interstitial gold atoms do behave as shallow donors at diffusion 

temperatures, the solubility enhancement in heavily doped p-type silicon 

measured by Brown et al, is almost certainly due to the enhancement of the 

interstitial and not the substitutional species. If Brown et al's 

explanation of the rate of increase of gold concentration in terms of a 

gold interstitial shallow donor is to be accepted, their explanation of 

gold solubility enhancement in terms of substitutional gold is not. 

The effect of this shallow donor level on the resistivity of gold-

doped silicon at room temperature is calculated in Chapter 7. The 

results are incompatible with the measured values of resistivity as a 

function of gold concentration. The only conclusion to be reached, 

therefore, is that if interstitial gold does indeed exhibit shallow donor 

properties, it only does so at high temperatures. 

4.5 Measurement of the Position and Temperature Dependence of the Gold 

Energy Levels in Silicon 

4.51 Introduction 

A number of works on the measurement of gold energy levels in silicon 

have been published. The methods fall into two distinct groups. 

The first group consists of methods which measure a property of 

gold at one temperature, which directly yields the ionization energy of 

one of the gold levels at that temperature. The second group comprises 

measurements over a range of temperature of some other property of gold-

doped silicon. The property chosen is one which does not give the gold 

energy level directly but one for which the activation energy is determined 

by the ionization energy of one of the gold levels. A study of the 

variation of the property as a function of temperature will yield its 

activation energy which can be related to the appropriate gold energy 

level. 

Table 4.1 lists references of measurements which fall into the first 

group and table 4.2 lists those which fall into the second group. 

The interpretation of results from group one, is generally straight-

forward at the temperature of measurement. Comparison of results obtained 

at different temperatures, by the same method, can indicate the 

temperature dependence of the energy level in question. 
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TABLE 4.1 Measurements of Gold Energy Levels at a Single Temperature 

Newman (1954) 

Badalov (1970) 

Braun and Grimmeiss (1974) 

Engstrom and Grimmeiss (1974) 

Wong and Penchina (1975) 

TABLE 4.2 Measurements of Gold Energy Levels from Activation Energies 

Taft and Horn (1954) 

Carlson (1956) 

Collins, Carlson and Gallagher (1957) 

BolCaks, Kulikov and Malkovich (1960) 

Senechal and Basinski (1968) 

Sah, Forbes, Rosier, Tasch and Tole (1969) 

Tasch and Sah (1970) 

Bruckner (1971) 

Parrillo and Johnson (1972) 

Thurber, Lewis and Bullis (1973) 

Braun and Grimmeiss (1973) 

Pals (1974) 

Kassing and Lenz (1974 i) 

Kassing and Lenz (1974 ii) 

Engstrom and Grimmeiss (1975) 



Results from the second group need much more careful interpretation 

because in all cases a number of the parameters involved in obtaining the 

energy level under investigation exhibit differing temperature 

dependences of their own over the range of measurement. 

4.52 Energy Level Measurement Methods over a Temperature Range 

4.52.1 Equivalence of results 

The three methods which fall into the second group are: 

1) measurement of Hall coefficient, 

2) measurement of resistivity, 

and 3) measurement of the thermal emission rates of 

electrons and holes, 

all as a function of temperature. These three methods may be considered 

in a similar fashion as follows: 

Samples are prepared and experiments carried out under appropriate 

conditions so that only one of the gold energy levels is dominant during 

the measurements. Details of the individual methods and conditions will be 

given later. Initially it is assumed, for simplicity, that the experiment 

has been set up to investigate the position of the gold acceptor energy 

level with respect to the conduction band edge. (The comments and results 

of this discussion are equally applicable to measurements of either gold 

energy level with respect to either band edge). 

i) Hall Coefficient 

In n-type silicon, if the gold concentration is greater than 

the shallow dopant concentration, a temperature range may be defined 

within which the fermi level in the silicon is yery close to the gold 

acceptor energy level. In this case the electron concentration is 

determined by the position of the gold acceptor level. The Hall coefficient, 

Rg, is given by: (Smith R. A., 1964, p.102) 
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nq 
4.15 

where n is the number of electrons and q is the electronic charge, 

n is given by: 

n Kg exp 
Bp - Ec 

kT 

where is the density of available states in the conduction band, E 

is the fermi level, E is the conduction band energy, k is Boltzmann's 

constant and T is the absolute temperature. The conditions of the experiment 

have been chosen so that is coincident with E^, the gpld acceptor energy 

level. 4.15 may be rewritten: 

- 1 Ng exp 
- 2c 

kT 
4.16 

where K is a constant of proportionality related to the ratio between the 

Hall mobility and conductivity mobility of the carriers; its exact value 

is unimportant in this context provided it is temperature independent. 

(ii) Resistivity 

The resistivity of a sample prepared in the same way as above 

will be given by: 

n q W, 
4.17 

where n and q are defined above and w is the conductivity mobility of 
n 

electrons in the sample. Equation 4.17 may be rewritten: 

-1 
fl̂ q w* e%p 

^A - Be 

kT 
... 4.18 

(iii) Thermal Emission Rate of Electrons 

The thermal emission rate of electrons from the gold acceptor 

level to the conduction band is given by: (see Appendix D and Shockley 

and Read, 1952) 
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"1 ' exp 
- Be 

kT ... 4.19 

where is the degeneracy factor for the gold acceptor level, o is 

the capture cross section of electrons at the gold acceptor level and v 

is the average thermal velocity of electrons. The superscript 't' is used 

to indicate that these quantities are related to a thermal capture process 

rather than an optical one, for which a superscript 'o' would be used. 

In equations 4.16, 4.18 and 4.19 there are a number of terms which may 

be described as simple functions of temperature if their temperature 

dependences are known. 

In 4.16, if varies as then: 

AT™ exp 
E. - E 
A c 
kT 

4.20 

In 4.18, if W varies as T , then: 

- 1 BT™^^ exp 
^A - E, 

kT 4.21 

o varies as 

temperature independent (see Section 4.2), then: 

In 4.19, if V varies as T^, o varies as T and g. is 
n ' n °A 

n 
exp 

E. - E 
A c 
kT 

4.22 

where A, B and C are temperature independent constants. 

It can now be seen that each of these three measurements exhibit 

similar relationships with the position of the gold acceptor energy 

level, E^^ relative to the conduction band edge, Equations 4.20, 

4.21 and 4.22 may be considered to be of the form: 

DT exp 
- AE 
kT 

4.23 
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where AE - - E is Idne ionization energy of the gold acceptor level, 

D is a temperature independent constant and r provides the appropriate temp-

-erature dependence. 

The natural logarithm of this expression nay be obtained, 

As' 
In (FT"*) - In D -

kT 
.. 4.24 

If the property F is measured as a function of temperature and 
"17 —11 

) plotted against T , 

AE is temperature independent. 

" 1 
la(FT ) plotted against T , the slope of the plot will be AE/k if 

4.52.2 Temperature variation of the activation energy, AE. 

If AE is not temperature independent, modifications to the above 

analysis must be made. The temperature variation of AE maybe approximated, 

over the temperature range of measurements, to be linear: 

AE(T) - AEQCT^^ + [Ĝ TQ̂ )].T ... 4.25 

where GCT^) is the slope of this linear approximation to AE vB T, 

T is the 'temperature of measurement' and AE (T ) is the intercept of the m o m 

straight line at T = 0. In reality, the variation of AE over a wide range 

of temperature may not be linear, in which case the straight line described 

by 4.25 approximates to a tangent to the real AE vs T at the temperature of 

meaaurement T . In general, therefore, AE (T ) is the intercept at 
m o m 

T = 0 of a tangent to AE vs T at T = T and is described as the value of 

AE linearly extrapolated from the temperature of ineasurement (T^) to 

absolute zero. See figure 4.5. 

Equation 4.24 now becomes: 

1 # 

where D now includes the constant G(T )/k. The slope of ln(FT ) vs T 

is now: 
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and hence AE (T^) as defined above (equation 4.25) may be obtained. 

(InD^ is the intercept at T = 0). 

In some of the works listed in table 4.2, the value AE (T^) 

is not the result obtained, but the "activation energy" at the temperature 

of measurement, T , of the property F is calculated. The activation 

energy is obtained by plotting ln(F) against T instead of ln(FT ). 

From equation 4.26: 

1 AE^(?:) 
Inf - InD - r InT - — ... 4.27 

The slope of this plot will be:-

3(lnF) 

a(T"i) 
- rT ... 4.28 

m 
T = T m 

which yields the activation energy of F at T 

V t ' V • AEgOa) + ' k T. ... 4.28A 

AE (T ) is simply related to the activation energy by this equation and 

may be obtained from it for appropriate values of r and T^^ It is 

common for In F to be plotted against (kT) which has units of (energy) 

in which case equation 4.28A is obtained directly from the slope. 

Clearly there are several problems involved in obtaining the actual 

value of AE at any temperature T from the type of measurements listed in 

table 4.2. Initially the value of r, the exponent of T in equation 4.23, 

must be known. Subsequently a careful interpretation of the value 

AEg(T ), obtained from the results, must be made. From this, the value of 

AE may only be obtained if its temperature dependence is known. 
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If the variation of AE with temperature weze linear at all 

temperatures, 6E would be the same for all and equation 4.25 

would not be an approximation near a particular T but would be valid 
m 

over the whole temperature range. However, if AE does not vary linearly 

with temperature, the value of AE^CT ) will depend on the actual value of 

the temperature of the original measurements. m' 

In carrying out the analysis of experimental results which have been 

obtained over a range of values of T , it has been assumed that at least 

within the range of T the variation of AE is linear (equation 4.25). 

This assumption is reasonable for small temperature ranges and will be 

seen to be so if the points plotted as In(FT) vs T provide a good 

straight line. In practice this is so in the measurements listed in 

table 4.2. Measurements in the range 100 - 200°K, however, will not 

yield the same value of AE (T ) as measurements made in the range 

150 - 200°K if AE(T) is non-linear. This is illustrated in figure 4.6. 

4.52.3 Interpretation of results for various models for AE(T) 

As suggested in Section 4.3, there are several reasonable models for 

the variation of th6 gold energy levels with temperature. For the 

example of the gold acceptor level considered above (AE = E - E^) 

these are: 

i) That it remains a fixed distance from the conduction 

band edge as temperature varies, 

ii) that it remains a fixed distance from the valence 

band edge as temperature varies, 

or iii) that AE varies in proportion to E , the silicon energy 

band gap, as temperature varies. 

The value obtained experimentally, AE (T ) may be related to the 

desired value of AE at any temperature for each of these cases as follows: 
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Case i If the gold acceptor level remains a fixed distance from the 

conduction band edge, AE = E - is constant. Equation 4.25 is valid 

for all temperatures and G(T ) is zero because AE plotted against T is 

a horizontal straight line: 

AE(T) = AEg(T^) = constant ... 4.29 

""IT , "~X" « S B 

Thus the slope of (FT ) against T directly yields the activation 

energy of the gold acceptor level relative to the conduction band edge 

only if the gold acceptor remains a fixed distance from the conduction 

band edge as temperature varies. 

Case ii If the gold acceptor level remains a fixed distance from the 

valence band edge, E^ - E is constant and as temperature increases 

Eg - ( = AE) is reduced at the same rate as E^ - E^ = E , the silicon 

energy band gap. 

In figure 4.7, the temperature variations of E^ relative to E^, 

(- AE(T)) and E (= E^ - E^) are shown. The energy difference between the 

two curves at any temperature is (E^ - Ey) - (E^ - E^); which is equal 

to E^ - E (shown as X on the figure). For this case, E^ - E^ = X 

is constant by definition. The quantity obtained from the experimental 

results, AE (T ), defined in equation 4.25 and shown in figure 4.7, must 

be related to AE at any temperature if a useful activation energy value 

is to be obtained. AE at any temperature imay be seen in figure 4.7 

to be: 

AE - E (T) - X ... 4.30 

E (T) has been measured accurately by Bludau et al., (1974) and X 

may be obtained, as shown in figure 4.7, by subtracting the measured 

value of AE_(T ) from E (T ), where E (T ) is the intercept at 0°K o m go m ' go im 

of a tangent drawn at T = T^ to E (T). This value may be obtained from 

the data of Bludau et al., (see figure 4.9). For a given set of 

measurements made around a temperature T , which yield a value AE (T ), 
m o m 

the general result for AE(T), if the gold acceptor energy level is fixed 

to the valence band edge, is: 

AE(T) = E (T) - X 

E „ ( n - [ E •••4.31 
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Case iii Figure 4.8 illustrates the situation which occurs if AE 

varies in proportion to E as temperature changes. 

The ratio 6E(0) : E (0) is constant by definition, and the value of 

6E at any temperature T is: 

AE(T) - E_(T) 
AE(0) 
E_(0) 4.32 

Once again it is necessary to relate E(T) to the experimentally 

obtained value AEgCT^^ and to % ^(1^^ which can be obtained from published 

data. If the variation of E with temperature is represented by a 

polynomial: 

E (T) = a + bT + cT^ + dT^ ... 4.33 

then, 

E(T) - E (T) . K = K . (a + bT + cT ...) ... 4.34 

where K is the constant obtained from the ratio in equation 4.32. 

The tangents at T = T^ to the curves represented by equations 4.33 

and 4.34, may be obtained by differentiation with respect to temperature: 

BT ^g(^^ 
1 1 3 

b + Y cT + ̂ d T 4.35 

T = T 
m 

and 

3T 
AE(T) K 

T - T 

1 1 3 
b + Y cT + Y dT 4.36 

m 

The intercept with T " 0 of the tangent to E (T) at T = T^ is 

given by 'b' from equation 4.35, and the intercept with T = 0 of the 

tangent to AE(T) at T = T is equal to (K) . b from equation 4.36. The 

required constant of proportionality, K, is given by the ratio of these 

two intecepts, shown on figure 4.8: 

43 



SILICON ENERGY BAND GAP 8 Eg IT) 

g 
Co 

g 

w 
"T 

U1 

U1 
o 

o 
o 

p- m 

o « S 

" 5 1 a 

s s 

TC' 
l\J 
O 
C) 

N) in 
o 

w 
o 
o 

s 
c 
CL 
o 
c 
<D 

to 
2̂  



AE(0) 4E„(Tj,) 

The required relationship for case iii, is: 

... 4.38 AE(T) - E (T) \o<V 

4.52.4 Concluding remarks 

Equations 4.29, 4.31 and 4.38 show that the value of AE at any 

temperature (Including T = 0) depends on the model of energy level temperature 

dependence chosen. For a given set of measurements from which one value of 

AEgCT^^ is obtained, there are three possible values of AE at a given 

temperature for the three models considered here. In order to obtain 

AE(T) for the second and third cases knowledge of AE^CT ) alone is not 

adequate, the value of T is also necessary so that E (T ) may be 
m go m 

obtained (see below). 

The measurements of activation energies and linearly extrapolated 

absolute zero gold energy levels which are reported in the literature and 

are listed in table 4.2, have not been analysed in this way. Unless AE(T) 

is linear, or all of the different measurements have been made at the same 

(which is not the case), these reported gold energy levels cannot be 

compared validly. Reanalysis as described above must first be carried out. 

The values of E ^(TQ), which are required, have been obtained, in this 

work, from the results of E vs T given by Bludau et al., (1974). Figure 

4.9 shows E plotted as a function of temperature and also shows E_ (T_) g ^ go m 

on the same axes. In order to obtain AE(T), the value of E (T) and 

^go^^m^ both be taken directly from this figure. 

The reanalysis of data obtained from references listed in table 4.2 

may be carried out using equations 4.29, 4.31 and 4.38. AEQ(T ) is 

provided directly by plots of ln(FT ^) against T Where plots of InF 
- 1 

against T are given, equation 4.28A, with an appropriate value of 

'r* may be used to obtain AEQ(T ). 
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The only approximation made in the analysis is that the 

temperature variation of the energy level in question is linear over the 

range of measurement (equation 4.25). If this temperature range is 

to a single value of T^, which gives an E (T^) characteristic of 

the range, must be obtained. Equation 4.23 gives the general form of the 

measured property, F, thus: 

DT exp 
kT 

4.23 

After a linear approximation to the temperature variation of 6E between 

T . and T had been made (equation 4.25) it was shown in equation 4.28, 
m m inax 

- 1 
that the slope of InF against T is given by: 

3(lnF) 

8 T - 1 

AG.(Tm) 
- rT 

m 
... 4.28 

m 

- 1 
Figure 4.10 shows a typical plot of some InF against T , linear over the 

range T . to T . The slope of the linear portion of this plot is: 
m m max 

a(lnF) 

3 T 
- 1 r"l 

max 
- T 

- 1 

min 

... 4.39 

Substitution from equation 4.23 gives: 

3(lnF) 
— 1 

3 T 

In 
-AE 

max 
- In DT 

-AE 

m m 
exp 

m m 
kT m m 

r"^ 
max 

- T 
m m 

... 4.40 

rlnT max 
- rlnT 

m m 

AE 
max 

kT 
max 

max 
T"^ 
m m 

A^min 

m m 
4.41 
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and from equation 4.25, where 

AE(T) - 6E^(TJ + [G(T^)] T 

The following may be obtained: 

4.25 

a(inr) 

3 T-1 

laTmax " l"Tmin 

G(T„)-
+ + 

G ( y 

k 
+ + 

k 

- T"} 
m m m m 

... 4.42 

InT - InT . 
max min 

max m m 

r"^ 
max 

- T 
- 1 

min 

4.43 

- - r 

- - * 

laTmin - InT max 

-
max 

T"^ 
m m 

... 4.44 

This is the same as the desired expression in equation 4.28, if T is given 

by: 

m 
max m m 

.. 4.45 
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because substitution of 4.45 into 4.44 gives equation 4.28: 

3(lnF) 

=1 
3 T 

... 4.28 

Equation 4.45 may be used to obtain the appropriate value of T for a set 

of measurements which are linear over the range T . to T . Using this 
* min max 

value (an effective temperature of measurement) the value of E may 

be obtained from figure 4.9 and used in equations 4.31 and 4.38. 

4.53 Review and Reanalysis of Reported Energy Level Measurements 

The possible variation with temperature of the position of the gold 

energy levels in silicon, has not been considered by all of the authors 

listed in tables 4.1 and 4.2, in the analysis of their results. Cbllins 

et al. (1957), in one of the earliest measurements of the gold energy level 

positions, did mention the possibility of such an effect. The brief 

reference states that such a temperature variation, if linear, would yield 

absolute zero gold energy levels from the reported measurements of Hall 

coefficient and resistivity as a function of temperature. No attempt was 

made to consider higher order temperature dependences, such as those 

considered in 4.52.2, which yield the energy levels linearly extrapolated 

to absolute zero from the temperature of measurement (AE^(T )). In many 

subsequent publications there is either no mention of temperature dependences 

or only a brief reference, such as that imade by Collins et al. In 1972, 

Parrillo and Johnson proposed that the position of both gold energy levels 

varied in proportion to the variation of the silicon energy band gap with 

temperature. The theoretical results calculated by Parrillo and Johnson 

are consistent with their measured values of electron and hole emission 

probabilities from the gold acceptor level. Their experimental results, 

however, do not agree with recently published ones (Engstrom and Grimmeiss, 

1974 and 1975) and certain values used in their calculations are open to 

question (see 4.53.1). 

A7 



The problem of gold energy level variation with temperature was 

spotlighted by Parrillo and Johnson and recently attempts have been made to 

measure them directly (Engstrom and Grimmeiss, 1975; Wong and Penchina, 

1975). 

Measurements listed in tables 4.1 and 4.2 will now be considered, the 

latter first. The results and their interpretation will be reconsidered 

and compared where appropriate. It will become clear that the frequently 

quoted values of 0.54 eV for the gold acceptor relative to the conduction 

band edge and 0.35 eV for the gold donor relative to the valence band 

edge, can only be considered to be approximate. 

4.53.1 Resistivity and Hall effect measurements 

Taft and Horn (1954) and Carlson (1956), respectively, first reported 

the presence of a deep acceptor and a deep donor energy level in gold doped 

silicon. The first comprehensive report of a search for energy levels due 

to gold in the silicon energy band gap was made by Collins, Carlson and 

Gallagher (1957). Measurements of resistivity and Hall effect as a function 

of temperature were made in silicon samples doped with varying 

concentrations of shallow impurities (boron and phosphorus) and gold. 

In n-type silicon, the addition of gold resulted in a reduction in the 

number of electrons in the conduction band. When sufficient gold had been 

added, the resistivity approached that of intrinsic silicon, indicating the 

presence of an acceptor energy level due to gold. Similarly a decrease in 

the number of holes in the valence band after the addition of gold to 

p-type silicon, suggested the presence of a donor level due to gold, nearer 

to the valence band than the gold acceptor. 

For appropriate concentrations of gold relative to n-type dopant 

(phosphorus) it can be shown that the carrier concentration is a simple 

function of the position of the gold acceptor energy level relative to the 

conduction band edge over a certain temperature range (see appendix C). 

An expression of the form: 

n * ILT™ exp -
Ec -

kT 
... 4.46 
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is obtained, when N. > N . n » p, n « N. - N , n << N. - (N. - N ) 
d a d a Au d a 

and - N^); n " electron concentration, p = hole concentration, 

Nj = shallow donor (phosphorus) concentration, = shallow acceptor 

(boron) concentration, = gold concentration, E " conduction band 

edge energy, = gold acceptor energy and is a constant. 

Similarly, in p-type silicon, if E is the valence band edge 

energy and is the gold donor energy level, the expression obtained 

under appropriate conditions is: 

p " KgT™ exp -
Go - Bv 

kT 
... 4.47 

for Ng > Nj, p » n, p « p « > (N^ - N^) and 

V W a - V -

Both resistivity and Hall coefficient are dependent on the carrier 

concentration (n or p) and, as shown in 4.52.1 and 4.52.2, measurement of 

the temperature dependence of either will result in a quantity 

(AE^(T )) related to the appropriate gold energy level. Collins et al. 

carried out measurements of both Hall coefficient and resistivity on 

samples for which the conditions described above were appropriate. The 

slopes of their plots of the logarithm of Hall coefficient or resistivity 

against reciprocal temperature were corrected for the temperature 

dependences included in 'r' in equation 4.23 (section 4.52.1). The 

results which were thus obtained are the commonly quoted values for the 

gold energy level positions: E - E^ - 0.54 eV and E^ - E^ - 0.35 eV. 

The analysis presented in 5.52.2 has shown, however, that these are in fact 

the absolute zero values of the energy levels linearly extrapolated from 

the temperature of measurement. (A reanalysis of these results, using 

more recent values for 'r', may be found in section 4.53). 

Collins et al. also searched for another acceptor energy level 

closer to the conduction band edge by gradually changing the ratio of 
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V " ®d - V "to " Wd - " a ' ' O'd - " a ' > "au 

over several samples. Measurements of resistivity as a function of 

temperature showed a change in dependence from 0.54 eV, characteristic 

of the gold acceptor level (E - E^), to 0.045 eV characteristic of the 

shallow donor level (E^ - E^). There was no behaviour which suggested the 

presence of another energy level. A similar experiment in p-type 

silicon (boron doped) carried out by Taft and Horn (1954) exhibited 

similar results. The indications of these experiments were that any 

possible shallow energy levels due to gold in n-type or p-type silicon 

would have ionization energies comparable to phosphorus or boron if they 

existed at all. The maximum gold concentration used in these experiments 
16 3 

was 1.1 X 10 atoms, cm . The recent discovery of a shallow acceptor 

energy level associated with gold (see section 4.4) was made for gold 
16 -3 

concentrations greater than 4.0 x 10 atoms, cm 

The deep gold acceptor level found by Collins et al. is located 

very near to the middle of the silicon energy band gap and as a result 

the addition of enough gold to initially n-type silicon can shift the 

Fermi level so far towards the valence band that the sample becomes 

p-type, (see chapter 7). Under such conditions the carrier concentration, 

(now predominantly holes) begins to increase and the behaviour of resistivity 

or Hall coefficient as a function of temperature becomes dependent on the 

position of the gold acceptor level relative to the valence band edge, 

(E^ - Ey). Collins et al. carried out measurements for samples in which 

the gold concentration (N^) was approximately eight hundred times the 

shallow donor concentration (N^). The value obtained for of 

0.62 ± 0.02 eV must once again be interpreted as the linearly extrapolated 

absolute zero value. (A similar effect is not noted in initially p-type 

silicon because the gold donor level is much further from the silicon 

conduction band edge than the gold acceptor is from the valence band 

edge). 

A full reanalysis of these results, and comparison with other 

results may be found in 4.53.4. It is noteworthy, however, that the diff-

erences in the results obtained by Collins et al., from measurements of 

50 



resistivity and then Hall coefficient on the same samples, are almost 

eliminated when the results are reanalysed with correct temperature 

dependences as described in 4.52. For example: in figure 3 of Collins 

et al's paper. Hall coefficient measurements as a function of 

temperature give a slope of 0.37 eV in p-type gold doped samples 

(Eg - E^). Resistivity measurements over the same temperature range give 

a slope of 0.33 eV - a difference of 0.04eV, After reanalysis the 

difference is only 0.003 eV (the absolute value depending on which model is 

chosen for the variation of the gold energy level with temperature). 

Boltaks, Kulikov and Malkovich (1960) report similar measurements to 

those of Collins et al. The results, E_ - E = 0.36 ± 0.02 eV and 
D V 

E - E^ - 0.54 ± 0.02 eV are given but no details of the experiments or the 

way in which the data was analysed are mentioned. It is not clear, 

therefore, whether any corrections were made for the temperature 

dependences of various other factors (see equations 4.18 and 4.20). Any 

further consideration of these results would be of little value. 

Bruckner (1971) also describes measurements of resistivity and Hall 

coefficient on p-type gold doped silicon samples. An expression for p , 

the carrier concentration in the silicon valence band for a shallow acceptor 

concentration and a gold donor concentration is given. Limiting 

cases for various ratios of N. to N 
Au a are derived. 

The expression (see appendix C) is; 

Po(Po + Np - N*) 

Na - Po 
N 

SD 
exp 

(Eg - Ev) 

kT 
... 4.48 

where g^ is the degeneracy factor for the gold donor level (see 4.2 and 

4.6). At high temperatures, the carrier concentration is dominated by N, 

and p is given by: 

Po - Ha" ... 4.49 
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At low temperatures, the situation is similar Co that described for 

the experiments of Collins et al.; where p has an exponential 

temperature dependence and the slope of p (inferred from resistivity or 

Hall coefficient measurements) against reciprocal temperature gives the 

linearly extrapolated absolute zero value of (ie: AE^(T )). The 

result is quoted, by Bruckner, as being the "activation energy of the gold 

donor". No allowance is made for any variation of Eg - E with 

temperature. Bruckner carried out experiments for ratios of to N 

of 1, 5 and 100 to 1000. The results for N. = N should have resulted in 
Au a 

a special case for equation 4.44 at low temperatures, for which the slope 

of p against reciprocal temperature should have equalled (Eg - E^) x -j. 

The condition of = N was found to be impossible to obtain 

experimentally due to inhomogeneities in the distribution of gold in any 

given sample. The case of = 5N was the one for which the slope of 

against T ^ at low temperatures gave "the activation energy of the gold 

donor". This value was then used to fit equation 4.44 to the experimental 

results with g^ as a parameter. The "best fit" was obtained for 

-1 1 

% " Tg' however as the value used for Eg - E^ was incorrectly interpreted 

from the experimental results (no allowance for temperature variation was 

made), this value of 

sections 4.2 and 4.6). 

made), this value of g^^ is hardly reliable (for further discussion see 

The most significant result obtained by Bruckner, is due to the 

effect of increasing the concentration of gold relative to the shallow 
- 1 

acceptor to a very high value. The slope of p against T at low values 

of N. : N was characteristic of the gold donor level,but as the gold 
^ X 6 3 

concentration became greater than 2 x 10 atoms, cm 

14 -3 . 

(for N " 1.5 X 10 atoms, cm ), the behaviour changed rapidly. The 

curves assumed a slope characteristic of an energy level 0.033 eV above the 

valence band edge, behaving as a shallow acceptor. The addition of gold 

to a p-type sample is expected to compensate it (under the action of the 

gold donor level) and for a given temperature and shallow acceptor 

concentration, an increase in the amount of gold should be reflected by a 

decrease in the number of carriers (holes) in the valence band, p . 
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FIG. 4.11: A possible interpretation of the 
different results obtained by 
Bruckner, 1971. 



This behaviour was observed until the gold concentration reached 

16 -3 

2 X 10 atoms, cm , beyond which p began to increase, hence the concl-

usion that the gold was introducing large numbers of shallow acceptors. 

No definite explanation of this level was offered by Bruckner, who did 

uggest however, that it might be caused by gold forming an electrically 

active complex with other impurities during the cooling of the samples from 

the diffusion temperature. This suggestion was prompted by the discovery 

that the concentration of this "gold-coupled shallow acceptor" increased in 

samples doped with more than 2 x 10^° atoms, cm ^ of gold when they were 

annealed at 600°C for several hours. 

Bruckner also observed that when the ratio of gold atoms to 

shallow acceptors (N ) was increased, there was an apparent increase in the 

slope of plots of Hall coefficient against reciprocal temperature from 

0.35 to 0.37 eV. This was explained by the possible influence of excited 

quantum states of the gold donor energy level, (see section 4.21). The 

measurements were carried out over different temperature ranges and a inore 

probable explanation is that a higher value of AE (T ) was being obtained 
o m 

for a higher T (see 4.52.1). Reinterpreting this result in terma of the 

variation of the position of the gold donor relative to the valence band 

edge, suggests that - E is not constant but becomes smaller as 

temperature increases; this is illustrated figure 4.11 and has been 

discussed in section 4.52.3. 

Thurber, Lewis and Bullis (1973) also carried out a series of 

experiments similar to those of Collins et al. (1957). The gold 

concentrations relative to the shallow acceptor and donor concentrations 

were chosen in various samples to enable the positions of all three energy 

levels associatad with gold to be studied. These three levels - the deep 

acceptor at E^^ the deep donor at Eg and the gold-coupled shallow acceptor at 

Eg - were obtained by measurements of Hall coefficient and resistivity as a 

function of temperature. The equations governing th^ limiting cases are 

similar to those of Collins et al. and are discussed in appendix C. ^ 

The gold coupled shallow acceptor level was measured in lightly boron doped 
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13 -3 
silicon samples (10 atoms, cm ) which were heavily doped with gold 

(10^^ atoms, cm at 1200°C and subsequently annealed at 600°C. 

Resistivity measurements as a function of temperature gave an activation 

energy of 0.0349 eV, similar to that reported by Bruckner. Thurber et al. 

recognised that the values of "activation energy" obtained for the deep 

gold energy levels were in fact linearly extrapolated absolute zero 

values, but carried out no further analysis. Their measurements of 

resistivity as a function of temperature were not corrected for the 

temperature dependence of mobility (see equation 4.21). A reanalysis 

of Thurber et al's data for each of the gold level temperature variations 

discussed earlier (4.52.3) may be found in section 4.53.4. 

4.53.2 Thermal emission measurements 

The measurements of gold energy levels remaining to be discussed all 

involve the property that is exhibited by deep lying energy levels whereby 

they may act as carrier recombination and generation centres in the 

silicon energy band gap. This "trapping" behaviour has been described by 

Shockley and Read (1952) and Hall (1952). The theory proposed by these 

authors has been extremely successful in explaining many phenomena observed 

in semiconductors (see, for example. Grove, 1967) and is usually referred 

to as the S.R.H. (Shockley-Read-Hall) trapping theory. A more detailed 

consideration of the S.R.H. theory may be found in appendix D. 

For the present, the results arising from consideration of 

the behaviour of deep gold traps (or energy levels) in the silicon energy 

band gap will be considered. 

For a given trap energy level (which may be the gold acceptor 

level or the gold donor level) S.R.H. statistics give aa expression for the 

electron emission probability of the trap, e^, which is the probability 

that an electron will jump from an occupied centre into the conduction 

band: 

% • St N_. exp 
-(Ec -

kT 
4.50 
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where is Che thermal velocity of ah electron; is the electron 

capture cross section of the trap - a meaaure of how close an electron 

must come to the centre to be captured (see chapter 5 and appendix D) 

is the degeneracy factor for the trap and N is the density of 

available states in the conduction band. Similarly, the emission 

probability of a hole from the trap to the valence band is given by: 

'p " h "th °p \ 
- ® t - V 

kT 
4.51 

where is the hole capture cross section of the trap and is the 

density of available states in the valence band. These equations are of 

the same form as equation 4.19. Measurements of the thermal emission rates 

of carriers from the gold levels as a function of temperature may be used 

to obtain the activation energies and E^ - E . 

Certain problems arise in obtaining the activation energies by such 

measurements. Initially the experimental conditions must be such that it 

is certain which gold energy level is responsible for the observed 

phenomena. Some of the methods used require an accurate knowledge of the 

number of impurity centres present or the carrier concentration during the 

experiment - both of which are difficult to measure and can introduce 

considerable inaccuracies. Many of the methods involve very fast 

recombination times, the inclusion of imore than one time constant or time 

constantswith non-exponential behaviour - all of Tvhich introduce 

uncertainties into the results. Even when apparently accurate and 

unambiguous results have been obtained, the possible temperature 

dependences of g^, and or o in equations 4.50 and 4.51 must be 

known in order to derive the required activation energy (see section 4.52.2), 

The degeneracy factor g^ is considered to be temperature independent 

(see section 4.2) and the average thermal velocity increases as the square 

root of temperature (V^^ = /SkT/m). The temperature dependence of o, the 

capture cross section, is not well known. Bemski (1958) predicted that 

each of the four possible capture cross sections for gold may have 

different temperature dependences. Capture cross section will be considered 

in more detail in chapter 5. 
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FIG. 4.12: Traaaitions in S.R.H. capture proceases. 
Arrows denote electron transitions. 

a) Electron capture by trap 

b) Electron emission to conduction band 

e) Hole capture by trap 

d) Hole emission to valence band 



For a single impurity (trap) level, there &re four thermal 

transition processes, illustrated in figure 4.12, where the arrows show 

the directions of electron transitions. A gold centre may exist in one 

of three charge states; positive, neutral or negative (ionized donor, 

neutral or ionized acceptor). In the situations considered here, the gold 

centres exist either predominantly as acceptors or predominantly as donors. 

The two possible trapping behaviours of the acceptor or of the donor may 

be considered separately. S.R.H. statistics describe the behaviour of a 

trap which can exist in two charge states and may therefore be applied to 

either the gold acceptor or the gold donor separately. Each trapping 

level has two capture cross sections, one for electrons and one for holes. 

In the case of gold where there are two trapping levels being considered 

separately, there are four capture processes: 

i) Capture of an electron by the neutral (unionized) 

acceptor. 

ii) Capture of a hole by the negatively charged 

(ionized) acceptor. 

iii) Capture of an electron by the positively charged 

(ionized) donor. 

iv) Capture of a hole by the neutral(unionized) donor. 

The capture cross sections associated with capture of a carrier by a 

neutral centre (i and iv) are generally considered to be temperature independ-

ent. There is some disagreement about the temperature dependences of the 

capture cross sections associated with processes ii and iii. 

Details of the methods used to obtain the thermal emission rates will 

not be given here, a brief discussion may be found in appendix F. 

Sah, Forbes, Rosier, Tasch and Tole (1969) ineasured thermal emission 

rates of electrons and holes at the gold acceptor level and of holes at the 

gold donor level. The measurements were made in the "high electric field" 

region of a reverse biased p.n. junction. It is expected that the capture 

cross section is electric field dependent (Lax, 1960) and the thermal 

emission rate is also field dependent (Frenkel, 1938). Ibth of t̂ wise 

effects are expected at fields above 10 volts, cm ^ aoW tdwrn observed 
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by Sah et al.for the gold acceptor emission rates, they extrapolated 

the results to fit the exponential dependence of their low field data. 

The results for the emission rate of holes from the gold donor were also 

noted to be field dependent but were not corrected as all of the results 

were obtained at Sah et al's maximum field of 10 volts, cm More 

recently, Braun and Grimmeiss (1973) have shown that these "observed" 

field dependences were in fact due to an incomplete formulation for the 

reverse current in the p.n. junction. The results were fitted to an 

equation of the form: 

[llo] [#] 4.52 

where AE is the activation energy corresponding to the emission rate e. 

This equation, when compared with equations 4.50 and 4.51, implies that the 

temperature dependences of the thermal velocity V the capture cross 

section o, and the density of states N or N are all given by T^. The 
V c 1 

temperature dependences of thermal velocity (T*) and of the density of 
3 / 2 

states (T ) provide factor of T^. allowance, therefore, has been 

made for the temperature dependence of the capture cross section. In the 

cases of electron emission from the gold acceptor and hole emission from the 

gold donor, the capture cross sections are expected to be temperature 

independent but in the case of hole emission from the gold acceptor 

the capture cross section is not. The results are not interpreted by Sah 

et al. in terma of any temperature variation of the gold energy levels. 

The value of 547.23 ± 2.17 meV for E - is probably the only reliable 

one from this paper if it is reinterpreted as a linearly extrapolated value 

of E - E^ from the temperature of measurement to absolute zero (6EQ(TQ)). 

Ohly if the gold acceptor remains a fixed distance from the conduction band 

edge as temperature varies will the experimental value be valid at all 

temperatures - see section 4.52.3. The value of ]Ê  - E^ is unreliable 

because the temperature dependence of the capture cross section for holes 

at the gold acceptor is ignored and the value of E^ - E^ is unreliable 

because of the incorrect interpretation of a field dependence of the hole 

emission rate from E^. 
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Sah et al. also comment on the degeneracies of the gold levels 

having fitted their energy level data back into equations 4.50 and 4.51. 

A similar comment to that made about Bruckner (1971) applies here - a 

discussion may be found in section 4.6. 

Tasch and Sah (1970) used the impurity photovoltaic effect in 

p-i-n silicon junctions to obtain thermal and optical emission rates of 

holes and electrons from the gold acceptor level (p = p-type, i * intrinsic 

and n = n-type). The results of thermal emission rates were treated in 

the same way as Sah et al, (1969) by fitting them to equation 4.52. 

The comments already made regarding the capture cross section temperature 

dependences apply equally to these results. Tasch and Sah also measure the 
4 —1 

effect of high electric fields (> 10 v. om ) on the thermal emission rates 

and find only a small effect, contrary to their predictions and the earlier 

predictions of Sah et al. (1969). The observed small dependence is 

explained in terms of the influence of excited quantum states of the gold 

acceptor but, as already stated, Braun and Grimmeiss (1973) have indicated 

incomplete formulation in the analysis. The presence of excited states 

of the gold acceptor level would lead to a temperature dependent 

degeneracy, see section 4.2. The reliable result for E - from this 

paper is 545.48 ± 1.36 meV provided, once again, it is interpreted as a 

linearly extrapolated value from the temperature of measurement to absolute 

zero. 

Parrillo and Johnson (1972) proposed that the gold energy levels 

varied in proportion to the silicon energy band gap with temperature. 

This proposal was made on the basis of experimental measurements of the hole 

and electron emission probabilities from the gold acceptor level. 

Parrillo and Johnson recognised the importance of including the temperature 

dependences of the hole and electron capture cross sections in calculating 

the activation energy of the gold acceptor (see equation 4.28A) from 

measurements governed by equations 4.50 and 4.51. Using results due to 

Bemaki (1958) that & (capture cross section for electrons at the gold 

acceptor) varies as T° and that o (capture cross section for h^les the 

-4 

gold acceptor) varies as T , the linearly extrapolated absolute zero values 

of E^ - E^ and E^ - E were obtained by plotting emission probabilities 

against inverse temperature. Dsu^g a similar expression to equation 4.28A 
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and their proposed model of the temperature variation of the gold acceptor 

level, Parrillo and Johnson were able to fit equation* 4.50 and 4.51 to 

their measured values of e^ and e with a degeneracy factor of 3/2 for 

the gold acceptor level (taken from Bullis and Streiter, 1968). 

Comparison of Parrillo and Johnson's experimental data with other authors' 

shows considerable disagreement. At 300°K, for example, although Sah et 

al. (1969), Tasch and Sah (1970), Engstrom and Grinmeis8(1975)all agree with 

Parrillo and Johnson that the emission probability of electrons from the 
3 - 1 

gold acceptor is about 10 . sec , the value obtained by Parrillo and Johnson 

for the emission probability of holes from the gold acceptor is at least an 

order of magnitude smaller than those given by the other authors (viz., 
-1 2 2 2 -1 

12.sec compared with 10 , 10 and 1.2 x 10 . sec ). Their proposal 

for the temperature dependence of the gold acceptor in the range 0°K 

to 300°K has also been disproved recently (see section 4.53.3) by Engstrom 

and Grimmeiss (1974). Parrillo and Johnson, in their analysis, recognise 

that the slope of the curve of emission probability against inverse temp-

erature yields a linearly extrapolated absolute zero value of the 

activation energy, but observe - incorrectly - that this value is 

independent of the temperature of measurement T , It has been shown earlier 

(section 4.52.2, figure 4.11 and equation 4.38 for Parrillo and Johnson's 

model) that the value of AE (T ) does depend on T . Parrillo and Johnson's 
o m ta 

error arises from their assumption that the linear approximation to 

6E(T) (equation 4.25) is valid for all temperatures, whereas it is only 

valid for a small range around each I . Equations 4.50 and 4.51 are quoted 

incorrectly, the degeneracy factors are both reciprocated in Parrillo 

and Johnson's paper. The temperature dependence of o ,(T°) is generally 

accepted to be correct, however the quoted temperature dependence of o 
-4 

(T from: Bemski, 1958; Tasch and Sah, 1970; and Parrillo and Johnson) 

has been questioned by Engstrom and Grimmeiss who argue that the correct 
- 2 

dependence is T (see chapter 5 and also later in this section). 

It is apparent that the measurements made by Parrillo and Johnson 

have led them, probably incorrectly, to a model of the variation of the gold 

energy levels with temperature. However, they were the first authors to 

show that ignoring the possible temperature variation of the gold levels 
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and ignoring the temperature dependences of the capture cross sections, 

makes a significant difference to the activation energies inferred from the 

experimental results. 

Pals (1974), in studies of the properties of deep levels due to 

several different impurities in silicon, has published values for the 

activation energies of both deep gold energy levels. Pals' technique 

(see appendix F ) is used to measure the emission probabilities of 

electrons from the gold acceptor and holes from the gold donor. In both 

cases the temperature dependences of the capture cross sections are not 

included in the S.R.H. equations. The two capture cross sections concerned 

are both for capture at neutral trapping centres and therefore are 

generally considered to be temperature independent: Thus the energy levels 

obtained by Pals are probably reliable if interpreted as linearly 

extrapolated absolute zero values. The values are: = 0.56 eV 

and Eg - E^ * 0.346 eV. 

Kassing and Lenz (1974 i and ii) describe imeasurements of capture 

and emission rates at the gold acceptor energy level. A value of 0.25 eV 

for E^ - E^ is obtained from the temperature dependence of the electron 

emission time constant. No details of corrections for temperature 

dependences are given. 

Senechal and Basinski (1968), in measurements of the capacitance of 

gold doped silicon p-n junctions, inferred on activation energy for the 

gold acceptor level E^ - E^ of 0.545 ± 0.005 eV. The result was obtained 

from the slope of the time constant associated with the capacitance 

variation of the junction plotted against reciprocal temperature. 

No corrections for the temperature dependences of capture cross sections, 

densities of states and thermal velocities #ere made. 

Engstrom and Grimmeiss (1975), with measurements of the thermal 

emission rates of electrons and holes from the gold acceptor level, have 

presented values for the linearly extrapolated absolute zero values of 

E^ - E^ and E^ - E^. The fact that the results are linearly extrapolated 

absolute zero values and not activation energies at any temperature is 
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discussed and comparisons made with the values obtained by other 

authors (all reviewed in this section). The comparisons, however, are 

incomplete. It has been shown here that most of the authors who have 

reported results of emission rate measurements have not included the correct 

temperature dependences in their results; before any valid comparison can 

be made, the results must be reanalysed. Engstrom and Gtimmeiss do not 

attempt a reanalysis so their comparisons are not really valid. A 

reanalysis and complete comparison is given in section 5.53.4. Engstrom 

and Grimmeiss assume that the capture cross section for electrons at the 

neutral acceptor is not temperature dependent and th«y resolve the problem 

of the temperature dependence of the capture cross section for holes at 

the negative acceptor by carrying out appropriate measurements (see 

chapter 5). Contrary to the results of Bemski (1958) and Tasch et al (1970), 

they find that the temperature dependence of o is T ~ and not 

T The accuracy of the linearly extrapolated absolute zero values for 

E^ " and E^ - E^ obtained is strengthened by the fact that their sum 

is almost exactly equal to the value of the linearly extrapolated absolute 

zero band gap from their temperature of measurement (see figure 4.8). In 

their measurements, Engstrom and Grimmeiss do not note any electric field 

dependence of capture cross sections for the field strengths used in 

their experiments on p-n junctions. Their results are^E^ - E^j 

0.553 eV and ^E^ - E^j (T^) = 0.641 eV, (sum = 1.196 e7). 

These results are considered by this author to be the most accurately obtained 

values for the gold energy level positions linearly extrapolated from 

T to absolute zero. 
m 

4.53.3 Single temperature measurements and temperature dependence 

of gold energy levels 

Newman (1954), in an attempt to confirm the presence of a gold 

donor level located 0.33 eV above E^, the valence band edge (originally 
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reported by Taft and Horn, 1954% carried out measurements of the 

photoconductive response of p-type silicon doped with gold at 20°K, 

77°K and 195°K. The results showed a distinct rise in photoconductivity 

for incident photons above energies of about 0.33 eV, thus confirming 

the presence of a hole trap energy level 0.33 eV above E . On closer 

examination, their results show a threshold shift to slightly lower 

energies at the higher temperatures. Wong and Penchina (1975), in a 

reanalysis of Newman's original data, show that this shift to lower energies 

is accurately predicted if it is assumed that the gold acceptor level moves 

towards the valence band edge by the same amount as the silicon energy band gap 

shrinks over the temperature range. Their conclusion is that the gold 

donor level remains a fixed distance from the conduction band edge as 

temperature varies. Figure 4.13(a) shows Newman's original figure and 

figure 4.13(b) shows how the results overlap after normalization to the 

same signal strength and shifting to the left by the amount that the 

silicon energy band gap has shrunk at the appropriate temperature. Wong 

and Penchina conclude that the gold donor level remains fixed 0.84 eV 

below the conduction band edge as temperature varies. This conclusion is 

supported, as indicated earlier, by a reinterpretation of the results 

of Bruckner for Eg - (which appeared to become smaller at higher 

temperatures) and was also reached from calculations of resistivity 

in gold doped silicon carried out in this work (see Chapter 7) 

before the publication of Wong and Penchina's paper. 

Badalov (1970), in similar experiments to those of Newman, 

illustrates the photoconductive response of n-type gold doped silicon. The 

threshold of photoresponse, although indicative of the gold donor 0.54 eV 

below E , does not have a sharp edge and therefore does not allow an 

accurate measurement of E - E.. 
c A 

Engstrom and Grimmeiss (1974), in measurements of optical emission 

rates from the gold acceptor as a function of temperature, show that, in 

the temperature range 90°K to 242°K, the gold acceptor level probably 

remains a fixed distance from the conduction band edge. The 

measurements of E^ - E^ are constant over the temperature range whereas 

the measurements of E^ - E^ closely follow the shape of the variation of 

the silicon energy band gap with temperature measured by Bludau at al. 
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(1974). This conclusion is, once again, confirmed in this work for 

calculations of resistivity as a function of temperature (Chapter 7) 

and calculations of solubility of gold in heavily doped n-type silicon 

(Chapter 6) following those of Brown et al.(1975). 

Braun and Grimmeiss (1974), in a study of photon energy 

thresholds for electron and hole emission from both gold levels at 90°K, 

measure threshold energies of: 0.555 eV for E - 0.61 eV for E^ - E^; 

0.75 to 0.83 eV for E - E_ and 0.345 eV for E_ - E . The sum of the two 
C O D V 

threshold energies of one of the levels should equal the silicon energy 

band gap of 1.166 eV at 90°K (Bludau et al., 1975), as illustrated in 

figure 4.14. 

Th^ sum (E^ - E^) + (E^ - E^) = E is 1.165, which is very close to the 

expected value at 90°K. The sum (E^ - E^) + (E^ - E^) ranges from 

1.095 to 1.175 eV because of the uncertainty in ̂  - E^. However, if 

Ê y - E^ ( = E ) is taken as 1.166 eV and Eg - E^, for which only one value 

of 0.345 eV is given, the resultant E - E^ is 0.821, which is fairly 

close to the value predicted by Wong and Penchina, (0.84 eV - constant as 

temperature varies). 

4.53.4 Reanalysis and comparison of energy level measurements 

Three problems arising from energy level ineasurements in the literature 

have been highlighted. Firstly, many of the measurements have been 

incorrectly interpreted as being the actual gold energy levels at any 

temperature, whereas it has been shown that the result usually obtained is 

the energy level linearly extrapolated from the temperature of measurement 

to absolute zero. Secondly, a number of the results reported have not been 

analysed correctly; temperature dependences of various factors, 

particularly capture cross sections, have frequently not been considered. 

Thirdly, use of the results in predicting other energy level dependent 

properties has frequently been made without any consideration of the 

variation of the gold energy level positions with temperature. 
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Tae results of Engstrom and Grimmeiss (1974) amd Newman (1954) 

- the latter reanalyzed by Wong and Penchina (1975) - show that for 

temperatures up to 3A 

conduction band edge. 

temperatures up to 300°K, both deep gold energy levels are fixed to the 

In this section, a reanalysis of data from the literature sources 

already reviewed is presented. Reference to the equations presented in 

sections 4.52.1 and 4.52.2 are made. The linearly extrapolated 

absolute zero values of the gold energy levels (in general AEg(T )) will 

each be denoted thus: 

<'<: - V o • ® A - \'o " %'>o " 1 

- 1 

Data which had been presented as ln(F) against T (equation 4.27) 

was reanalysed using equation 4.28A, with appropriate values of r 

and T , to obtain 6EQ(T ). Data which had been presented as ln(FT ^) 

against T ^ did not require reanalysis, the slopes obtained were 

reinterpreted as linearly extrapolated absolute zero values 

(AEQ(T )). Data for which some of the temperature dependences had been 

corrected for and others had not (eg. Sah et al., 1969 and Tasch et al., 

1970) was also reanalysed with equation 4.28A, where the factor r 

accounted for the temperature dependences not already included. The 

value of T , the effective temperature of measurement, was obtained from 

equation 4.45 using values of T and T . from the original data. 
* max mm 

The results of this reanalysis are displayed in table 4.3. The 

temperature dependences corrected for in the original publications and 

those corrected for here are listed in separate columns. 

3 / 2 

Hall coefficient measurements were corrected for the T 

dependence of the density of states (see equation 4.20), the density 

of states in one of the bands being given by, (Nichols and Vernon, 1966): 
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Atkli t i nnml 
Type C o W Teaq*f m l urr Tfm;*e% a( iii« Authora AI\(T^).rV 

Author Level Ileiirntli'ncr; Rfwult iwi*! cuTrtted here Knrrny Ipvfl r n i l i c n *c 

Mf a*urrnx»Hl Invt «tipatfJ C o r : c J Corrected eV (nee col.3 
AF) 

for îftsuluing both levels fixed t o 
K,. ,V 

Hall effect (K, -
'c 

261 0.56 0.53 E - E - 0.53 

Hall effect 
-

- 261 0.66 0.62 E^ - E - 0.53 

Coil ins 
Hall efCcci ( s - - 209 0.37 0.34 E^ - E . 0.84 

(1957) 
Reaiacivity "A).T. -

"c- "n 
233 0.54 0.56 F.̂  - - 0.5^ 

Reaigtiv:ty 
-

- 250 0.59 0.61 E - E . 0.58 

Resiativity 
- ^v'o^m 

- 198 0.33 0.34 E_. - Eg . 0.85 

Hall effect - 202 0.3609 - - E^ . 0.8293 

Hall effect 
-

- 221 0.3620 - - E - 0.8310 

Thurber 
Hall effect C ^ D - E^) - 197 0.3613 - E - Eg - 0.8281 

et al. 

(1973) 
Hall effect E ) T 

V o m - 274 0.5373 - E - E. - 0.5373 

Resistivity < ^ 0 - - 171 0.3469 0.3587 E - Eg - 0.8267 

Resistivity E ) T 
V 0 m 

-
''v'̂ 'p 

184 0.3438 0.3565 - E - 0.8310 

Resistivity - 171 0.3528 0.3646 E - E_ - 0.8207 

Sah et Emission (E* -
\ h 

t"" for 0 263 0.5898 0.634 E - E. - 0.56 

al. rates 
\ h 

(1969) (E -
" c \ h 

0.547 E - E - 0.547 

Tasch 

et al. 

(1970) 

Emission C c - " c \ h 

"n 

- - 0.5455 - E - E . 0.5455 

Engstrom 

et al. 

Emission 

races 
( " c - "c" \ h 

- 247 0.533 - - E^ - 0.553 

(197^) = 0 - ^ ° 

o . ^-2.0 

P 

^43 0.641 E - E - 0.555 

(Eg -
^A^o'^m " c \ h 

329 0.49 E - E - 0.49 

Parrillo Emission 
" c \ h 

et al. rates " 
T ° 

(1972) 

^ A - V . ' ^ . "v' \ h 

0 . T - ^ - 0 
P 

332 0.72 E - E^ « 0.488 

Pals 

(1974) 

Capture 

rates 
- " c \ h 

' -
1 

0.56 E - E^ . 0.56 

Tabl* 6.3. 
Re-analy#im of Energy Level Measurementm 



2 m* kT 

*c or V - ... 4.53 
h 

The small temperature dependences of m* or m^ (the electron and hole 

effective maases) were ignored (Barber, 1967). 

Resistivity measurements were corrected for the temperature 

dependence of the density of states and also for the temperature 

dependence of mobility (see equation 4.21). Smith (1964) gives values 

for the temperature dependences of electron and hole conductivity 
-2 5 -2 3 

mobilities of T ' and T ' respectively. The overall temperature 

dependences used for resistivity measurements (r in equation 4.28A) were 

t and T in n-type and p-type silicon respectively. 

-3/2 
Emission probability measurements were corrected for the T 

1/2 
temperature dependence of the density of states and the T 

temperature dependence of carrier thermal velocity (see section 4.53.2). 

The temperature dependence of the cross section for electron capture at 

the goldacceptor(o^^) was taken as T° (Bemski, 1958; Engstrom and 

Grimmeiss, 1974 and others) and for hole capture at the gold acceptor 

(o ) was taken as T 2"^. This latter value is due to Engstrom and 

Grimmeiss, 1974. The previously accepted value of T * due to Bemski (1958) 
was also tried but, as will be shown, the results obtained suggest that 

- 2 . 0 
T ' is probably correct. The value given by Bemski for the temperature 
dependence of the capture cross section for holes at the gold donor of 
-2.5 

T ' was also used but not with any great confidence in the light of 

Engstrom et al's., disagreement with Bemski's other result. 

Where results are given of both (E - E.) T and (E. - E ) T 

c A o m A v o m 

for the gold acceptor, provided the value of T^ is roughly the same for 

both measurements, the sum of the two results should equal the linearly 

extrapolated band gap from T^ Co absolute zero, - see figure 4.( 

If this result is indeed obtained, it is a fairly gomd indicator to the 
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Author Tm- GSo(Tm) Sum of linearly extrapolated energy levels eV 

Collins et al. 
(1957) 

261 1.99 

Sah et al. 
(1969) 

263 1.2 - "̂ a'o \ * (̂ A - V o • 1-181 for a 

= 1.23 for 0 a T ^ 
P 

Tasch et al. 
(1970) 

239 1.196 " GA)o " ̂ v^o = I'l?* for a 

= 1.22 for a a T ^ 
P 

Engstrom 
et al. 
(1975) 

245 1.197 
- V o + ®A - "̂ v'o " l'"'' V 

Parrillo et al. 
(1972) 

330 1.21 - V „ * « A - Ev'o - 1-21 T"'' 

= 1.153 for 0 a T ^ 
P 

Table 4.4 Extrapolated absolute zero energy level values which 

should add up to Eg (T ) 
o m 



accuracy of the individual values of (E - E.) T and 
c A o m 

«A - : 

(E - E.) T + (E - E ) I - (E - 1! ) T - E (T ) ... 
c A o m A v o m c v o m go m 

Table 4.4 lists the results for which this should occur. The 

values for (E. - E ) T were recalculated from the results of Sah et al., A v o m * 
(1969) and Tasch et al., (1970) using both of the proposed temperature 

dependences for o , viz., T (Engstrom and Grimmeiss) and T 

(Bemski). Clearly if it is assumed that the measurements are accurate 
-2.0 

the value of T ' gives a sum which is closer to the expected value in 

both cases. 

In Engstrom and Grimmeiss's own paper, they contrast the values 

obtained from equation 4.54 when applied to the results of previous 

authors. Consequently Sah et al's., and Tasch et al's., results apparently 

fail to satisfy equation 4.54 and disagree markedly with those of Engstrom 

and Grimmeiss. Had Engstrom and Grimmeiss first noted that the other 

results had not been corrected for the temperature dependence of the hole 

capture cross section, o , and then corrected for it with their own 
- 2 . 0 ^ 

proposed value of T ' , the agreement would, as shown here, have been 

better than they indicated, (the sums for Sah et al's., uncorrected data 

was 1.136 eV and for Tasch et al's., was 1.133 eV). 

The results obtained by Parrillo and Johnson are also shown in 
—4.0 

tables 4.3 amd 4.4. With a temperature dependence of T ' for a , 

the result for equation 4.54 with their values is close to the expected 

E (T ), however the individual values of (E - E.) T and 
go m ' c A o m 

(E. - E ) T are quite different from other reported values. When the 
A V o m ^ 

temperature dependence of o proposed by Engstrom and Grimmeiss is used in a 

reanalysis of Parrillo and Johnson's data, the value obtained for 

E (T ) is incorrect. 
go m 

66 



"1.2 

1.1 

1.0 

o; 

0) 
u 
c: 
(U 
r-4 
0) 
> 

§ 

a 

u 
s 
M 

300 

Temperature K 

FIG 4.15: Probable temperature variation of the energy 
levels of gold in silicon. 



4.54. Summary and Conclusion 

A thorough reconsideration and, where appropriate, reanalysis 

of the large number of reported measurements of the gold deep level 

positions and their temperature dependences haa been carried out. The 

generally accepted values of = 0.54 eV and E - E^ = 0.35 eV 

at all temperatures have been shown to be very approximate only. 

The results indicate that the gold deep acceptor energy level 

remainc a constant distance from the conduction band edge as temperature 

varies. The value of E - E^ = 0.553 eV given by Engstrom and Grimmeiss 

is probably the most reliable. The evidence points to the gold donor 

energy level also remaining a fixed distance from the conduction band edge 

as temperature varies, with E - E^ = 0.84 ± 0.05 eV. At 0°K this 

gives a value of E^ - E^ = 0.33 eV and at 300°K it gives a value of 

0.284 eV which is very different from the previously accepted value of 

0.35 eV. 

These deep energy levels due to gold are plotted as a function of 

ure between 0°K and 300°K 

taken from Bludau et al., (1974). 

temperature between 0°K and 300°K in figure 4.15 using values of E (T) 

4.6 Degeneracies of Gold Energy Levels in Silicon 

The concepts of degeneracy and degeneracy factors which were 

introduced and defined in section 4.2 may be extended to impurities, such 

as gold, which Introduce more than one energy level into the silicon energy 

band gap. There is a degeneracy factor g^ associated with the gold acceptor 

level and a degeneracy factor gg associated with the gold donor level. 

Several different sets of degeneracy factors for the deep 

gold energy levels have been suggested in the literature. Some of these 

reported values arise from occupancy probability considerations and others 

from experimental evidence. 
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4.61 Degeneracy Values Reported in the Literature 

Bullis (1966) and Bullis and Stricter (1968) discuss two models 

for gold in silicon and derive two different sets of degeneracy factors. 

There are some inconsistencies between the two models and between the 

two papers, which have given rise to confusion in many subsequent works. 

The two models proposed are: 

i) Gold is monovalent in silicon. In the neutral state 

a substitutional gold atom, which would normally take 

part in four covalent bonds with the nearest neighbour 

silicon atoms, has only one valence electron. Loss of 

this electron results in a positive gold ion (ionized 

donor) and capture of another electron results in a 

negative gold ion (ionized acceptor). 

ii) Gold is trivalent in silicon. In the neutral state, a 

substitutional gold atom has three valence electrons 

taking part in covalent bonds with silicon atoms. Loss 

of an electron and capture of an electron once again 

constitute donor and acceptor behaviour respectively. 

A simple count of the number of ways that the electrons may 

distribute themselves amongst the available states for these models 

should give rise to the degeneracies of each charge statg, and hence 

the degeneracy factors g^ and gg. Bullis obtains degeneracy factors 

of g^ = 2 and g^ = ̂  for the trivalent model. These arise, by 

considering that an electron of either spin may leave to form a 

positive gold ion but that the captured electron forming a negative 

gold ion must be of the correct spin, in much the same way as simple 

donors and acceptors were considered in section 4.2. Ttda consideration 

does not satisfy the definitions of degeneracy and degeneracy factor 

given in section 4.2. The ratios of the number of ways of 
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distributing electrons in the various empty and filled conditions 

should have been obtained, (see section 4.62). For the monovalent 

model however Bullis does count up the number of ways of distributing 

electrons amongst the various available states and obtains degeneracy 
2 1 

factors of g^ = y and g^ = These latter degeneracy factors were 

used almost exclusively in subsequent publicationsimtil Bruckner (1971) 

proposed a value of g^ = and Brown et al., (1975) used degeneracy 

factors obtained correctly for the trivalent model. Brown et al's., 

values of g^ = 4 and g^ = 3/2 will be derived in section 4.62. The 

inconsistency between the Bullis 1966 paper and the Bullis and Streiter 

1968 paper is that from precisely the same considerations in each, the 

former gives values of g. = 2 and 2/3 for the two gold valency models 
1 3 

whereas the latter gives g^ = y and Y' This reciprocation of the 

original values does not agree with the definition of degeneracy factor 

given in section 4.2 and is illustrative of the confusion that has arisen 

in the past. The reciprocated values are found in a number of other 

papers, notably Boltaks et al., (1960) and Parrillo and Johnson (1972) 

in which it is never quite clear which number (g^ or g^} is being used 

for the degeneracy factor. 

The experimental values which have been reported for degeneracy 

factors all arise from measurements of gold energy levels described in 

section 4.53. These values, which are summarized in table 4.5, were 

obtained by substituting the experimental values of energy level 

positions back into the expressions describing the measured quantity 

(see equations 4.16, 4.18 and 4.19.) and using the degeneracy factor as 

an adjustable parameter. Since in all of these cases, except Engstrom 

and Grimmeiss (1975), the energy levels were incorrectly Interpreted and 

no allowance was made for their temperature dependences, the value of 

degeneracy factor obtained includes not only the true degeneracy factor 

twt also all of the temperature dependences and errors (see equation 4.10). 

4.62 Degeneracies of the Gold Energy Levels from Theoretical 

Considerations 

The degeneracies of each charge state may be obtained for the two 

models of substitutional gold bonding in silicon which have been mentioned 
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Table 4.5. Gold degeneracy factors suggested in the literature. 

Bullis (1966) : = 2, - & or = /3, = /4 

Sah et al. (1969) : = 11.5 or g^ = 22.6. 

Sah et al. (1969) : from data of Fairfield and 6@khale (1965) =D 51. 

Bruckner (1971) : g^ = 16. 

Parrillo and Johnson (1972) : g^ = ^/2. 

Thurber et al. (1973) : g^ = 16 or g^ - 8. 

Engstrom et al. (1973): g^ - 3.2. 

(excluding 
1 split-off 
-hand 

including 
split-off 
band 

excluding 
split-off 
band 

including | 
split-off 1 
band _ _ 1 

1 ®A j ®D % 3% 1 

' 4 '/3 
4 

'/2 
6 

I 

Table 4.6. Degeneracy factors for gold levels 

derived in this section 



(monovalent and trivalent). If g', g and g ar& the numbers of ways 

that electrons may be described in the neutral, negative and positive 

charge states respectively, the degeneracy factor for the gold acceptor 

is g. " g*/g (ratio of no., ways empty to no., ways filled) and the 
. + X 

degeneracy factor for the gold donor is g^ " g /g (again the ratio of 

no., ways empty to no., ways filled). 

In obtaining the three degeneracies, the way in which electrons 

are distributed amongst the available valence band states must be 

considered. 

In a perfect silicon lattice, each silicon atom is covalently 

bonded to four nearest neighbour silicon atoms. Each band comprises two 

electrons of opposite spins which are shared between the two atoms 

concerned. A given atom, therefore, has eight electrons participating 

in the covalent bonds around it, four of which it has contributed itself 

and four of which are contributed, one from each, by the surrounding 

silicon atoms. A substitutional impurity replacing a silicon atom in 

the lattice is generally considered to participate in this tetrahedral 

bonding. The number of electrons provided to the bonds by the impurity 

atom depends, at any instant, on its valency and charge state. For example, 

a monovalent substitutional impurity will, in its neutral state, contribute 

one electron to the covalent bonds, it may gain up to three more 

electrons (acceptor action) or lose the one electron (donor action). 

Thus the monovalent impurity may be either singly donor ionized or 

singly acceptor ionized, doubly acceptor ionized or triply acceptor 

ionized. A similar consideration may be given to substitutional 

impurities with different valencies. The possibility of being more 

than singly ionized does not necessary imply that this state of affairs 

will occur. In the case of a group III shallow acceptor impurity, the 

single acceptor action is observed but the multi-charge donor action 

is not since a very large amount of energy would be needed to break 

the other bonds. Some deep level impurities however, do indeed 

offer more than one charge state, gold in silicon offers two 
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(positive and negative) and in germanium it offers four (single donor, 

single acceptor, double acceptor and triple acceptor). Clearly the 

arrangement of the electrons around the deep multi-level impurities is 

such that the energy required to break the bonds falls within the 

silicon energy band gap, (see section 4.63). 

In order to predict the degeneracies of the various charge 

conditions of the substitutional impurity, the way in which the bonding 

and valence electrons are distributed amongst the silicon energy bands 

must be considered. Band structures of semiconductors have been the 

subject of many theoretical studies and silicon has received much attention 

with the result that the form of its energy bands is well known, 

(Phillips, 1973; Cohen et al., 1966; Kane, 1956, aad many others). 

A unit (primitive) cell of the silicon lattice contains eight 

valence electrons (4 covalent bonds) unless thermal excitation has removed 

one or more of them to the conduction band. In order to accommodate these 

electrons there are four valence bands which may each be occupied by two 

electrons of opposing spins, i.e. each band is doubly degenerate. There 

are two bands coincident at k = 0 with the highest energy. The next 

lowest band is split off from these by spin orbit coupling (Phillips, 1973, 

page 111) and lies below them by about 0.035 eV (McKelvey, 1966, page 299). 

The last band lies considerably lower in energy. 

Teitler and Wallis (1960) presented a model for the occupancy of the 

valence bands in germanium. This model was used by Shtivel'man (1974) 

to calculate the degeneracies of the charge states of gold in germanium 

and extended by Brown (1976) to calculate the degeneracies of the charge 

states of trivalent gold in silicon. Brown used the Teitler and Wallis 

scheme because the valence bands of silicon are qualitatively similar to 

those of germanium. This model will be considered in a little more detail 

here. 

The Teitler and Wallis model proposes that the substitutional 

impurity be imagined as a box which may contain as many as eight electrons 
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or as few as four depending on the valency and charge state of the 

impurity. It is assumed that the eight possible electrons are split up 

between the four bands. Tbc electrons paired in soma sense are described 

in terma of the lowest band and are at the lowest energy of the eight 

electrons. Two electrons paired in some sense are described in terms of the 

next highest (split-off) band and are at a somewhat higher energy. There 

may be as many as four electrons or as few as no electrons described in 

terms of the two highest energy valence bands. Since these two highest 

bands are coincident and are degenerate at k = 0, it is assumed that all of 

the electrons present at these levels have the same energy. If the 

impurity in the box is a substitutional gold atom and it is monovalent, 

the number of electrons in the two highest bands when the gold atom is 

neutral will be one. When the gold atom is in the negative (ionized 

acceptor) charge state there will be two electrons and in the positive 

(ionized donor) charge state there will be none. If the gold atom is 

trivalent, there will be three electrons present in the two highest 

bands for the neutral state, four for the negative state and two for the 

positive state. The degeneracies of the charge states may be obtained 

from the number of ways of distributing the electrons between the two 

bands thus: 

i) Monovalent substitutional gold: 

The number of electrons in the two highest bands are 

represented schematically in figure 4.16: 

o 
FIG 4.16 

Au*\ neutral, degeneracy g*\ 

o- Au , negative, degeneracy g 

o Au*, positive, degeneracy g*. 
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These electrons are distributed amongst four possible states 

(2 bands each with 2 spins). The number of ways of distributing one 

electron amongst the four states (the degeneracy of the neutral state) 

is: 

X 41 . . 
s - 11 (4 - 1)! • " ••• 4-55 

since the number of ways of distributing n indistinguishable objects 

amongst r receptacles is given by: 

... 4.56 
r! (n - r)J 

Similarly, the degeneracies of the negative and positive charge 

states are: 

4! 
21 (4 - 2): 

. 4.57 

and, 

- 0! (i'- 0): = 1 4-58 

The degeneracy factors for the two gold levels are obtained from 

the original definition (section 4.2). For the gold acceptor level: 

g. = " — = — ... 4.59 
A g- 6 3 

and for the gold donor level: 

1 

^ 4 

ii) Trivalent substitutional gold: 

The number of electrons in the two highest bands are 

represented in figure 4.171 

.. 4.60 
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-o 
F I C 6..f7 

Au*, neutral, degeneracy g*. 

_Q_ Au , negative, degeneracy g 

Aw*, positive, degeneracy g*. 

The degeneracies arising from die distribution of these electrons 

amongst the four states in the highest two bands are: 

8 = 9' f/ _ - 4 ... 4.61 
32 (4 - 3): 

41 
4! (4 - 4)1 

4: 

.. 4.62 

2+ " 2! (4'- 2)! = * 4'*? 

wtiich giA^ rise to the degeneracy factors: 

g^ = 4 ... 4.64 

3 
and gg = 4.65 

2 1 . . 
The former set of degeneracy factors g^ = is that 

proposed by Bullis for monovalent substitutional gold in silicon and the latter 

S3t is the correct version used by Brown et al., for trivalent gold in 
3 

silicon (g^ - 4, g^ - Y*' 
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There has been no attempt in the literature to identify which 

set of degeneracy factors are correct. O'Shaughnessy et al., (1974) 

used a model of monovalent gold with its energy levels varying in 

proportion to the silicon energy band gap with temperature to explain 

measurements of the enhanced solubility of gold in heavily doped n-type 

silicon. Brown et al., (1975) used a model of trivalent gold with its 

energy levels both a constant distance from the conduction band edge as 

temperature varies to explain measurements of the enhanced solubility of 

gold in heavily doped p-type silicon. In this work (chapter 6) it will 

be shown that under the conditions of the two experiments (temperature, 

dopant concentrations etc.) neither model is distinguishable from the other. 

In chapter 7, calculations of resistivity in gold doped silicon at 300°K, 

using the corrected energy levels derived in section 4.53, various sets of 

values for g^ and g^ and each of the gold energy level temperature variation 

models, are presented. Slight differences between the two models 

mentioned above are shown by these calculations. The results tend to 

support the trivalent gold model (Brown et al.,) if the gold energy levels 

are fixed to the conduction band edge as temperature varies. This result 

is further supported by the conclusions drawn by Engstrom and Grimmeiss 

(1974) and Wong and Penchina (1975) that both gold energy levels do remain 

a constant distance from the conduction band edge for low temperatures 

(< 300°K). 

In addition to the two degeneracy models described above, a third 

model, proposed here, must be considered. The degeneracy factors already 

derived from the Teltler and Wallis model are obtained by distributing the 

electrons which take part in the electrical behaviour of the substitutional 

gold atom between the two highest energy valence bands. The four electrons 

occupying the other two valence bands are considered to be of sufficiently 

low energies to preclude their interaction. The split-off band in 

germanium is 0.28 eV below the two highest valence bands but in silicon it 

is only 0.035 eV below. Compared with the ionization energies of the 

gold levels relative to the two highest valence bands (=0.35 eV and 

=0.58 eV), the spin orbit splitting in silicon is very small and it is 

conceivable that the split-off band is involved in the ionization behaviour 
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of the gold atoms. If this is the case, the distribution of the 

electrons will be different. Once again there will be two electrons in 

the lowest valence band but now there may be as many as six or as few as 

two electrons distributed between the split-off and the two highest 

valence bands. For monovalent gold in silicon the degeneracies obtained 

if the split-off band has a probability of interaction (i.e. taking part 

in the ionization processes) equal to that of the two highest bands 

are: g = 20 (3 electrons amongst 6 states), g = 15 (4 electrons amongst 

6 states) and g* = 15 (2 electrons amongst 6 states). Ilie resultant 

degeneracy factors are ĝ ^ = ^ and g^ = 3/4. For trivalent gold in 

silicon the same conditions result in g^ = 6 and g^ = The real 

situation, if the split-off band does indeed contribute to the degeneracies 

of the levels, would probably be even more complex as it is unlikely 

that the split-off band has a probability of interaction which is equal 

to that of the higher bands since it is slightly lower in energy. The 

examples above, however, do show that the possible interaction of the 

split-off band does modify the degeneracies considerably. If the split-

off band is assigned some lower probability for interaction during ionization 

processes, degeneracy factors between those given immediately above and 

those obtained by ignoring the split-off band will be obtained. 

Table 4.6 summarizes the degeneracy factors derived and discussed 

in this section. The degeneracy factors which include an effect due to 

the split-off band have not been considered before but will be compared 

with other reported values in the calculations presented in chapter 7, 

where it ia shown that the trivalent model including the split-off band 

coupled with the gold energy levels fixed to the conduction band edge 

gives much better results than the monovalent model including the split-

off band. It is not possible, however, to distinguish the trivalent 

degeneracies including the splitroff band from those which exclude it. 

Whether gold is monovalent or trivalent in silicon is open to 

some discussion and has not received a great deal of attention in the 

literature. From the basic arrangement of electrons around the gold atom, 

one might expect it to be monovalent since the outermost electron shell 

(the P-shell) contains one 6s electron only. The remaining unsatisfied 
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bonds after single acceptor ionization lead one to question why there 

are not more charge states apparent by analogy with gold in germanium 

which may be singly, doubly or triply acceptor ionised (Sze and Irvin, 

1968). The monovalent bonding arrangement (figure 4.16) would certainly 

seem to lend itself to such behaviour. The trivalent bonding arrange-

ment seema a little more consistent from this point of view, (although 

one could ask, in this case, why there are not more donor ionized states I) 

Consideration of how this bonding arrangement arises - if there is only 

one outer electron on the gold atom - tends to support the trivalent 

model. Haldane and Anderson (1976) modelled the multiple charge states 

which arise from transition metal impurities in semiconductors. They 

show that in order to give rise to closely spaced energy levels with 

different charge states, all of the electrons must occupy the same 

sub-shell of the metal atom - if not, the closeness of the ionization 

energies of for example the gold levels cannot be easily explained. In 

order for this to occur, the bonding arrangement is suggested to involve 

hybridization of the orbitals. This could occur for gold if, as 

suggested by Haldane et al., the bonding electrons which are derived 

from the d sub-shell of the 0-shell, are promoted to form 's-p' hybrid 

orbitals. The occupation of the d-states varies as electrons are 

accepted or donated. This model could give rise to trivalent gold in 

silicon, but it must be stressed that this is speculative as no 

aatisfactory theory has yet been published. 

strength of the model, as used here, lies in its ability 

to predict the solubility and conductivity properties of gold in silicon 

when coupled with the gold energy level temperature variations measured 

by Engstrom et al. (1974) and Newman (1954). 
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5. GENERATION-RECOMBINATION PROPERTIES OF GOLD IN SILICON 

A detailed discussion of this topic is outside the iunlknded scope 

of this thesis, however a brief review of the available literature is 

given below since the prime use of gold as a minority carrier lifetime 

killer is dependent on an understanding of the parameters of recombination 

processes at the gold energy levels. The baaic Shockley-Read-Hall processes 

which are assumed to govern the behaviour of generation-recombination 

centres are described in chapter 4 and appendix D. 

Gold acts as an efficient recombination centre in both n-type and 

p?type silicon due to its ability to behave as a deep donor or deep 

acceptor in silicon. When minority carrier lifetime killing is desired, 

gold is generally added in smaller quantities than the shallow level 

dopant concentration (otherwise the material would be compensated -

see chapter 7). In n-type silicon, with the shallow donor concentration 

Nj considerably greater than the gold concentration N^^^ the Fermi-level 

will be close to the shallow levels and in equilibrium the gold atoms 

will be predominantly ionised as acceptors and therefore be negatively 

charged. This negatively charged centre has a large capture cross-section 

for minority carrier holes and, if they are present in excess, will capture 

them readily. As soon as the gold centre has trapped a minority carrier 

hole and become neutral, an electron drops from the conduction band to 

reionise it (for n-type material with and low level injection of 

holes, the electron concentration, n, is high and this latter process 

will be extremely rapid - see appendix D equation Dl). In this way 

recombination of the excess minority carrier holes occurs. The process 

in p-type material, where the shallow acceptor concentration is 

similar. The gold levels are predominantly ionised as donors in equilibrium 

and present a large capture cross section for minority carrier electrons. 

The parameter of interest to the device designer is the minority 

carrier lifetime This is a measure of the mean time between generation 

and recombination of a minority carrier (Grove, 1967, p 120 ff). In cases 

involving recombination of injected excess minority carriers (for low 

level injection) the net recombination rate per unit volume is given by 

a simple relationship which states that it is proportional to the excess 
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minority carrier concentration. The lifetime"K, is related to the capture 

process by ; 

* *n Vth »t 
5.1 

for electrons in p-type silicon, and 

" V ^ t 

for holes in n-type silicon, and o are the capture cross-sections of 

the recombination centre for electrons and holes respectively, is the 

thermal velocity of the carriers (see appendix D) and N is the density 

of recombination centres. For the case considered here, N is equal to 

the density of gold acceptors in n-type silicon end the density of gold 

donors in p-type silicon. In order to be able to predict the minority 

carrier lifetime in a given sample, the capture cross section and the 

recombination centre density need to be known. The thermal velocity, 

^ 3kT/m^ where m is the carrier effective mass. 

Measurements of minority carrier lifetime in gold doped structures 

have been carried out by many authors. Few, however, have attempted 

to relate them to the basic parameter of the capture process, viz. the 

capture cross section o. (The four possible capture cross sections for 

gold in silicon have been described in chapter 4). The main problem 

arising from trying to establish the relationship between T and o is the 

measurement of the recombination centre density in the region in which 

the phenomena are taking place. 

5.1 Measurements of capture cross sections 

Values of the capture cross sections of the gold levels were obtained 

by Bemaki (1958) from measurements of the lifetime of excess minority 

carriers in p-type and n-type gold doped silicon. Measurements were 

carried out over a range of temperatures to yield data for the temperature 

dependences of the capture cross sections for electrons and holes at the 

gold acceptor and of electrons at the gold donor. Bemski's data, which 

related T to o by equations 5.1 and 5.2, imust be treated with caution 
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for two reasons. The first concerns the measurement of gold recombination 

centre densities. These were obtained by measuring the change in 

conductivity of uniformly doped n-type and p-type silicon doped with gold 

from th* melt. The measurements of % , however, were carried out in diode 

junction regions the fabrication of which could have had a dramatic effect 

on the gold distribution (see chapters 6 and 8) making inference of o wery 

dubious. It is also curious that Bemski reports a very close correlation 

between the gold concentration measured by the conductivity change with 

that measured by neutron activation. Many authors (e.g. Thurber et al. 

1973) have noted consistent differences between total and electrically 

active gold concentrations. The second reason for suspecting the accuracy 

of Bemski's results is due to the fact that many of the measurements were 

made under conditions of high level injection of carriers. Under such 

conditions capture processes via both gold levels may occur rather than, 

as assumed, only via the gold level which would have been operative under 

low level injection conditions. Bemski's results, at 300°K, are as 

follows: 
—ic 2 

Hole capture cross section at the gold acceptor = 1 x 10 cm , 
-4 

temperature dependence : T 

Electron capture cross section at the gold acceptor * 5 x 10 cm^, 

temperature independent. 

Electron capture cross section at the gold donor = 3.5 x 10 ^^cm^, 
-2.5. 

temperature dependence : T 

Hole capture cross section at the gold donor ^ 1 0 *^cm^ no 

temperature dependence measured. 

Davis (1959) measured lifetimes in gold doped silicon at 77°K; these 

results are not particularly applicable to temperatures of interest and did 

not agree at all well with values measured by other authors. 

Fairfield and Gokhale (1965) measured the four capture probabilities 

(" ax V^^) by the photoconductivity decay method and tt# diode reverse 

recovery method. The former method gave rise to lifetimes obtained under 

low-level conditions which were related to the capture probabilities 

through equations 5.1 and 5.2. Gold recombination centre densities were 

measured by the change in conductivity, radiotracer experiments and by 

neutron activation;; caution must be exercised with the results. The 
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samples were prepared by diffusing gold into single crystals of silicon 

so large discrepancies in gold concentration (due to other dopants) 

are not expected and these results are certainly more reliable than 

those of Bemski. The diode recovery measurements were obtained on p*n 

alloyed diodes fabricated on n-type gold doped silicon. Measured minority 

carrier lifetimes are plotted as a function of gold concentration although 

it is not stated whether the gold concentrations, which were obtained 

by diffusion, were corrected for the probable occurrence of the surface 

'tip-up' in the gold concentration profiles (see chapter 3). Fairfield 

and Gokhale's data, multiplied by a carrier thermal velocity of */10 atoms/sec 

at 300°K yields the following results: 
-14 2 

Hole capture cross section at the gold acceptor " 1.15 x 10 cm 
- 1 6 2 

Electron capture cross section at the ;pld acceptor = 1.65 x 10 cm 

Electron capture cross section at the gold donor 

Hole capture cross section at the gold donor 

-15 2 
6.3 X 10 ^cm^ 

-15 2 
2.4 X 10 cm 

Considering all of the possible sources of errors, it is surprising 

perhaps that, with the exception of hole capture cross section at the 

gold acceptor, those values agree so well with those of Bemski. These 

data are probably more reliable. 

More recent publications have reported capture cross sections obtained 

from measurements of the capture and emission rates of the gold levels. 

The ba&ie of the emission techniques is described in appendix F and 

equations 4.50 and 4.51, however the inference of capture cross sections 

and their temperature dependences requires some comment. 

Equations 4.50 and 4.51 relate the capture cross section to the 

emission rates directly. One of these equations (4.51) is repeated 

below for ease of reference : 

% 'th "v exp kT 

AT^ exp 
By - *A 

kT 
5.3 
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As already described in chapter 4, the temperature dependences of 

all of the factors in this equation must be known (given by the exponent r) 

to obtain an activation energy for the gold acceptor level. In addition 

the temperature dependence of must be known in order to obtain E 

at any temperature. If the temperature dependences of a and E. are knomn, 
_ P A 

then a value of o may be calculated if g^ is also known. 

Engstrom and Grimmeiss (1975) considered the temperature dependence 

of the hole capture cross section at the gold acceptor level (the electron 

capture cross section being assumed to be temperature independent - see 

4.53.2). Using equation 5.2, the Einstein relationship (Grove, 1967, pll3) 

and the eapression for hole diffusion length * \/^p ̂ p' hole capture 

cross section was expressed as : 

kT w 
(T " — ^ — 5 5 .4 

The mobility of holes W is caused by scattering mechanisms, 

lattice scattering and ionised impurity scattering, ŵ ., such that : 

1- _ 1. + 1. 
%p "L 

Using recently reported values of as a function of temperature and 

calculated values of (aee section 7.3.2), Engstrom et al. obtained the 

temperature variation of w in the range 150 - 250°K. Measurements of hole 

diffusion length as a function of temperature were made to give the final 

result (from equation 5.4) that : 

r 
P 

o . CT"2'0 5.6 

-4. 
where C is a constant. This disagrees with Bemski'g value of T 

The hole capture cross section was then measured from equation 5.4 using 

a value for the gold acceptor concentration N^. It was not stated how this 

concentration was measured. The value obtained for the capture cross section 
—14 2 —7 

for holes at the gold acceptor was 1 x 10 cm (assuming cm/s) 

aA which is very close to the value obtained by Fairfield and Gokhale 

(1965). Subsitution of this value in the emission rate equation (equation 

5.3) yielded a value for the gold acceptor level degeneracy (assuming that 

E - Ê ^ was conatant aa temperature varied) of g^ * 3.2 ; this is close to 
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the trivalent bonding model value of g^ - 4. The value of g was used 

to calculate an electron capture cross section of the gold acceptor level 
-15 2 

of 2 X 10 cm . This value does not agree well with that of Fairfield 

et al (^965), however the uncertainties in the measurements of gold 

acceptor concentrations may well explain the differences. 

Pals (1974) measured capture rates of electrons at the gold acceptor 

level and of holes at the gold donor level, both of which are expected 

to be temperature independent. The capture cross sections obtained were 

1.3 X 10 for electrons at the gold acceptor level and 1.6 x 10 for 

holes at the gold donor level. These values agree well with those of 

Fairfield and Gokhale. 

5.2 Concluding Comments 

Although there is consensus within an order of magnitude for the 

gold level capture cross sections, many uncertainties suggest that further 

measurements would be valuable. Recently developed techniques (Herman, 

and Sah, 1972 ; Sah, 1976 ; Brotherton, 1976 and Pals, 1974) should 

allow measurements of the gold 'trap' density and the emission rates of 

electrons and holes to be obtained with much greater accuracy. The 

trap density (gold donor or gold acceptor) is obtainable by comparing 

gold-doped with non gold-doped control samples using the method of 

Herman et al.; the gold doped samples can then be usedj&oremission rate 

measurements. The technique described by Brotherton allows the gold 

concentration to be obtained without the need for a control sample thereby 

eliminating possible errors. A combination of this measurement and an 

emission rate measurement, such as that described by Pals (1974) should 

enable the capture cross sections of majority carriers to be obtained 

(i.e. electrons at the gold acceptor in n-type material and holes at the 

gold donor in p-type material) although one of the techniques described 

by Sah et al.(1970) would have to be employed to obtain minority carrier 

capture cross sections ; this latter parameter being the most important 

for low level injection conditions. 
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6. THE SOLUBILITY AND GETTERING OF GOLD IN SILICON 

6.1 Introduction 

The solubility and gettering behaviour of gold in doped silicon are 

closely related phenomena. Heavily doped and c^3^talographically disordered 

areas of a silicon sample may have a dramatic effect on the local solubility 

limit of gold. This "solubility effect" and the gettering of gold into 

such areas may be explained by similar mechanisms. 

In the literature, it has been reported that the solubility limit of 

gold at a given temperature is very much higher in heavily doped n-type 

silicon than in lightly doped or intrinsic silicon, (Cagnina, 1969; 

O'Shaughnessy et al., 1974; Chou et al, 1975; see 6.3). Dorward and 

Kirkaldy (1969) demonstrated that l^^gold solubility in heavily boron 

doped silicon was actually lower than in intrinsic silicon; however, 

recent experiments carried out by M. Brown (1976) and reported by Brown 

et al., (1975) show a small gold solubility enhancement in silicon doped 
19 

with 9 X 10 atoma/cc. of boron. Precipitation of gold has been observed 

by Seidel, Meek and Cullis (1975), in regions of silicon which have been 

crystalographically damaged by ion-implantation. Measurements of the 

gettering effects of heavily phosphorous doped and ion-implanted regions 

of silicon wafers have also been extensively reported, (Lambert and 

Reese, 1968; Nakamura et al., 1968; Meek et al, 1975; Seidel et al, 1975; 

Sigmon et al, 1976; Murarka, 1976; - see 6.5). 

In this chapter, the mechanisms which are belyved to cause the enhanced 

solubility of gold in silicon, and their relationship to the gettering 

effect, will be discussed. Both experimental and theoretical results 

which are described in the literature will be reassessed since, in many 

cases, errors and approximations have led to erroneous conclusions. 

A new model to elucidate the nature of the phosphorous gettering process 

is proposed in section 6.5. 

6.2 Solubility enhancement through interaction of gold and other dopants 

The equilibrium solubility of one species in another is generally 
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constrained by considerations of atomic size ratios, valency differences 

and crystal structures of the species (Van Vlack, 1970, pp 149-160). 

In a semiconductor, there are additional constraints due to the presence 

of other dopants. The effects which are to be considered here are the 

so-called "fermi-level solubility enhancement" effect, the ion-pairing 

effect and the formation of gold-impurity complexes. In addition some 

consideration is given to non-equilibrium effecta which probably contribute 

to many of the results presented in the literature. 

6.2.1 The fermi-level effect 

The position of the Fermi-level in a silicon sample may have a dramatic 

effect on the equilibrium solubility of a charged species at a given 

temperature. This phenomenon has been treated in detail by Reiss et al, 

(1956), Shockley and Moll (1960) and Hall and Racette (1964). 

For substitutional gold atoms diffused to saturation in intrinsic 

silicon at a given temperature, the total amount of gold will be made up 

of neutral, positively ionized and negatively ionized atoms : 

T M + X 

*^u - ̂ Au + Nau + 6 . 1 

in equilibrium, the ratio of charged to neutral gold atoms, neglecting 

degeneracy, is given by : 

' " " a u • " A U • " A U • kT 
: 1 : exp 

Gp -

kT 
6 . 2 

where E and are the energy levels of the gold acceptor and donor levels 

respectively and Ep is the position of the Fermi level. Aa shewn in 

chapter 4, consideration of impurity level spin degeneracy affects the 

probability of occupancy of the various states such that equation 6.2 

becomes : 

E_- E, 
N* : N, : N. 
Au Au Au 

g*exp 
kT 

: g : g exp 
Bp - ^A 

kT 

So kT 1 : 
e. 

exp Bp - ^A 

kT 
6.4 
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4" X — 

where g , g and g are the degeneracies of the various charge states 

and gg and g^ are the degeneracy factors defined in 4.2. 
TOT 

The equilibrium gold concentration, , becomes : 

N 
A" 

exp 
kT 

+ 1 + — exp 
6A 

Bp - Ep 

kT 

6.5 

Neglecting effects due to the silicon surfaces, in saturation the 

distribution of neutral atoms is uniform and in thermal equilibrium widh 

gold on the exterior of the crystal. This is so since in equilibrium there 

is no driving force (such as a concentration gradient) on a neutral gold 

atom which can cause it to move. If the position of the Fbrmi level 

relative to the impurity energy levels varies for some reason (such as 

the introduction of a heavily doped region) the density of neutral gold, 

is unaffected ; however, in accordance with equation 6.4, the ratio 

of ionized gold to neutral gold changes since (E - and (E^ - E ) 
TOT . . 

change. Hence, , given by equation 6.5 will change. 

In intrinsic silicon at a given temperature let E* = E*^ and the 
. . TOT 

substitutional gold concentration at the solubility limit be (i). 

Similarly, in extrinsic silicon at the same temperature, let E^ " ̂ pex 

aad the subsitutional gold concentration at the solubility limit be 

^Au^ (ex). The total change in solubility, or the solubility "enhancement" 

due to the fkrmi level shift from E_. to E_ may be defined as the ratio: 
Fi Fex 

N 
TOT 
Au 

(ex) 

(i) 

using equation 6.5 

0?°? (ex) 
Au 

KjZr (i) 

substitutional 
gold solubility 
enhancement 

au 
1 + Go exp 

au 
1 + gn exp 

r E p -

L kT j 
exp 

Gfex - SA 

kT 

Y T 

6 .6 
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The solubility enhancement can be calculated from this expression if 

the positions of the gold energy levels and their degeneracies are 

accurately known and if the values of and , at the diffusion 

temperature, are also known. 

A similar Fermi level solubility effect may occur for interstitial 

gold atoms in the silicon lattice if they behave as a shallow donor impurity 

(this possibility has been discussed in chapter 4). In this case, the 

ionized interstitial donor concentration is : (from equation 4.3) : 

TOT 

6.7 Kilt 
hlf "int 

1 + —. exp 
"Ep- Eoi 

kT 

Now, 

6 . 8 

where is the fraction of neutral interstitial gold (unionized donors), 

hence : 

XT TOT 
®int 

I - i 
6.9 

The interstitial gold solubility enhancement in extrinsic (heavily 

doped) silicon is, therefore : 
- 1 

where F is given by : 

_ TOT 
^int 

(ex) 
Interstitial 1 -_ TOT 

^int 
(ex) 

gold solubility 
TOT 

*int 
(i) 

enhancement TOT 
*int 

(i) 
\nt 1 - F. 

1 

-1 
6 .10 

1 + g exp 
Bp - G Di 
kT 

6 . 1 1 

If B ^ is a shallow donor level close to the silicon conduction band 

edge, the interstitial gold solubility enhancement may be considerable 

in heavily doped p-type silicon becauae is close to the valence band 
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edge. This possibility has not been considered by Brown et al, (1975) 

although it could be the dominant mechanism in their experiments on boron 

doped silicon. 

Obvioualy, the Fermi level solubility enhancement effect only occurs 

if moves appreciably from its intrinsic position, at the 

temperature of interest. At temperatures of 100C°C aad above, the intrinsic 
18 

carrier concentration, n^, is quite high (>10 carriers/cc); any extrinsic 

doping will have to be to a higher concentration than nu before the Fermi 

level will move from the intrinsic position. Thus at normal diffusion 

temperatures (>900°C) solubility enhancement of gold would only be 

expected in silicon which has been very heavily doped with a shallow level 

species. Under such conditions, there are considerable difficulties in 

evaluating equations 6.5 and 6.11. Not only are there uncertainties 

in the positions of the deep gold energy levels but there are also 

complications in evaluating This problem is considered in detail 

in section 6.4. 

6.2.2 Ion-pairing of gold with other dopants in silicon 

The ion-pairing phenomenon may occur when, at the diffusion temperature, 

two impurities of opposite charge are attracted together by forces, 

generally coulombic, so as to minimise the free energy of the system. 

Once paired, the two ions are considered to take little further part in 

diffusion processes since the ion-pair is imwdiless nktile than the 

separate ionized atoms. 

Reiss et al, (1956) consider ion-pairing in terms of a reaction : 

D* + A ^ ^ (DA) 6.12 

where D is an ionized donor, A is an ionized acceptor and DA is the 

neutral ion-pair. Application of the law of mass-action for a fixed 

number of ionized donors and accepBXMto this reaction gives : 
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where K is the pairing constant, which is independent of the doping 

concentrations but dependent on temperatuie. 

To illustrate the way in which the ion-pairing effect leads to a 

solubility enhancement the specific case of silicon, heavily doped with 

shallow donors (e.g. phosphorus) will be considered. The expected 

pairing reaction is between negatively charged gold acceptor 

ions, aad positively charged shallow donor Ions Ng*. It has been 

shown by a number of authors, notably Cagnina (1969) and O'Shaughnessy 

et al, (1974), that at the gold solubility limit in extrinsic, n-type 
TOT 

silicon, >> N despite the Fermi-level and ion-pairing effects. 

It follows that the number of ion-pairs, N . , is very much smaller 
pairs ^ 

than the number of shallow donors: N . << N_. Similarly N . << NL 
pairs D ^ pairs D 

since in thia situation most or all of the (fallow dopant atoms are 

ionized (see section 6.4). Ng*, in equation 6.13, is therefore unaffected 

by the formation of ion-pairs. Consequently, the electron concentration, 

n (which in this heavily doped example is>> n^) is also unaffected and 

the position of the Fermi-level, is not altered. The density of 

ionized gold acceptors, N , is determined by the position of and 
au ' 

is therefore maintained at the value predicted by^equation 6.5. As 

a result, the formation of ion-pairs increases the gold solubility 

such that : 

(ex) N / + N * + N." 
Au Au Au 

+ N 
pairs 

6.14 

Density determined 
by 

Epex only 

Density determined 
by 

equation 6.13 

The pairing reaction between substitutional gold ions and shallow 

donor ions may be described using equation 6.12 thus : 

N 
pairs K»Au' *D 6.15 

Since N*>> N . , a given value of N* defines N, (through fixing the 
D pairs D /vu 

electron concentration n and hence E_ ) and therefore N 
Fex' pairs 
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Ac a given shallow donor density (N^) the Fermi-level may be 

determined (see section 6.4) and the density inferred from equation 6.5 

N 
Au 

N 
Au' g 

— exp 
^Fex " ^A 

kT 
6 . 1 6 

N ^ , aa explained in 6.2.1, depends on temperature Ep, at the 

solubility limit, and is the same in intrinsic and in extrinsic silicon. 

From equation 6.1, therefore : 

"lu ' C 6.17 

where (i) denotes the densities of the species in intrinsic silicon at 

the temperature of interest. 

Using the Shockley-Last relationship expressed in equation 6.2 : 

N 
Au Xi:* (i) - K^u So exp 

Go - Gpi 

kT 
X 1 

- H. — exp 
Au g^ 

^Fi -
kT 

6 . 1 8 

Substitution of 6.18 and 6.16 into 6.15 yields 

exp 
N 

"if «>• >=• " L i . 

Bpex - =a: 

kT 
pairs 

1 + gg exp 
Go - ^Fi 

kT 1 + exp 
4 i 

kT 

6.19 

The enhanced solubility due to both the ion-pairing and Fermi-level 

effects may be written from equation 6.14 : 

N 
Wlu^ (ex) (i). (Equation 6.6) + ( pairs 

« ) 
6 . 2 0 

which, using equation 6.19, gives : 

"lu* (*') 
(Equation 6.6) + 

L 
1 + gg exp 

- ®Fi 
+ 1 

r^Fl - SA' 
1 + gg exp 

kT 
+ 1 

kT , J 
6 .21 
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The magnitude of the ion-pairing effect is very dependent on the value 

of K, the pairing constant between the two species in question. Evaluation 

of K is considered in section 6.2.2.1. 

In gold-doped silicon, enhanced solubility is generally observed 

in regions of very heavy shallow^level doping. For example, the very 

small enhancement of gold solubility observed in p-type silicon by Brown 
19 

et al, (1975), was for a boron concentration of 9 x 10 atome/cc. In 

phosphorous and arsenic doped silicon the enhaned solubility effects noted 

by a number of authors were for shallow dopant concentrations in excess 
19 19 

of 10 atoms/cc. At phosphorous concentrations greater than 5 x 10 

atoma/cc, the gold solubility enhancement becomes very large indeed -

much larger than predicted by the Fermi-level effect alone. It is to 

explain results in this concentration range that the ion-pairing reaction 

hag been employed. 

Joshi and Dash (1966), Lambert and Aeese (1968), Cagnina (1969) and 

Chon and Gibbons (1975) have all used expressions derived from the Reiss 

et al (1956) theory, to predict the magnitude of the ion-pairing effect 

on gold in phosphorous or arsenic doped silicon. The results of Reiss et al, 

are not directly applicable to the examples in question. Although the 

action principb^, which waa used in their paper, is certainly applicable, 

the expression for the number of ion-pairs which waa derived by Reiss et al., 

assumed that non-degenerate conditions prevailed in the semiconductor. 

That is to say, the majority carrier concentration was considered to be 

much smaller than the density of available states in the majority carrier 

band, (n<<N^ or p<<N^J. This allowed certain well-known approximations 

to be implicit in the equation for silicon, in the temperature 

range of interest (900 - 1300°C), the denaity of available quantum 
19 

states is about 5 x 10 /cc. If the doping level of phosphorous (which 

is the most common example) is greater than this value, the silicon can 

no longer be considered non-degenerate and the expressions obtained by 

Reiss et al., do not apply. Since enhanced solubility of gold is 

observed^in degenerate silicon, use of the Reiss et al., expressions by 

the authors cited above is not strictly correct. Equation 6.19 was 

derived without making non-degenerate approximations. As long as K and 
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Ep 2 known for Che case in question, the number of ion-pairs may be 

calculated. Unfortunately, is influenced by a number of ill-understood 

phenomena which occur at heavy doping levels ; however, calculations 

which are certainly more realistic than those available in the literature 

will be presented in section 6.4. 

The Reiss et al. expression for n-type silicon doped with gold is 

briefly derived below in order to illustrate the way in which N. 
pa i r s IS 

affected by the non-degenerate aasumptiona. The law of mass action is 

again used to describe the pairing reaction (see equation 6.15) : 

N . 
p a i r s 

K N 
D 

6.22 

where N (ex) is the concentration of negatively charged gold ions 

in extrinsic silicon. Under non-degenerate conditions the following 

equations are applicable (Grove 1967 p.99 ff) 

n " n^ exp 
^Fex " ^Fi 

kT 
6.23 

pn - n. 6.24 

Under intrinsic conditions (E^ * ^p^), equation 6.5 gives 

"AU • " A u ' i ) - 1 : l A - f I 6.25 

and under extrinsic condition* (E_ » E_ ) 
F Fex 

"Au : *Au (*=) " 1 : *** 

- E. 
ex A 
kT 

6.26 

Thus : 

exp 
Fex 'Fi 

kT 
6.27 

Substituting for the right hand side of this equation from equation 6.23 : 

[ " l u ( 1 ) 1 
6.28 

n. 
1 
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Therefore Che pairing reaction becomes : 
.+ 

K N, 

N . 
pairs 

n 

"i 
6.29 

Since ^Au' condition of charge balance is 

n = Ng + p 6.30 

From equation 6.24 

2 ^ + 2 
n = n hg + nu 6.31 

and: 

n 
"D* + + 4"i 

6.32 

The number of ion-pairs may now be written 

"pairs - ' • 

^0,+ + j/CNo*)" + 4*i' 

2n. 
6.33 

This, or a similar expression, was used by Joshi and Dash (1966), 

Lambert and Reese (1968), Cagnina (1969) and Chon and Gibbons (1975). 

Comparison of equations 6.33 and 6.19 indicate that, if non-degenerate 

assumptions are incorrectly made, the number of ion-pairs increases in 

the manner : 

^airs" 
6.34 

since N (i). If the approximations are not made : 

"pairs » "n exP 
®Fex 'A 

kT 
6.35 
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A comparison of the value of N . obtained by each of these methods 
pairs 

is given in section 6.4. 

The possibility of ion-pairing between interstitial gold and 

substitutional acceptors should also be considered if interstitial gold 

does indeed behave as a shallow donor at the diffusion temperature. In 

the next section, however, it is shown that the ion-pairing constant, K, 

for this case is likely to be very small. Consequently the Fermi-level 

effect on interstitial gold donors in heavily doped p-type silicon is 

expected to be the dominant reaction. 

6.2.2.1 The ion-pairing constant 

The ion-pairing constant, K, in equation 6.13, has been considered 

theoretically in two ways. In their initial formulation of the ion-pairing 

effect, Reiss et al, (1956) modelled the pairing of ionized acceptor and 

ionized donor atoms by considering the host lattice (in this case silicon) 

to be a dielectric continuum, or fluid, in which the ions interacted 

solely through coulombic forces. The pairing constant was derived by 

evaluating the probability that a positive ion was situated within a 

sphere of radius 'a' centred at a given negative ion, where 'a' was the 

nearest neighbour distance of atoms in the lattice. Although the model 

seems to be a simple one, Wiley (1971) has pointed out that difficulties 

arise in solving the integral equation which results from it. In addition, 

ignoring the discrete nature of the host lattice imeans that a most 

important quantity required for evaluating ion-pairing effects - the 

concentration of nearest neighbour pairs in the lattice - is not included 

in the model. 

Wiley (1971), using an approach based on work by Lidiard (1954), 

considers the way in which the interacting ions arrange themselves in order 

to minimise the free energy of the system. The approach is much more 

realistic and it will be used in a following section to calculate the 

ion-pairing constant. Derivation of the expression for the pairing constant 

is presented here for the case of gold acceptor - shallow donor pairs 

since Wiley's consideration, which is for zinc-oxygen pairs in gallium 
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phosphide, differs slightly. 

A thermodynamic relationship for the free energy of the system is used 

(the Gibbs Free Energy equation ) : 

E - IS 6.36 

where E is the internal energy of the system, F is the free energy available 

for reactions, T is the temperature and S is the configurational entropy 

or "disorder" of the system. TS is given by : (Dekker, 1952, p531) 

TS = kT In W 6.37 

where W is the number of distinguishable ways of constructing the system. 

The discrete nature of the silicon host lattice is introduced through W. 

The internal energy, E, of the system is due to the formation of 

coulomb bonded nearest neighbour pairs (e.g. Au-P pairs) ; other 

interactions between unpaired ions are considered not to contribute to 

this energy if the number of pairs, P, is significant. 

2 -Pe' 
6.38 

where & ^ is the dielectric constant of the host (silicon) lattice and 

'a' is the nearest-neighbour separation. 

The entropy term may be obtained by evaluating W. If there are N 

lattice sites, ionised donors, ionised acceptors, P donor-acceptor 

pairs and Z nearest-neighbour lattice-sites to a given lattice site, then 

W is given by 

W 

p-1 

zP (N-25) 

s=0 
PI 

(N - 2P): 

(N-NQ+-N^")I(NQ*-P):(Na" - P)! 

6.39 

It is assumed, in this equation, that unionised gold and phosphorus 

atoms "look like" silicon atoms if they are on a nearest neighbour site to 
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an ionised atom. The possible coulomb repulsion between ionised gold 

donors and ionised shallow donors on nearest neighbour sites is not 

included since, in the presence of a large shallow donor concentration, 

most gold atoms will be in the ionised acceptor state. The first term 

in equation 6.39 is the number of ways of forming the pairs and the second 

term is the number of ways of filling the remaining lattice sites. 

Substituting 6.39 into 6.37 and 6.36, and setting = 0 results in 

the minimum free energy condition. 

Using Stirling's approximation : 

In Nl = N In N - N 6.40 

.22 . _ ._18s 22 18 
and making the approximation that (typically N = 10 and S = 10 ), 
^ dF _ 
when = 0 . 

7 
^ exp ( ) 6.41 

(NQ+-P)(Nj^-P) N 4n%QegjakT 

This equation may be rearranged to resemble the mass action relationship 

expressed in equation 6.13 : 

Z e^ + -
P = N = ̂  exp ( 5 ) (N _P)(N -P) 6.42 

40% t .akT " 
o S I 

thus the pairing constant, K, is given by : 

7 
K = ̂  exp ( ) 6.43 

4T% g .akT 
o*̂ si 

In silicon, Z, the number of "nearest neighbours" is equal to 4, 

(tetrahedral bonding). 

Three effects other than coulomb binding may contribute to the energy 

of the ion-pair. First, the ions may not behave as point charges (equation 

6.38). Inclusion of the possible multiple interactions that this implies 

would be very complex and would probably not affect the outcome greatly since 

the coulomb term is expected to dominate the difference between paired and 

unpaired nearest neighbours. Secondly, covalent bond formation may 

contribute to the problem by enhancing or inhibiting pair formation. This 

is unlikely to have any large effect however, since the classical picture 
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of donor atoms in silicon predicts Chat the bonding electrons assume 

the configuration appropriate to silicon, with the 'extra' electron in 

a bound state with a small binding energy (at a large radius) or in 

the conduction band (ionised). Because of this, covalent bonding is 

unlikely since there is no way for an atom to distinguish whether its 

nearest neighbour is an unionised phosphorus atom or a silicon atom. 

The third consideration is that of the ions interacting via their 

strain fields as well as via their coulombic fields. If one species has 

a much smaller ionic radius than the host lattice atoms and the other 

species has a much larger radius, the lattice strain would be minimised 

if the two ions occupied adjacent lattice sites. In the case of gold 

and phosphorus, this effect may be important since phosphorus atoms are 

smaller than silicon atoms and gold atoms are larger. The result would 

be an increase in the magnitude of K, the pairing constant. 

A similar treatment may be given to the possibility of an ion-pairing 

reaction between a substitutional ion and an interstitial ion. Such a 

reaction might be of importance in gold diffused silicon which is heavily 

doped with shallow acceptors if interstitial gold atoms are shallow donors. 

In this case, the number of ways, W, of constructing the system will be 

different. If the acceptor ion is substitutional and the donor ion is 

the interstitial, there are equivalent positions that the donor may 

occupy to be paired with the substitutional acceptor (analogous to Z 

nearest neighbours in the substitutional-substitutional case). If there 

are sites in the lattice which may be occupied by an interstitial ion, 

then : 

W 

P-1 

"lY (N-2s) 

S=0 

P! 

(N - p): 

I(N^ -P): 

(N. - p): 

(No"-P):(N.-NQ)I 
6.44 

N and P have the same meanings as before. The first term is the number 

of ways of forming the pairs, the second term is the number of ways of 

filling the remaining lattice sites and the third term is the number of 

ways that the remaining donors may be placed in interstitial sites. 

Substituting 6.44 into 6.37 and 6.36, using 6.40 and setting ̂  = 0, 

results in 
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=1 e2 

" N7 ( 4ff,Cg.akT ) 6-45 

where is the appropriate pairing constant. Meek and Seidel (1975) 

have considered the probability of this pairing reaction and conclude 

that Z^, the number of equivalent "nearest neighbour" positions available 

to the interstitial donor when forming a pair with a substitutional 

acceptor, is likely to be the same as for the pairing reaction between 

two substitutional ions (i.e. Z - 4 in silicon) because of the bond 

symmetry. However, the number, N^, of interstitial positions is likely 

to be very large indeed since the diamond lattice of silicon is very open. 

Andersen et al., (1971), have shown experimentally that — 6 x N. Thus 

the value of is probably small and pairing between an interstitial 

ion and a substitutional ion is likely to be a small effect - almost 

certainly masked by the Fermi-level effect. Calculated values of K and 

K. and the resultant N . are given in section 6.4. 

6.2.3 Gold Precipitation and Impurity Complexir.g 

The solubility enhancement effects described above result in gold 

remaining on substitutional lattice sites or residing in the lattice 

interstices. A number of workers, however, have reported precipitates 

and aggregates of gold in heavily doped areas or on crystal defects. 

Such effects can apparently contribute to the "enhancement" of the 

solubility of gold although they are usually indicative of an excessive 

rather than equilibrium amount of gold. The "apparent contribution" 

arises from the radio-tracer measurement technique normally employed 

in gold solubility experiments. Use of this method yields the total 

gold solubility (as a number of 'counts') but can not distinguish between 

electrically active, electrically inactive, substitutional, interstitial 

or precipitated gold. The more subtle method of Rutherford backscattering 

(Buck et al, 1972) may be used to identify the position of gold atoms 

relative to the silicon lattice matrix, although severe limitations are 

imposed by its sensitivity. A brief review of the precipitation effects 

reported in the literature is given below: 

Wilcox, La Chapelle and Forbes (1964) , in studies of gold in heavily 

doped layers, noted that the diffusion of gold through n^ (phosphorus doped) 
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layers was retarded whilst the solubility after "equilibration" was increased. 

Formation of a gold phosphide (AugPg) compound was suggested as a possible 

cause of these two effects. 

Fairfield and Schwuttke (1966) made X-ray topography studies of 

device structures both before and after gold diffusions. Precipitates 

were observed in the n* phosphorus doped regions after gold diffusion. 

Studies as a function of depth indicated that these precipitate were 

confined to a region above the phosphorus junction. Beneath the junction 

a depletion of gold was seen when the results were compared to regions 

which had not been phosphorus diffused. The observed precipitate were 

suggested to be some kind of gold-phosphorus-silicon complex or precipitate. 

Joshi and Dash (1966), whc worked for the same organisation as Fairfield 

and Schwuttke, observed similar precipitates in the T.E.M. Studies were 

made through gold doped, p-type, silicon wafers which were first phosphorus 

diffused on both sides to form shallow junctions. Precipitates were 

observed in the phosphorus diffused areas and at both of the wafer surfaces 

although the elemental gold source was only applied to one side of the 

wafer. The precipitates were suggested to be gcld-phosphorus complexes. 

Wolley and Stickler (1967) also studied and tried to identify 

precipitates in gold diffused wafers which were uniformly phosphorus 

or boron doped, or which had shallow n* phosphorus-diffused layers. 

An interesting feature of their work is that the gold source was not 

an elemental layer applied to the wafer surface. The diffusions were 

carried out by the sealed capsule technique using gold chloride (AuClg) 

as the source. Precipitates were once again observed in the T.E.M. In 

all of the samples gold was found to have precipitated in small quantities 

at or near dislocations, loop type defects and the silicon-silicon dioxide 

interface. In one phosphorus doped sample, a large precipitate was 

identified as gold phosphide (AugP^) by comparing the electron diffraction 

pattern observed from the precipitates with that observed on gold phosphide 

samples prepared in the laboratory. The precipitates in other wafers were 

too small for diffraction patterns to be obtained. In the phosphorus 

diffused (gettered) wafers - where a solid Pg^ source of phosphorus 

was used - small precipitates were seen as well as decorated dislocation 

networks generated during the gettering step. It was suggested that 

most of the gold had precipitated onto the dislocations rather than 
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reacting directly with the phosphorus. 

More recent studies by Meek, Seidel and Cullis (1975) and Cullia (1974), 

using T.E.M. and Rutherford backscattering techniques, have also yielded 

a little information about precipitates in gold-doped shallow diffused 

layers. The presence of precipitates in phosphorus diffused layers was 

indicated by the backstattered counts in the channelling direction. iLarge 

precipitates in boron diffused areas were identified as being "mainly 

gold" which was thought to have aggregated as a result of supersaturation 

during thecooling of the samples. Seidel, Meek and Cullis (1975) also 

observed gold precipitates in areas of ion-implanted damage in gold-doped 

silicon wafers. These results are considered later. Chou and Gibbons 

(1975) also carried out Rutherford backscattering studies of gold doping 

in phosphorus diffused layers. Backscattered counts in the channelling 

direction were, once again, attributed to the probable presence of 

precipitates. 

From the lack of precise numbers It is not possible to determine 

whether gold precipitation contributes to solubility enhancement. However, 

in this work, the effect is not considered in detail since the more 

important features of gold solubility enhancement are shown to be 

explained without further reference to precipitation. 

6.3 Gold Solubility Measurements from the Literature 

Before making any assessment of the large number of results available 

in the literature, a distinction must be made between equilibrium and 

non-equilibrium conditions. Unfortunately, this has not always been done 

in the past and a number of the authors cited in 6.23 have only used 

the equilibrium theories of Fermi-level solubility enhancement and 

ion-pairing to explain their results of gold concentration in diffused 

layers. In general, gold solubility inferred from any of the experiments 

carried out on gold interaction with diffused and ion-implanted layers 

could be non-equilibrium and although the Fermi-level and ion-pairing 

effects may be linked with - and used to explain - the segregation of gold 

into such layers, the observed results may not safely be used as 

indications of the equilibrium solubility of gold. In cases where 

diffused layers have been saturated with gold, the gold concentration can 
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be much higher than the expected equilibrium solubility limit. This is 

probably due to excesses of other point and line defects which react with 

the gold atoms. Such phenomena are discussed In more detail in section 

6.5 which deals with the segregation of gold into heavily doped areas. 

In this section, the equilibrium gold solubility results are distinguished 

from the non-equilibrium ones. There are, in fact, very few measurements 

which may be taken as a true indication of the equilibrium solubility of 

gold in intrinsic or heavily doped silicon. Even these must be interpreted 

with some care since the results obtained may reflect poor experimental 

procedures. In addition, there are still unresolved problems relating 

to the ratio of interstitial to substitutional gold atoms, which ought 

to be considered in radio-tracer experiments which cannot distinguish 

between gold atoms of various charge states residing in various lattice 

locations. Amongst the few theoretical considerations of gold solubility 

phenomena there are inconsistencies and disagreements. In the section 

following this,(6.4), an attempt is made to explain how different theories 

can apparently each give the "right answer" for different experiments. 

True "equilibrium" measurements of gold solubility have been 

attempted by the following authors : Collins, Carlson and Gallagher (1957); 

Struthers (1956 and 1957); Boltaks, Kulikov and IMalkovich (1960); Sprokel 

and Fairfield (1965); Bullis and Streiter (1968) ; Dorward and Kirkaldy 

(1963 and 1969) ; Cagnina (1969); Yoshida and Saito (1970); Huntley and 

Willoughby (1973); O'Shaughnessey, Barber, Thompson and Heasell (1974); 

and Brown, Jones and Willoughby (1975). Measurements of saturated gold 

concentrations in shallow phosphorus and boron diffused layers have been 

presented by Wilcox, La Chapelle and Forbes (1964); Joshi and Dash (1966); 

Chou and Gibbons (1975); and Meek, Seidel and Cullis (1975). In addition 

there are approximately twenty papers concerning gold in diffused layers 

which are not listed here since the gold concentrations were not saturated -

these results are reviewed in section 6.5. 

The first list of papers will be considered here. 

Since, as has been discussed in chapter 3, the diffusion of gold into 

thin wafers results in a U-shaped depth profile - indicative of some non-

equilibrium effect at the surface - care must be exercised so that when 
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carrying out gold solubility experiments by diffusion to saturation, the 

non-equilibrium areas near the surface are not included. In early 

measurements of gold solubility, it is very unlikely that this was done. 

The results by Struthers, Collins et al, and Boltaks et al., for intrinsic 

silicon, which are shown in figure 6.1, fall into this category and, 

therefore, must only be taken as indicative of the trend in gold solubility 

in intrinsic silicon. There is some doubt as to whether some authors 

(including those just cited) ensured that the samples had been diffused 

for long enough for equilibration to have occurred. Points in Figure 6.1 

due to Sprokel and Fairfield (1965) and Yoshida and Saito (1970) fall 

into this category. 

Data for gold solubility in intrinsic silicon which should be more 

reliable is shown in figure 6.2. These points, due to Cagnina (1969), 

O'Shaughnessey et al. (1974), and Brown et al. (1975), are to be 

discussed in detail since these authors have also carried out measurements 

of gold solubility in extrinsic silicon. It is reasonable to assume that 

these results reflect values of the solid solubility of the substitutional 

gold species in intrinsic silicon by inference from the results of 

Wilcox and La Chapelle (1964) which are discussed in chapter 3. 

Adamic and McNamara (1964) showed that gold was more soluble in 

heavily doped n-type regions of device structures, but not in heavily 

doped p-type regions. Subsequently several authors presented results 

showing the higher solubility of gold in phosphorus diffused layers of 

silicon. Joshi and Dash (1966) observed higher gold concentrations 

in phosphorus diffused layers and invoked the "Fermi-level" and "ion-

pairing" effects as probable causes. The first attempt to measure the 

actual increase in the equilibrium solubility of gold in low resistivity 

silicon was made by Bullis and Streiter (1968). wes diffused to 

saturation in arsenic doped wafers of 0.2 - 0.3Jl,cm and 4 - 6 j&cm. 

The diffused gold was then neutron activated and the total gold 

concentrations in the wafers were measured after removal of lO^m of 

silicon from each face. It is more than likely that removal of only 

lO^m of silicon was not enough to get rid of the surface tip-up regions 

and for this reason these results, which show a large scatter, can not 

be considered accurate. Bullis and Streiter did not observe any higher 

gold solubility in the more heavily arsenic doped wafers; however, 

at concentrations of = 3 x 10^^ atoms/c.c., (= 0.2J&cm.), solubility 
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enhancement would not be expected because at the diffusion temperatures 

( 1000°C) the samples would be intrinsic (n.^10^^ carriers/cc 

10 carriers/cc). 

Cagnina (1969) made a more careful study of the solubility of gold 

by diffusion into lightly doped and heavily phosphorus and arsenic 

doped silicon wafers. In these experiments, after gold equilibration, 

6gpm of silicon was removed from each face of the wafers which were also 

subjected to boiling in a special solution to dissolve surface plated 

gold. The removal of 6^pm of silicon is probably adequate since gold 

profiles presented in chapter 9 of this work indicate that the tip-up 

region is usually within SO^m of the surface (radio-tracer profiles 

obtained by Huntley and Willoughby - chapter 3 - show similar results). 

The dissolution of surface gold has proved to be a problem in radio-

tracer studies of gold diffusion because a substantial amount of the 

gold removed into solution by chemically etching a layer of silicon 

can be plated back on to the wafer surface and cause a spuriously high 

gold concentration to be measured in the remainder of the wafer. The 

result of Cagnina's experiments at 1100°C and 1000°C are shown in 

figure 6.3. It is interesting to note that phosphorus and arsenic 

doping yield a different gold solubility. 

Dorward and Kirkaldy (1968) measured the solubility of gold in 

intrinsic (ZOOOJicm) silicon wafers. In the experimental details there 

is no evidence that the surface tip-up region was removed before the 

gold concentrations were measured by neutron activation. Thus, these 

results must be treated with some caution. The values for gold 

solubility in intrinsic silicon are also included in figure 6.1. A 

second paper by Dorward and Kirkaldy in 1969 reported a measurement of 

gold solubility at 1000°C in silicon doped with 1 x 10^^ atoms/cc 

of boron. Comparison of this result with.that obtained in intrinsic 

silicon indicated that the solubility had decreased by 40% as a result 

of the heavy doping. A rough calculation based on tha Fermi-level 

effect was used to show that this result was not unreasonable - a fact 

disputed by Brown et al. (1975), who measured small solubility 

enhancements in heavily boron-doped silicon wafers (9 x 10^^ atoms/cc 

boron) over a range of temperatures. It will be shown in the next 
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section, that both solubility enhancement in silicon doped with 9 x 10*^ 

atoms/cc of boron and solubility reduction in silicon doped with 1 x 10*^ 

atoma/cc of boron are not inconsistent in terms of the Fermi-level effect, 

however the magnitude of Dorward and Kirkaldy's result is greater than 

would be expected and is probably due to incomplete equilibration. Brown 

et al. noted that the time taken for equilibration in heavily boron doped 

silicon was much longer than for equilibration in intrinsic silicon. A 

similar observation was made by Cagnina (1969) in his work on heavily doped 

n-type silicon. 

O'Shaughnessey et al. (1974) and Brown et al.(1975 mentioned above) 

have carried out the most reliable measurements of gold solubility in 

heavily doped n-type and p-type silicon respectively. However, there are 

a number of aspects of both works which are open to some discussion. These 

will be dealt with here since they have a bearing on the theoretical results 

presented in the next section. 

The results, obtained by O'Shaughnessey et al. of gold solubility in 

heavily doped silicon wafers, are shown in figures 6.4 and 6.5. The first 

of the diagrams illustrates the absolute values of solubility in lightly 

doped (5.5 x 10^^ phosphorus atoma/cc) and heavily doped (4 x 10^^ 

phosphorus atoms/cc) wafers, and the second shows the solubility 

enhancement factor as defined in section 6.2.1. Ehe line plotted in this 

latter diagram is the calculated value obtained by O'Shaughnessey et al. 

using a model of monovalent gold energy levels the positions of which vary 

in proportion to the variation of the silicon energy band-gap with temperature 

(see section 4.3.2). The effects of the temperature variation and 

degeneracies of the gold energy levels are discussed in the next section. 

The position of the Fermi-level in the heavily doped wafers at the diffusion 

temperature was calculated using a band model which made allowances for 

heavy doping effects such as impurity banding and band-edge taling - these 

effects are also considered briefly in the next section. It is worth 

noting that O'Shaughnessey et al. took care to avoid another cause of 

inaccuracy in gold solubility measurements - namely the loss of gold from 

the bulk of the silicon wafer during cooling from the equilibration 

temperature. As shown in figure 6.1, the gold solubility becomes lower 

as temperature becomes lower. This suggests that, since gold is a very fast 
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diffuser (see chapter 3 ), appreciable redistribution of gold between the 

bulk and surface of a thin silicon wafer may occur during cooling. To 

avoid this equilibration was carried out in a nitrogen ambient and the 

samples were then oxidised in-situ to form 1000 A of silicon dioxide 

before removing them from the furnace. O'Shaughnessey et al. have shown 

in another paper (O'Shaughnessey, Barber and Heasell, 1976) that this has 

the effects 

(a) of removing excess gold from the silicon surface and 

(b) of preventing out-diffusion of gold from the silicon bulk. 

Care was also taken to ensure that equilibration had indeed occurred by 

measuring the gold concentration as a function of diffusion time. 

The main criticism of O'Shaughnessey et al's analysis of their results, 

is their rejection of the possible occurrence of ion-pairing. In both 

the data shown in figure 6.5 and in measurements of gold solubility 

enhancement in a shallow phosphorus diffused layer with a mean phosphorus 
20 

concentration of 5 x 10 atoma/cc, a difference between the predicted 

and the measured enhancement factor was noted. The measured values were 

consistently higher. Measurements of the effect of gold on the resistivity 

of silicon initially doped with 5 x 10^^ and 4.5 x 10^^ atoms/cc of 

phosphorus were shown to "agree" (although not vary welll) with theoretical 

results of Thurber et al. (1973). This was taken as an indication that 

ion-pairing and compound formation could be ruled out ; however, the 

phosphorus concentrations in these samples were imuch too low for the 

ion-pairing effect to be significant (5 orders of magnitude too low!) 

and discrepancies in the work of Thurber et al. (which are pointed out 

in their paper) were ignored by O'Shaughnessey et aL (see chapter 7 for a 

detailed consideration of the effect of gold on the resistivity in silicon). 

In the next section it is shown that ion-pairing is, in fact, 

dominant in the result of the shallow phosphorus diffused layer and not 
19 

insignificant at 4 x 10 atoms/cc of phosphorus. 

The results of Brown et al. (1975), for p-type silicon doped with 1 x 10^^ 
19 

and 9 x 10 atoma/cc of boron are shown in figures 6.6 and 6.7. The solid 

line drawn through the results in figure 6/7 is taken from Brown et al's 

calculated values of solubility enhancement using a model trivalent gold with 

energy levels remaining a fixed distance from the conducted band edge as 
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temperature varies. This degeneracy model, proposed by Brown et al., 

is the one favoured by this author in the light of a comparison of theoretical 

results presented in this and the next chapter. The Fermi-level in Brown 

et al's calculations was obtained graphically from values of the Fermi-

integral (Blakemore, 1962) without making allowances for heavy doping effects, 

although this point is made in their paper. Once again very careful 

experimental procedures were used to ensure equilibration and the samples 

were quenched after annealing to prevent out-diffusion of gold. Measurements 

of the gold profiles through the wafers were made to avoid inclusion of 

the surface tip-up region in the final results. The theoretical solubility 

enhancement calculated by Brown et al., was dbtained by assuming that the 

only interaction between gold and boron was via the Fermi-level effect. 

Ion-pairing was ruled out by a rough calculation based on Cagnina's values 

of the pairing constant between phosphorus and gold. In fact, the gold-

boron pairing constant is larger than the gold phosphorus one (see section 

6.4) so in this case Brown et al's result was fortuitous. The reason for 

gold-boron pairing being a small effect is shown in Section 6.4 to be due 

to the small relative densities of positively ionised gold atoms to 

negatively charged boron atoms, fhe factor which was ignored but which 

could be dominant in the results is the Fermi-level solubility enhancement 

effect on interstitial gold atoms if they behave as shallow donors. 

The possibility of this has been discussed in section 4.4.2 idhere the 

strong evidence for positively charged interstitial gold obtained by 

Boltaks et al (1961) was mentioned. It is paradoxical that Brown et al. 

used this very possibility to explain why the rate of change of gold 

concentration was slower in heavily boron-doped silicon than in intrinsic 

silicon and yet ignored it in their solubility enhancement theory. 

Calculations presented in section 6.4 include this possible effect. 

Comparison of O'Shaughnessey et al's, and Brown et al's results for 

intrinsic silicon (in figure 6.2) indicates that, despite the care taken 

to ensure total equilibration of the samples with gold, undersaturation 

in the former results may have occurred. 

6.4 Calculations of Gold Solubility Enhancement 

In this section, the models for gold solubility enhancement, which were 
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developed in 6.1 are evaluated for heavily doped p-type and n-type silicon. 

The solubility enhancement of gold in heavily phosphorus doped silicon Is 

considered in the greatest detail since the development of a model which 

predicts the gettering effect of shallow phosphorus diffused layers is one 

of the prime objects of this work. 

Solution of equations 6.6, 6.10, 6.21, 6.23, 6.43 and 6.45 requires 

knowledge of several parameters in silicon at the diffusion temperature. 

These are : the positions of the Fermi level in intrinsic and extrinsic 

silicon, the magnitude of the ion pairing constant between gold and the 

dopant of interest and the gold energy level positions and degeneracies. 

6.4.1 The Fermi level in intrinsic silicon at high temperatures 

In intrinsic non-degenerate silicon, the Fermi level is given by : 

(Blakemore,1962, p 95) 

. i 
E( 

%Fi " 2* + k? 1" 

N 

N 

where the symbols have the previously defined meanings. N and are 

given by: (Blakemore p 79) 

2inn̂  kT 
N = 2 
V 

N = 2 
c 

Pmn kT e 

3/2 

3/2 

where m and m. are the density of states effective masses of holes and 

electrons in the appropriate energy bands. 

6.47 

6.48 

6.49 

Equation 6.47 becomes : 

Ti 
_ + kT In 

m 

3/4 

If, at the diffusion temperature and N , the position of 

may be calculated if E , mi and m are known. The condition n.<N and 
g n e 1 c 

N , which ensures that the silicon is nondegenerate, is fulfilled below 

1400°K (see figure 6.8). 

6.50 

107 



The value of the silicon energy band gap may be obtained by 

extrapolation of the data of MacFarlane et al.(1958), who indicate that 

the variation of Eg with temperature is linear above 300°K (see section 

4.3.1) and obeys the relationship : 

Eg(T) = 1.205 - 2.8 X lo'^.T 6.51 

The behaviour of m and as T varies is only tabulated up to 

600°K. Stradling and Zhukov (1966), Ulkhanov and Mal'gtev (1964) and 

Barber (1967) found that m and both increase with temperature up to 

this limit. No data are available for higher temperatures, however 

Barber (1967) suggests that for higher temperatures and N are 

inversely proportional to the energy band gap Eg. Using this assumption, 

and the values of Eg, m and m^ at 300°K (1.121 eV, 1.18m and 0.81 in̂  

respectively, where m " electron rest mass) 

mg(T) 

*h(T) 

2/3 

.m_ 
1.4369 

2/3 

.m 

K 
2' 

2/3 

.m_ 
0.8172 

2/3 

.m_ 

6.52 

6.53 

The accuracy of this approximation may be tested by calculating the 

intrinsic carrier concentration, n^, and comparing the result with 

measured values of n^ from Morin and Maita (1954). This has been done 

by Jain and Overstraeten (1974) and the result, which indicates good 

agreement, is shown in figure 6.9. Equation 6.50 may be evaluated using 

6.52 and 6.53. 

6.4.2 The Fermi-level in extrinsic silicon at high temperatures 

Ih^ Fermi level in extrinsic silicon may be obtained by solution of 

the charge balance equation for the system : 
+ 

n + N. p + N_ 6.55 

(This method is used and discussed fully in chapter 7). For nondegenerate 

situations Boltzmann statistics are used so that : 

6.56 n = N exp 
kT 
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In the examples of interest here, solubility enhancement of gold is only 

observed in very heavily doped layers. In such situations the doping 

concentration is close to or greater than the density of available quantum 

states and Boltzmann statistics may not be used. Equation 6.56 assumes the 

form obtained when Fermi-Dirac statistics are used : 

! 

«F -
kT 6.57 

wherejti is the Fermi integral of order (When E - Elg>kT, the 

Fermi integral^Ej(2) approximates to the Bcltzmann form : exp Bullis 

(1966) and Brown et al.(1975) used this equation to obtain the extrinsic 

Fermi level for calculations of gold solubility enhancement. Other authors 

(Joshi and Dash, 1966; Dorwark and Kirkaldy, 1969; Cagnina, 1969 ; Chou 

and Gibbons, 1975) have only used the Boltzmann approximation. 

Unfortunately the situation for heavy doping is further complicated 

by a departure of the energy dependence of N or N , from the normal E& 

relationship (Nichols and Vernon, p 77). This makes direct use of 

equation 6.57 invalid. At high impurity concentrations, interactions 

between ionised impurity atoms (Np* or ) and free carriers (n or p) 

can change the crystal properties. The result is a deformation of the 

majority carrier band-edge known as 'band-edge tailing'. This effect 

is illustrated schematically in figure 6.10. 

normal parabolic 
band. 

ytJtair 

shallow 
level. 

N' 

Figure 6.10. Conduction band edge tailing at high doping concentrations 
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In addition to this effect, coulombic interaction between the ionised 

dopant atoms also becomes significant, resulting in the discrete impurity 

energy levels splitting into a continuous impurity band. Kleppinger and 

Lindholm (1971) in calculations of this effect have shown that in heavily 

phosphorus doped silicon the impurity band merges with the conduction 

band. As a result the ionisation energy of the phosphorus atoms is 

reduced to zero. 

The band edge tailing and impurity banding effects have been considered 

in detail by Kane (1963), Bonch-Bruyevich (1966) and Fistul (1969). Jain 

and Overstraeten (1974) have calculated the position of the Fermi level 

in phosphorus doped silicon in the temperature range 900 - 1200°C, using 

Kane's equation for band edge tailing and an expression due to Morgan 

(1965) for the density of states in the impurity band. It is particularly 

interesting to note that, even at extremely high phosphorus concentrations 
22 

(10 atoma/cc), the predicted Fermi level still lies within the silicon 

energy band gap whereas equation 6.57 predicts & value which lies above 

the conduction band edge. 

In calculations of the solubility of gbld in heavily phosphorus doped 

silicon presented here, the Fermi level values predicted by Jain and 

Ob%r8traeten are used. 

6.4.3 Evaluation of the ion-pairing constant 

The ion-pairing constants in silicon between gold and phosphorus, 

gold and arsenic and gold and boron have been evaluated using equation 

6.43. 

The nearest neighbour distance, a, was t^ken to be the sum of the 

atomic radii of the paired atoma; values given by Wolf (1969) and Van 

Vechten and Phillips (1970) were used. The value of N, the density of 
22 o 

lattice sites is equal to 5 x 10 /cc at 300 K and an allowance for 

thermal expansion was made using a volume expansion coefficient of 
- 6 

6.99 X 10 per degree centigrade (Wolf, 1969). 

The dielectric constant, 6gi, presents a problem since the validity 
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of using the macroscopic value to describe the microscopic interaction 

between two ions on nearest neighbour lattice Bites is questionable. 

Srinivasan (1969) has calculated the microscopic dielectric constant 

in silicon and shows that it reaches its macroscopic value within one 

nearest-neighbour distance. On the basis of this result, the 

macroscopic value = 11.7) has been used, although the effect of 

reducing it, which is also illustrated, can be large since it appears 

inside an exponential in equation 6.43. Values of obtained with 

g ^ = 11.7 for the gold-phosphorus pairing reaction result in a much 

better fit to experimental data than those obtained using a smaller 

c . and hence a larger K . 
C SI ° p 

The values of K obtained using various parameters are summarised 

in table 6.1: 

Pairing 
Ions 

Atomic 
Radii 

0 
A 

Temperature 
°K 

2 si K cm"^ 
P ' 

A n + Au " 1.5 1273 11.7 5.762 X 10 

P " 1.128 1373 11.7 4.225 X 10 

1473 11.7 
-21 

3.232 X 10 

1273 8.0 
-20 

3.0 X 10 

AE + A + 
s Au = 1.5 1273 11.7 5.304 X ICT^I AE + A + 
s 

Ag " 1.18 1373 11.7 3.669 X 10"21 Ag " 1.18 

1473 11.7 2.834 X loT^l 

+ — Au + B Au " 1.5 

B = 0.88 1 

1273 11.7 
-21 

9 X 10 ^ 

Table 6.1 Ion Pairing Constants in Silicon 

The difference in pairing constant between gold amd phosphorus and 

gold and arsenic goes some way to explaining the difference in Cagnina's 

111 



(1969) measurements of gold solubility in phosphorus and arsenic doped 

silicon (see figure 6.3). The pairing constant between positively charged 

gold and negatively charged boron 6 much larger than that between 

negatively charged gold and positively charged phosphorus; however, 

for the same boron or phosphorus concentration *Gd the overall 

effect between gold and boron is negligible (see fig^^e 6.26 ). 

6.4.4 Ikmmrks on published solubility enhancement calculations 

Most theoretical treatments of the solubility enhancement of gold in 

heavily doped silicon have either incorrectly used non-degenerate 

assumptions (see 6.2.2) or have not included the band tailing and impurity 

banding effects in obtaining . The notable exceptions are O'Shaughnessey 

et al.(1975) and Meek and Seidel (1975). The former authors, whose 

work has already been reviewed in 6.3, only calculated the gold solubility 
19 

enhancement for a phosphrous concentration of 4 x 10 atoma/cc with one 

gold energy level and degeneracy model : they gave no details of the values 

or the method used to calculate . Ion-pairing was ruled out despite the 

theoretical values falling short of the measured values (see figure 6.5). 

Mbek and Seidel, using a Mass Action approach to the Fermi level and 

ion-pairing effects, employed the electron and hole activity coefficients 

predicted by Hwang and ]&r&ws (1971) which included band tailing and 

impurity banding effects. Meek and Seldel's model, however, is open 

to considerable criticism since it was assumed that all of the gold was 

negatively charged at the diffusion temperature - even in heavily doped 

p-type silicon where gold would be expected to be predominantly ionised 

as a donor. No details of the gold energy levels are given either. 

The assumption that all gold was negatively charged was nade because 

in Meek and Seidel's calculations, when all of the charge states of gold 

ŵ r̂e allowed, a considerable solubility enhancement in p-type (boron 

doped) silicon was predicted despite experimental evidence to the contrary. 

The factor which was not appreciated by any of the authors cited, is 

the sensitivity of the predicted enhancements both to the position of 

the Fermi-level in the heavily doped material and especially to 

the positions and degeneracies of the gold energy levels at the diffusion 
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temperature. If all of the gold charge states are included. It is still 

possible to predict experimentally observed gold solubility enhancements 

providing the "correct" gold energy levels and degeneracies are used. 

Valid comparison of the various gold energy level models can only be inade 

if the Fermi level, is identical in each case. In order to 

compare the effects of the various gold energy level and degeneracy models 

without any constraint due to the actual position of the results 

of the Fermi-level-solubility-enhancement calculations are initially 

presented as a function of the Fermi level position. Bp will, of 

course, range from close to the valence band edge in heavily doped p-type 

silicon to the conduction band edge in heavily doped n-type silicon. 

Ion pairing effects, which require values of ^ and the corresponding 

ionised shallow dopant density (equation 6.19) may also be compared 

provided the same values are used in each case. 

The Fermi-level solubility enhancement results are presented first 

and only those models which do not actually contradict experimental 

evidence are subsequently used in the ion pairing calculations. 

6.4.5 "Fermi level effect" solubility enhancement 

The gold energy level and degeneracy mmidels which are to be considered 

have been described in chapter 4. It is assumed here that the gold 

energy levels remain discrete and that the energy level temperature 

dependence models may be extrapolated to elevated temperatures. The 

positions of each gold level may be separately considered to remain 

fixed to fixed to E^, or to vary in proportion to E as temperature 

varies. It is not necessary to carry out calculations for every possible 

combination of these models, since in heavily doped n-type material the 

solubility enhancement is virtually unaffected by small variations in the 

position of the gold donor level and in heavily doped p-type material 

the solubility enhancement is virtually unaffected by small variations 

in the position of the gold acceptor level. In heavily doped n-type 

material the same solubility enhancement would be obtained if both gold 

levels are fixed to E or if only the gold acceptor is fixed to 
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The calculations have been carried out for the following models of 

temperature dependence : 

A 

B 

C 

Both gold levels vary in proportion to E (T) 

Both gold levels are fixed to E 

Both gold levels are fixed to E 
V 

Combinations such as one level obeying model A and the other level 

obeying model B Aay be inferred from these results. 

Each of the models was additionally subdivided by considering the 

various degeneracy factors which could be associated with each gold 

energy level (chapter 4). These are : 

(1) Gold monovalent : g^ = 2/3, g^ » 1/4 

(2) Gold monovalent with split-off valence band included 

in obtaining degeneracies : g^ = 4/3, g^" 3/4 

(3) Gold trivalent : g^ = 4, g^" 3/2 

(4) Gold trivalent with split-off band included : 

SA " 8% = 5/2" 

The gold energy levels for each model were extrapolated from the 0°K 

values given by Engstrom and Grimmeiss (1975) and Wong and Penchina (1975) -

see chapter 4. 

In the results presented in figures 6.11 to 6.17, the models and 

degeneracies are designated by the identifying numbers given above (e.g. 

A1 " both gold levels vary in proportion to Eg(T), degeneracies : g^ = 2/3, 

gg = 1/4). 

The figures illustrate the Fermi level solubility enhancement effects 

for these models as follows : 

1273°K 

1273°K 

1373°K 

1373°K 

1473°K 
14 73°K 
1273°K 

Fig 6.11 Al, 2, 3, 4. 

Fig 6.12 Bl, 2, 3, 4. 

Fig 6.13 Al, 2, 3, 4. 

Fig 6.14 Bl, 2, 3, 4. 

Fig 
Fig 
Fig 

6.15 
6.16 
6.17 CI, 2, 3, 

4. 
4 # 
4. 
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A Levels vary E (T 
B Levels vary gg 

C Levels vary 
V 

Sa 
1: 2/3 

2: 4/3 

3: 4 

4: 6 

1/4 

3/4 

3/2 

5/2 
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variee. See text for degeneracy valuea* ^ 
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The cross over point of the curves in each figure occurs at the 

intrinsic Fermi level position for that temperature. There is no 

solubility enhancement, of course, for the intrinsic case. The zeino 

of the energy scale is at the valence band edge and the position of the 

conduction band edge, E , is marked on each diagram. 

Comparison of figures 6.11, 6.12, and 6.17, in tha light of the 

well documented experimental results, allows certain of the models 

to be rejected. The relevant experimental information is : significant 

gold solubility enhancement occurs in uniformly, heavily doped n-type 

silicon ; very large solubility enhancements are noted in shallow diffused, 

highly doped phosphorus layers ; only a very small solubility enhancement 

has been observed in uniformly heavily doped p-type silicon amd in some 

experiments a solubility depression has been imeasured. The models which 

can be rejected immediately since they predict large solubility 

enhancements in p-type silicon are : A3 and A4, CI, C2, C3 and C4. 

Models B1 and B2 can also be rejected since they predict a very large 

solubility depression in heavily doped p-type silicon, which although 

in accord with the results of Dorward and Kirkaldy (1969) are contrary 

to the more reliable results of Brown et al. 

Figure 6.18 compares models Al and B3 since they are the ones used 

by O'Shaughnessey et al.and Brown et al.respectively. It is particularly 

interesting to note that these two models predict an almost identical 

solubility enhancement at every position of although neither author 

realised this because they had obtained fith different models. 
Fex 

Figure 6.19 illustrates the Fermi level solubility enhancement 

of interstitial gold if it behaves as a shallow donor at Che diffusion 

temperature. The precise position of the shallow energy level is not a 

critical parameter in this calculation provided it is close to E . 

Quite large enhancements are predicted when Bp % is close to (p-type 

silicon). An accurate calculation of the enhancement expected for 
19 

silicon doped with 9 x 10 boron atoma/cc (as used by Brcwn et alj 

requires knowledge of E ^ at this doping concentration. No values 

are available in the literature, however an approximate calculation 

based on a value of inferred from the results of Jain and Overstraeten 
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(1974) for phosphorus doped silicon may be made. The ratio of inter-

stitial to substituional gold at the solubility limit was taken from 

the data of Wilcox et al,(1964) - see chapter 3. Figure 6.20 illustrates 

the overall Fermi-level solubility enhancement due to both interstitial and 

substitutional gold compared to the results of Brown et al. (Model B3 

was used for the substitutional gold species). A surprisingly close 

fit between the calculated and observed results is obtained considering 

the way in which was determined. If interstitial gold is a shallow 

donor, then it is almost certainly the main c&use of the solubility 

enhancement observed by Brown et al. A boron-gold pairing effect which 

could add to this enhancement is shown in figure 6.26 to be negligible. 

An attempt to solve the problem of which gold species is responsible 

for the observed enhancement in boron doped silicon is described in 

chapter 8. 

6.4.6 Ion-Pairing Calculations 

Using values of the Fermi level which were calculated by Jain and 

Overstraeten (1974) the ion pairing effect on gold solubility has been 

determined. The values obtained at 1273°K due to pairing between gold 

and phosphorus are shown in figures 6.21 and 6.22. Tha solubility 

enhancement is plotted against the ionised phosphorus concentration 

for models Al, 2, 3, and 4 in figure 6.21 and for models Bl, 2, 3, and 

4 in figure 6.22. (Models A3 and 4 and Bl and 2 have already been 

rejected but are included here for comparison). The trends illustrated 

at this temperature are applicable to other diffusion temperatures 

of interest. It should be noted that N * = N^^°^*^when the impurity 
P P 

band merges with E . 

If gold is monovalent with its energy levels varying in proportion 

to E (T), the enhancement due to ion-pairing is only slightly higher 

than if the trivalent model with the gold energy levels fixed to E 

is used. As there is only a small difference between these models, 

in both the Fermi-level and ion-pairing effects, model B3 only is used 

in the results which follow. 

Figure 6.23 illustrates the effects of varying the pairing constant 
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at 1273°K using model B3. Curve number 3 on this figure is for the 

same pairing constant used in figures 6.21 and 6.22. 

Figure 6.24 contrasts the predicted solubility enhancement obtained 

in this work with that obtained using equation 6.33 where non-degenerate 

assumptions were made ; the predicted enhancement, at high phosphorus 

concentrations is much higher in this caae. 

Figure 6.25 compares the ion pairing enhancement in phosphorus doped 

and arsenic doped silicon. The predicted enhancement due to arsenic 

is 80% of that due to phosphorus whereas Cagnina (1969) measured an 

enhancement 60% of that due to phosphorus; a small error in could 

easily explain the difference between the value calculated here and the 

value measured by Cagnina. 

Figure 6.26 illustrates the predicted ion-pairing effect in boron doped 

silicon. Despite the higher value of the gold-boron pairing constant the 

predicted effect is insignificant even at the solid solubility limit of 
20 

boron in silicon (4 x 10 atoms/cc, Trumbore 1960). The gold solubility 

enhancement in boron doped silicon which is shown in figure 6.20 will 

not be affected by ion pairing. 

6.4.7 Total solubility enhancement in phosphorus doped silicon 

The total gold solubility enhancement factor in heavily phosphorus 

doped silicon is illustrated for three different temperatures in 

figures 6.27, 6.28 and 6.29. In all cases the imodel used is that of 

trivalent gold with its energy levels fixed to E (Model B3). Results 

obtained with models Al, A2 and B4 are not substantially different. 

Experimental results obtained by Cagnina (1969) and O'Shaughnessey et al. 
19 

(1975) in uniformly phosphorus doped wafers in the range 1 x 10 to 
20 

10 phosphorus atoms/cc are also plotted on these diagrams. A very close 

correspondence between the measured and predicted values is apparent. 

The other experimental values, which were obtained in shallow diffused 

phosphorus regions, will be discussed later. 

These figures also indicate the solubility enhancement due to th^ Fermi 

level effect alone. Ion pairing can be seen to be the dominant reaction. 
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even at fairly low solubility enhancements. The total enhancement Chat 

would be predicted if the pairing constant between phosphorus and gold iwere 

# 5 X 10 cm ^ is shown on figure 4.27. A much higher overall 

solubility enhancement, which does not fit the measured results on 

uniformly doped silicon, is obtained. The results from phosphorus 

diffused layers do lie close to this line, however it will be shown in 

a following section that these enhancements are probably dominated &y 

a further effect, (see 6.5.2. ff). 

Comparison of figures 6.27, 6.28 and 6.29 shows that the solubility 

enhancement for a given phosphorus concentration is much greater at the 

lower temperatures. Figure 6.30 illustrates the actual gold concentrations 

at the solubility limit as a function of phosphorus concentration at 

various temperatures. The gold solubilities in intrinsic silicon were 

taken from the data of Brown et al,(1975). Despite the greater 

enhancement at lower temperatures the overall solubility is similar 

because of the lower intrinsic solubility at lower temperatures. 

It should be pointed out that by careful choice of the positions of 

the gold energy levels, their degeneracies and the ion pairing constant, 

almost any model could be made to fit the experimental results. The 

fact that there is good experimental evidence at lower temperatures for 

the gold energy levels being fixed to E^, coupled with the fact that 

the trivalent degeneracies also provide a good fit to the resistivity 

data presented in chapter 7,must lend strong weight to the model used 

here. 

6.5 Gettering of Gold 

The gfeatly increased solubility of gold in phosphorus doped or 

crystallographically damaged areas of silicon results in a redistribution 

of gold present in a wafer when such a region is introduced. The 

phenomenon, whereby an impurity such as gold may become trapped in a 

localised area of a wafer, is known as gettering. As gold is a\M#7 

effective reconbinatioa*centre in both n-type and p-type silicon, keeping 

its concentration to a minimum is very important for devices where high 
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minority carrier lifetime is desired. In this application, gettering 

techniques applied on the opposite side of a silicon wafer to the active 

devices are of the greatest technological importance. Paradoxically, 

the gettering effect presents serious problems to the manufacturers of 

fast switching and power devices where gold, deliberately added as a 

minority carrier lifetime "killer", is undesirably segregated into heavily 

doped n-type regions of the devices. A better understanding of the 

gettering effect would clearly be of benefit in both cases. 

The three techniques which have been reported for gettering are : 

phosphorus diffusion, ion-implantation damage or mechanical damage 

all applied to the tack surface of the silicon wafer. It is proposed to 

consider the phosphrous diffusion gettering effect in some detail here 

since it is felt that this process offers the most reproducible and 

effective removal of accidental gold contamination. In addition,it is 

the unwanted effect of phosphorus gettering that 

generally results in difficulties when deliberate gold doping of devices 

is required. 

Gold is not the only undesirable lifetime killer found in silicon 

wafers ; copper, iron, nickel, cobalt, and platinum are also a problem. 

Gold, however, is by far the most ubiquitous contaminant, especially 

in high temperature furnace tubes where, unlike other metals, it does 

not oxidise and become 'harmless'. Any gettering process must be aimed 

particularly at the removal of gold. 

There is a large amou^b of data on gettering available in the 

literature. It is not proposed to review these papers in very great 

detail, rather an attempt is made to elucidate the phosphorus gettering 

process by considering aspects of the mechanism which have been ignored 

in previous works. Experimental results which are presented in chapter 8 

of fhis thesis confirm the more important aspects of the dynamics of the 

model described here. It will become c^ear from this model, that by 

understanding what happens during the getteriag process - rather than 

just obtaining the desired result empirically - more efficient use may 

be made of it. 
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6.5.1 Brief review of literature oA gettetî ig 

Reports of gold gettering effects may be divided into two categories. 

Those which measure gettering of deliberately contaminated wafers which 

contain a large amount of gold and those which only measure gettering 

of very small quantities of gold more typical of unwanted contamination 

levels. The latter type of measurement presents problems of experimental 
12 

technique because detection of gold concentrations of the order of 10 

atoms/cc is necessary. Neutron activation analysis offers the only 

reliable method for doing this provided large enough sample volumes can 

be obtained. Experiments which require detection of deliberately added 

gold may be carried out with radio-tracer gold isotopes or, at gold 

concentrations above 10 atoms/cc, Rutherford backscattering may be 

used. The effect of gold on the resistivity of lightly doped silicon 

may also be employed to detect its presence ; this has been done by 

Brotherton and Rogers (1972) and in this work using the spreading 

resistance technique (see Appendix A). 

The relevant references, together with brief details of the order of 

magnitude of the gold concentration, the gettering techniques and the 

gold measurement technique are given in table 6.2. Brief comments 

indicating the main results are also made. 

Comparison of some of the early results on gettering due to the 

deposition of phosphorus and boron glass layers on the silicon surface 

indicates a certain amount of disagreement over what is actually 

responsible for the gettering effect. For example Adamic and McNamara 

(1964) showed that most of the gettered gold resided in the phosphorus 

doped layer in the silicon wafer, whereas Lambert and Râ ise (1968) 

found significant quantities of gold in the phosphorus doped glass. 

Similarly Nakamura et al.(1968) found gold in the phofphorus glass 

and very large amounts of gold in boron glass layers when gettering 

with boron was attempted. More recent neutron activation results 

presented by Murarka (1976) show that the phosphorus glass has no effect 

and that gettering is solely carried out in the phosphorus diffused 

layer. Meek and Seidel (1973) and Meek, Seidel and Cullis (1975) 

also showed that the phosphorus glass was not responsible for gettering. 
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Authors 
Amount of 

gold 

contamination 

Gettering 
Techniques 

Measurement 
Technique Coments 

Adamic et al. 

(1963) 

Deliberate gold 

doping 

Oxidation of silicon 

surface 
Radiotracer Au, 

Au found piled up at Si - SiOj interface. 

SiOj found to be a good mask against Au. 

Adamic et al 

(1964) 

Deliberate gold 

doping 

Boron glass. 

Phosphorus glass. 
Radiotracer Au. 

Boron glass gettering: Au found at glass-Si 
interface. 
Phosphorus glass gcttering:Most Au found in P-
doped layer in Si. 

Joshi et al. 

(1966) 

Deliberate gold 

doping 

Phosphorus 

Diffusion 
Radiotracer Au. High concentrations of Au found in P-diffused 

layers. 

Lambert 
et al. 
(1968) 

Low level of gold 
contamination 
( 10l3 a/cc) 

Phosphorus 

diffusion 
Neutron 

activation 

Au found in P-glass as well P-diffused layer. 
Amount of Au in glass very temperature dependent. 
Samples cooled extremely slowly (see text). 

Nakamura et 

al. (1968) 

Deliberate gold 

doping 

Phosphorus glass. 
Boron glass. 
Damage (lapping). 

Radiotracer Au. 
Phosphorus glass gettering: some Au in glass, 
most in P-diffused layer. Boron glass gettering: 

80% Au in B-glass. 

PamaRp gffttffrini?; Au wcte-dsmaRsd, 

Brotherton 

et al. (1972) 

Deliberate gold 

doping 

Phosphorus emitter 

diffusion in n.p.n. 

structure. 

Spreading 
resistance 
measurements. 

Large gettering effect due to phosphorus diffusions 

noted - not well quantified. I 

I Buck et al 

(1972 & 1973) 

Deliberate gold 

doping 

Ion implantation 

damage 

Rutherford back-

scattering (RBS) 

Ion implantation damage found to getter efficiently 

Gettering rate dependent on Au. diffusion rate at j 

900"C. 

Seidel et al 

(1973) 

Deliberate gold 

doping 

Ion implantation 

damage 

RBS High concentrations of Au (—10 

damaged layers. 

19 
a/cc) found in 

Mielke 

(1*75) 

Deliberate gold 

doping 

Phosphorus 

diffusion 

Diode reverse 
recovery 4 pt. 
probe resistivity 
Neutron activati 

Gold accumulated in phosphorus layer - suggested 

to be caused by Au-P compound formation. Results 

difficult to interpret. 

Chou et al 

(1975) 

Deliberate gold 

doping 

Phosphorus 

diffusion 

RBS High concentrations of Au found in P-diffused 

layers. 90% on substitutional lattice sites. 

Meek et al. 

(1975) 

Deliberate gold 

doping 

Phosphorus and Boron 

diffusions 

RBS 
Boron - very little gettering. 

Phosphorus - high concentrations of substitutional 

Au in layers; no Au detected in P-glass. 

Seidel et al 

(1975) 

Deliberate gold 

doping 

Ion implantation 

damage vs phosphorus 

diffusion 

RBS 

Comparison of efficiency of I.I.damage gettering 

(caused by various ions) with phosphorus diffusion 

gettering. Phosphorus diffusion gettering equal to 

or better than damage from most ions. 

Lisiak et al 

(1976) 

Deliberate gold 

doping 

'Process induced" 

gettering, phosphorus 

and boron from spin-on 
film. 

Neutron 
activation 

Some Au in spun-on P-glass,most in P-diffused 

layer. No B getterihg but 'significant' accumulat-

ion of Au at glass-Si interface. 

0,Shaughnes-

sey ec al. 

(1976) 

Au depositied on 

surface 

Redistribution of 

surface Au during 

oxidation +P-glass 

Radiotracer Au 

Growing oxide rejects surface Au to the oxide 
surface. . . oxide makes good mask. Phosphorus 
glass does not getter Au but P-diffused layer does 

Sigraon et alj Deliberate gold 

(1976) I doping 

Ion implantation 

damage 

RBS 

Gettering depends on residual ion implantation 

damage. Effectiveness varies on wafers of differen-

orientation and can be lost during post-gettering 

heat treatments. 

Murarka 

(1976) 

Moderate gold 

contamination 

(10*3-10** a/cc) 

Phosphorus diffusion Neutron 
activation 

No Au in P glass. Effective gettering of Au into 

P-diffused layer. Very significant furnace 

contamination. 

I Brown 

(1976) 

Deliberate gold 

doping 

Phosphorus diffusion Radiotracer Au Some Au found at glass-Si interface, large amounts 

of Au in P-diffused layers. 

Table fe.2. Review of literature on gettcring 



O'Shau^hneasey e t al*(1976) found no s ign i f i can t increase i n gold s o l u b i l i t y 

i n phoaphorua glaaa compared w i th s i l i c o n dioxide which they showed to be 

a very e f f ec t i ve maak against gold d i f f u s i on . I t i s l i k e l y that th is s o r t 

of e f f e c t , and the measurements of s i gn i f i can t quant i t ies of gold at the 

Si - SiPg in ter face (Willoughby and Brown, 1973), are mainly due to 

red i s t r i bu t i on of gold during cool ing of the sampler from the d i f fus ion 

temperature - Lambert and Reese used a very slow cool ing cycle indeed 

(60°C per hour) . The discovery of extremely large (81% of the to ta l ) 

amounts of gold i n the glass of "boron glass gettered" wafers, by Nakamura 

et a l * may r e f l e c t the fact t ha t , since any s o l u b i l i t y enhancement i n the 

boron di f fuaed layers would be i n t e r s t i t i a l gold which i s very mobile, large 

scale re jec t ion to the surface could eas i ly occur i n a very short period 

during cool ing. 

From these resu l ts the clearest conclusion is that a reproducible 

get ter ing e f f ec t due to the in t roduct ion of a shallow phosphorua d i f fused 

layer does occur. This r ep roduc ib i l i t y , and the a b i l i t y of a phosphorus 

layer to re ta in i t s gold s o l u b i l i t y enhancement - and therefore get ter ing -

propert ies during subsequent processing are the most important aspects of 

the phenomenon. In t he i r comparison of phosphorus d i f f u s i o n get ter ing and 

ion- implantat ion get te r ing , Seidel et al .(1975) Showed that ion implantat ion 

damage can, i n some instances, be a more e f fec t i ve process than phosphorus 

get te r ing . The get ter ing e f f i c iency of the implanted damage ia closely 

re la ted to the amount of res idual damage a f te r the post-implantation anneal. 

I t i s th i s 'annealing out ' of implantat ion damage tha t presents the most 

serioua drawback to the technique. Sigmon et a l . (1976) show that the 

residual implantat ion damage can vary considerably on s i l i c o n wafers of 

d i f f e r e n t o r ien ta t ions . The res idual disorder also depends strongly on 

the thermal h i s to ry of a given sample during and a f t e r the implantat ion. 

For the conventional appl icat ion of a get ter ing cycle at th« very end 

of the device process, such l im i t a t i ons are s l i g h t , however i t i s argued 

here that the correct time i n the processing schedule fo r ge t te r ing i s as 

ear ly as possible. Idea l ly a high concentration phosphorua get te r ing 

layer should be the very f i r s t process applied to the back of a s i l i c o n 

wafer whi le the f r on t surface is protected by a low temperature deposited 

oxide. 
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6.5,2 Phogpborua Pi f fuBion Getterin& Model 

I n almost a l l of the publ icat ion* l i s t e d i n table 6.2, the observed 

phosphorus get ter ing e f fec ts have only been explained - i f at a l l - by 

invoking enhanced s o l u b i l i t y due to p rec ip i t a t i on , compound formation, 

the Fermi leve l e f f ec t or ion pa i r ing . Although these ef fects undoubtedly 

may and do contr ibute to the enhanced s o l u b i l i t y of gold i n the phosphorus 

r i c h layers (although the f i r s t two e f fec ts are minimal - see 6 .2 .3 . ) , the 

get ter ing phenomenon requires several processes, each of which may be the 

rate l i m i t i n g step, to occur. These are : 

(a) Dissolut ion of gold atoms from the s i tes occupied before 

get ter ing. 

(b) Transport of gold atoms to the get ter ing layer . 

(c) Reaction of the gold atoms wi th the ge t te r ing agent. 

I f each of these processes i s f u l l y understood, i t may be possible to 

apply the phosphorus get te r ing process to bet ter advantage. 

Process (a) w i l l not be considered i n d e t a i l here since i t depends 

very much on what the s i t e occupied by the gold before get ter ing and 

the ac t i va t ion energy required to remove a gold at(m from that s i t e . For 

gold atoms res id ing on subs t i tu t iona l l a t t i c e s i t e s , process (a) i s shown i n 

experiments described i n chapter 8 not to be rate l i m i t i n g ; i n the case 

of gold prec ip i ta tes on l a t t i c e defects, the k i ne t i c s of d isso lu t ion are 

l i k e l y to be complex. In t h i s discussion, the reasonable assumption that 

process (a) i s very rapid w i l l be made. ( I f ge t te r ing i s applied i n the 

manner suggested i n th is chapter, the l i ke l ihood of process induced 

defects becoming decorated w i t h gold atoms should be great ly reduced). 

Process (b), t ransport of gold to the ge t te r ing laye r , may be 

considered i n terms of the gold d i f f us i on process already described i n 

chapter 3. The main f l u x of d i f f us i ng xpld is ca r r i ed by the i n t e r s t i t i a l 

species ; to a l l in tents and purposes subs t i t u t i ona l gold may be considered 

to be immobile. Therefore process (b) w i l l on^y be e f f i c i e n t i f the gold 

d i f f us i ng species i s I n t e r s t i t i a l . 
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Process (c ) , Che react ion of gold atoms wi th the get ter ing agent 

must also be f as t . Indeed fo r very e f f i c i e n t ge t te r ing th is process 

should be fas t enough fo r (b) to be the ra te l i m i t i n g step. That i s , 

gold should be gettered i n to the layer as fas t as i t can ar r ive and the 

layer should appear to be an i n f i n i t e sink fo r gold. 

The only reported attempt to i d e n t i f y the rate of a get ter ing process 

was by Buck et al .(1972 and 1973) who i d e n t i f i e d the gold i n t e r s t i t i a l 

d i f f u s i o n rate as the rate l i m i t i n g process fo r ion implantat ion damage 

get te r ing . The react ion which gave r i se to th is rap id get ter ing was not 

considered. 

In th is thes is , experiments reported i n chapter 8 show that phosphorus 

d i f f us i on get ter ing i s also rate l im i ted by the d i f f u s i o n of i n t e r s t i t i a l 

gold. This implies that react ion (c) i s very rap id inside the phosphorus 

d i f fused layer . 

I t i s a common opinion that the get te r ing process i n the phosphorus 

layer is s im i la r to that i n an ion implanted layer - namely : p r e c i p i t a t i o n 

of gold onto l a t t i c e damage induced by the phosphorus d i f f u s i o n . I f t h i s 

were the case, one would not expect to f i n d gold atoms w i t h i n the ge t te r ing 

layer res id ing on subs t i t u t i ona l l a t t i c e s i tes and s i m i l a r l y one would 

not expect to observe s i gn i f i can t get ter ing i n a phosphorus d i f fused 

layer which had not given r i se to d i f f u s i o n induced damage. St ide l and 

Meek (1973), Chou and Gibbons (1975) and th i s work, chapter 8, show that 

most of the gold w i t h i n a phosphorus gettered layer i s on subs t i tu t iona l 

l a t t i c e s i tes ( i d e n t i f i e d using channelled Rutherford backscatter ing). 

In addi t ion the ge t te r ing experiments described i n th i s thesis are 

carr ied out on phosphorus d i f fused layers which e x h i b i t l i t t l e damage 

disorder . 

Although l a t t i c e damage may contr ibute a small e f f e c t to phosphorus 

d i f f u s i o n ge t te r ing , the main mechanism i s , as shown i n previous sect ions, 

ion pa i r i ng between phosphorus and gold ions. Such a react ion requires a 

negat ively charged gold ion to reside (Xi an adjacent subs t i t u t i ona l 

l a t t i c e s i t e to a pos i t i ve l y charged phosphorus i on . As the f luM of gold 

a r r i v i n g i n the phqfphorus layer i s i n t e r s t i t i a l , two react ions must occur ; 
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f i r g t l y the i n t e r s t i t i a l gold atom must react w i t h a vacancy i n the l a t t i c e 

to become s u b s t i t u t i o n a l and secondly the s u b s t i t u t i o n a l gold atom (dhich 

w i l l probably be negat ive ly ionised) must d i f f use to a subs t i t u t i ona l 

s i t e adjacent to a phosphorus ion . The f i r s t reac t i on (Au. + V * Au ) i * 

shown by Huntley (1972) and i n chapter 8 of t h i s work to be very f as t 

indeed prov id ing there are vacancies ava i lab le - close to the wafer surface 

t h i s should be the case. The second reac t i on , however, can not be expected 

to occur rap id l y at a l l becaum of r e l a t i v e immobi l i t y of the 

s u b s t i t u t i o n a l gold species. 

Overa l l , the re fo re , the phosphorus-gold p a i r i n g reac t ion which i s the 

dominant cause of enhanced gold s o l u b i l i t y , would not appear to be the 

f as t react ion required f o r e f f i c i e n t ge t te r i ng because of the slow 

s u b s t i t u t i o n a l gold d i f f u s i o n ra te . However, the phosphoruA layer 

undoubtedly get ters e f f i c i e n t l y ! 

The mechanism proposed here to exp la in the r a p i d i t y of the phosphorus 

ge t te r ing process, i s that the phosphorus atoms are general ly on nearest 

neighbour s i t e s to l a t t i c e vacancies. This means t h a t , when an i n t e r s t i t i a l 

gold atom which enters the ge t te r i ng layer reacts w i t h a l a t t i c e vacancy, 

the condi t ion f o r i on -pa i r i ng is immediately s a t i s f i e d . I f the phosphorus-

vacancy pa i r does e x i s t i n large concentrat ions, then the ge t te r ing process 

w i l l be l i m i t e d simply by the ra te at which gold can d i f f u s e to the 

ge t te r i ng laye r . 

The phosphorus-vacancy p a i r i s by no means a new concept, indeed i t has 

received much a t t e n t i o n i n the l i t e r a t u r e . The E-cen t re , as i t i s 

general ly known, was shown to e x i s t by Watkins and Corbett (1964) and i s 

thought to be responsible f o r anomalies associated w i t h h igh concentrat ion 

phosphorus d i f f u s i o n s . Figure 6.31 (a) i l l u s t r a t e s the shape of a t y p i c a l 

h igh concentrat ion phosphorus d i f f u s i o n p r o f i l e r n which a k i nk fo l lowed 

by a rap id l y d i f f u s i n g t a i l i s observed. Figure 6 .31 <&) i l l u s t r a t e s 

the phenomenon o f "base push-out" or "emi t te r d i p " i n which enhanced 

d i f f u s i o n of the p- type base dopant under a phosphorus emi t te r i n an 

n -p -n t r a n s i s t o r s t ruc tu re occurs. 

Schwettman and Kendbll (1972) have proposed Chat phosphorus d i f f u s i o n 
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occurs mainly i n the form of E-centres and that the k ink i n the d i f f u s i o n 

p r o f i l e i s due Co a d i f ference i n d i f f u s i v i t y between the two charge 

states of the E-centre as i t passes the point where the Fermi-level 

corresponds to the E-centre energy leve l . (The B-centre i s thougiht. to 

be an acceptor 0.4 eV below E ) . 

Peart and Newman (1972) suggest that the phosphorus d i f f us i on t a i l i e 

caused by the break-up of E-centres. This i s a t t r i bu ted , once again, 

to d i f f us i ng E-centres crossing the point at which the Fermi- level 

corresponds to the E-centre leve l ; when th i s occurs, the dange i n charge 

Stat* makes the E-centre unstable. 

Jones (1974) i n a study of the push-out e f f e c t , has considered the 

E-centre break-up model i n some d e t a i l since the excess vacancies so 

produced may be the cause of enhanced d i f f u s i v i t y of the base dopant 

under the phosphorus emi t te r . Using the assumption that the base dopant 

(boron or gal l ium i n Jones' study) d i f fuses by a simple vacancy mechanism, 

push-out i s considered i n terms of an enhanced d i f f u s i v i t y due to a 

vacancy excess. A d i f f u s i o n enhancement f a c t o r i s estimated from 

experimental resu l ts of push-out. For the shp le vacancy d i f f u s i o n 

mechanism, X . " V/V*, where V i s the enhanced vacancy concentration i n 

the base region and V* i s the normal equ i l ib r ium vacancy concentration. 

%.is calculated on the basis of E-centre break-up w i t h i n the emitter 

region, g iv ing r i se to an enhanced vacancy concentrat ion V i n the base 

region. The conclusions reached are that the E-centre model may indeed 

explain the push-out e f f e c t i f most phosphorus d i f fuses i n E-centre form 

and most of the E-centres break-up beyond the pos i t i on of the k ink i n 

the phosphorus p r o f i l e . 

Lee (1974) conqpares values of obtained from push-out experiments 

w i th valups obtained when analysing kinked phosphorus p r o f i l e s . A close 

l i n k between the two phenomena i s establ ished since the values of ^ 

are almost equal i n each case. 

I f E-centres give r i se to an excess of vacancies upon breaking up, 

the nun&er of vacancies w i t h i n the par t of the phosphorus p r o f i l e which 

contains the E-centres must be above the equ i l i b r ium vacancy concentrat ion 
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(Normal eq^uilibrium numter of vacancies + E centres) . This suggests 

t ha t , i f the E-centre i s the cause of the rapid ge t ta r ing of gold on to 

subs t i t u t i ona l , phosphorus - nearest - n e i ^ b o u r s i t e s , a fur ther 

enhancement of the gold s o l u b i l i t y due to the vacancy excess may occur. 

The experimentally determined values of V/V*, may be used to obtain 

a measure of th is add i t iona l gold s o l u b i l i t y enhancement. The extra 

e f f e c t on gold s o l u b i l i t y w i l l be incorporated i n t o the previously 

developed model of s o l u b i l i t y enhancement ; f i r s t l y however, some possible 

consequences of a t t r i b u t i n g the phosphorus-gold i n te rac t i on to the same 

mechanism as the cause of the phosphorus kinked p r o f i l e and base push-out 

e f fec ts w i l l be considered. 

For a s i t ua t i on i n which gold i s d i f fused to satura t ion i n the phosphorus 

layer ( i . e . i n a ge t te r ing s i t u a t i o n w i th an i n f i n i t e source of gold) the 

E-centres would be large ly replaced by phosphorus - gold ion-pa i rs , thus 

preventing formation of the kinked par t of the phosphorus p r o f i l e and also 

preventing the vacancy excess which leads to push-out. In diapter 8 

resu l ts of an inves t iga t ion of the e f f ec t of gold on these two phenomena are 

reported. I t i s shewn that both push-out and the enhanced par t of the 

phosphorus d i f f us i on p r o f i l e are i nh ib i t ed when gold i s simultaneously 

d i f fused w i th the phosphorus. This provides strong evidence i n support 

of the model proposed here. 

Having i d e n t i f i e d the d i f f u s i o n of i n t e r s t i t i a l gold to be the rate 

l i m i t i n g step I n the get ter ing process, fu r ther Impl icat ions of the very 

h i ^ rate of the react ion Au^ + E-centre - * (Au w i t h i n the phosphorus 

layer may be considered. Since subs t i t u t i ona l gold i s v i r t u a l l y Immobile 

(especial ly when ion-pai red as most of i t w i l l be) once gold has been 

gettered i n to the phosphorus layer i t should remain there during any 

subsequent processing unless i t i s at a h i ^ e r temperature than the 

get te r ing treatment. ( In th i s case i t Is poss ib le , though not ce r ta in , 

that thermal energy may be enough to break the Au-P p a i r s ) . Also, any 

gold I n t e r s t i t i a l atom which d i f fuses i n to the ge t te r i ng layer w i l l tend 

to be ' f r ozen - i n ' because of the r ap i d i t y of the ge t t e r i ng act ion and the 

subsequent immobi l i ty of the gettered gold. A phosphorus layer d i f fused 

i n to the back of a s i l i c o n wafer at the s t a r t of processing should have a 

two- fo ld e f f e c t , f i r s t l y i t w i l l get ter any gold already present i n the 
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wafer or any gold subsequently enter ing and secondly i t w i l l provide an 

e f f ec t i ve ba r r i e r against contamination enter ing through the back of the 

wafer. This l a t t e r e f f ec t could conceivably be a serious source of 

contamination when, during normal photo-mechanical-etching stages, the 

oxide mask on the back of a wafer i s Inev i tab ly removed when etching 

d i f f u s i o n windows i n the f r o n t . The a b i l i t y of a phosphorus di f fused 

layer to act as a ba r r i e r against gold d i f f us i on has also been invest igated. 

No penetrat ion of the layer was detected u n t i l i t had been saturated w i t h 

gold (see chapter 8) . 

6.5.3 Predict ion of gold s o l u b i l i t y enhancement i n a shallow di f fused 

phosphorus layer i n s i l i c o n 

In order to pred ic t the t o t a l get ter ing e f f e c t of a phosphorus d i f f used 

layer , the addi t ional gold s o l u b i l i t y enhancement due to the vacancy excess 

must be considered. The preceding theory considered an equ i l ib r ium s i t u a t i o n 

only. Addi t ion of a vacancy enhancement fac to r , i t must be emphasised, 

involves non-equi l ibr ium e f fec ts which would be very d i f f i c u l t to model 

accurately since l i t t l e r e l i a b l e data concerning po in t defects close to the 

s i l i c o n surface is avai lab le. The s o l u b i l i t y enhancement already predicted 

(see f igures 6.27 - 6.29) may be used as a measure of the minimum get te r ing 

e f f ec t of the phosphorus layer . The addi t ional enhancement fac tor which i s 

to be estimated here should ind icate a more r e a l i s t i c ge t te r ing e f f e c t , 

although p rec ip i t a t i on on l a t t i c e defects at very h igh phosphorus 

concentrations could we l l enhance the apparent gold s o l u b i l i t y s t i l l f u r t h e r . 

The add i t iona l s o l u b i l i t y enhancement factor due to excess vacancies 

w i l l be assumed to apply equal ly to a l l subs t i t u t i ona l gold atoms whether 

they are ion paired or not . (This point i s fu r ther discussed i n appendix G). 

The t o t a l s o l u b i l i t y enhancement at any point i n a phosphorus d i f fused l aye r , 

w i th a given vacancy excess w i l l be given by ; 

Total s o l u b i l i t y ^ Equi l ibr ium s o l u b i l i t y V 
Enhancement enhancement V* 

Equi l ibr ium s o l u b i l i t y ^ 6.58 
enhancement 
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Vacancies exh ib i t acceptor behaviour i n s i l i c o n (Kendall et a l . (1969)) 

and i t i s arguable that i f i n t e r s t i t i a l gold atoms are pos i t i ve ly charged 

they w i l l react p re fe ren t i a l l y w i th negatively charged vacancies ( i . e . 

ionised acceptors). Provided, however, the excess vacancy charge states 

are i n the same r a t i o as i n equ i l ib r ium, which i s a reasonable assumption, 

the enhancement e f f ec t w i l l be the same. That i s , i f V - V + V* and 

V* . V*" + V** : 

^ - 7 - ' 7 ^ - ? 

Values of are taken from data avai lable i n the l i t e r a t u r e as 

fol lows : Jones (1974 and 1976), push-out data ; Lee (1974), kinked 

p r o f i l e s and push-out data ; Hu and Yeh (1969), puwh cwt data. (The values 

presented by Lee, from analysis of kinked phosphorus d i f f u s i o n p r o f i l e s , 

are the resu l t of a review of a large amount of data avai lable i n the 

l i t e r a t u r e before 1974). Lee also measured the dependence of push-out 

on the phosphorus emit ter surface concentration C^. The resu l t was a 

marked dependence o f l & o n C at 950°C. Results from Hu and Yeh fo r 

two di f ference surface concentrations at 1000°C ind ica te a s im i la r 

dependence. Jones' push-out data were a l l obtained fo r phosphorus 

emit ter surface concentrations which were at the s o l u b i l i t y l i m i t fo r 

phosphorus In s i l i c o n ( > 1 0 atoms/cc), as were the values of calculated 

by Lee from kinked phosphorus p r o f i l e s . 

In order to i n f e r values of /C over the concentrat ion range of major 
20 21 

i n te res t here, (10 - - 2 x 10 atoms/cc phorphoms) i t i s assumed that 

var ies l i nea r l y w i th phosphorus surface concentrat ion. Such a re la t ionsh ip 

was proposed by Hu and Yeh i n an "approximate theory of emi t ter push" 

(1969) where i t was assumed that the excess vacancies were generated by 

the climb of d is locat ions induced by the phosphorua d i f f u s i o n . Although 

E-centre break-up i s favoured here as the cause of the vacancy excess, 

Jones has Shown that a s im i l a r dependence of on C could resu l t from 

i t . 

Assuming t ha t , at a l l temperatures i n the iMKge 950°C to 1200 C, 
2 1 # # 

the phosphorus s o l u b i l i t y l i m i t i s 2 x 10 atoms/cc (see p r o f i l e s i n Lee, 
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1974), and using the l i near re la t ionsh ip between and % , the vacancy 

enhancement factor as a funct ion of phosphorus surface concentration 

has been p lo t ted i n f igure 6.32 for teB^eratures of 950°C, 1000°C, 1050°C, 

1100°C and 1200OC. Also shown are the measured values from push-out data , 

due to Lee (1974) at 950°C, Hu and Yeh (1969) at 1000°C and Jones (1976) 

at 1050°C. The values o f p r e d i c t e d i n th is f i gu re are we l l w i th in a 

fac to r of two of the measured ones. 

A b r i e f comparison w i t h gold s o l u b i l i t y data avai lable i n the l i t e r a t u r e 

i s given i n table 6.3. These are a l l experiments i n which a large amount 

of gold was d i f fused in to a s i l i c o n wafer which e i t he r already had a 

phosphorus get ter ing layer a t one surface or which was subjected to a 

get ter ing treatment a f t e r gold d i f f u s i on . The gold concentrations are 

those measured at the surface. The predicted, equ i l i b r ium enhancement 

e f fec ts are obtained from f igures 6.27, 6.28 and 6.29. The predicted value 

of X , ( f i gu re 6.32) fo r the phosphorus surface concentrat ion given i n each 

reference i s compared to the measured ' ex t r a ' enhancement . I n most cases 

the agreement i s we l l w i t h i n a fac tor of two,which i s be t te r than the 

uncertainty i n the values of i n t r i n s i c gold s o l u b i l i t y from which the 

actual enhancement was calculated (see f igure 6 .2 ) . The predicted 

enhancement f o r the data of Chou and Gibbons (1975) i s somewhat low compared 

to t he i r experimental values, however fo r the phosphorus d i f f us i on 
20 

condit ions described, a surface concentration of only 3.5 x 10 atoms/cc 

seems rather low compared to values obtained, under s im i l a r condi t ions, i n 

get ter ing experiments carr ied out by th is author (Unter, 1977). I f the 
21 

phosphorus surface concentration had been close to 10 atoms/cc, the 

predicted and required values of % would both ^ 3 . 

6.5.4 Predic t ion of the ge t te r ing e f f ec t f o r removal of contamination 

Using the predict ions of the model described above, i t i s possible to 

pred ic t the get ter ing e f f ec t of a given phosphorus d i f fused l ^ e r w i th 

reasonable accuracy. I ^ o r t a n t factors of the model which determine t h i s 

ga t te r ing e f f e c t are : 

(1) Gold d i f fuses i n to the get ter ing layer as an i n t e r s t i t i a l species. 

(2) The react ion rate of i n t e r s t i t i a l gold w i t h the get te r ing agent i s 

very high - hig^ enough to make D the r a t e l i m i t i n g step. 
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(3) Eamencially a l l of the gold w i t h i n the ge t t e r i ng layef i$ 

on Buba t i tu t i ona l l a t t i c e a i t ea , 

(4) The ge t te r ing e f f e c t i n the phosphorua d i f fuaed layer ia 

a t t r i b u t e d to the react ion of gold atoms w i t h E-centres which 

are present i n s i g n i f i c a n t l y la rger quan t i t i es than the normal 

equ i l i b r i um vacancy concentrat ion. 

From these e f f ec t s and e]q)erimental data presented i n chapter 8, i t 

appears that the ge t te r i ng layer behaves as an i n f i n i t e s ink fo r gold 

d i f f u s i n g from the bu lk of the wafer as an i n t e r s t i t i a l species. Data 

ava i lab le i n the l i t e r a t u r e (Lambert and Reese, 1968; Murarka, 1976) 

also ind icates tha t t h i s i s so. I f the actual capaci ty of the ge t te r ing 

layer f o r gold i s est imated, the e]q)ected reduct ion i n a known 'bu lk ' 

gold concentrat ion can be ca lcu la ted. 

Est imat ion of the capacity of a phosphorus layer i s described below 

and i l l u s t r a t e d i n f i gu re 6.33. F i r s t , the phosphorus d i f f u s i o n p r o f i l e 

r e s u l t i n g from the ge t te r i ng step i s p l o t t e d . I t may e i t h e r be measured 

by one of the conventional p r o f i l i n g techniques (spreading res is tance, 

see appendix A ; incremental sheet res is tance, see appendix B ; rad io -

t racers , see fo r example Chou et al.1975) or i t may be assumed tha t the 

p r o f i l e obeys the complementary e r ro r func t ion ( e r f c ) shape predicted 

by standard d i f f u s i o n theory (Grove, 1967, p 41) f o r d i f f u s i o n from an 

i n f i n i t e source. I n t h i s case the sheet res is tance , Rgg, of the layer 

(see appendix B) i s measured, the depth of the p r o f i l e , X j , i s then 

measured (normally by j u n c t i o n s ta i n i ng - see chapter 8) the product 

Rgg.Xj y ie lds the average r e s i s t i v i t y o f the l a y e r , T h i s value may be 

re la ted to the surface concentrat ion, C , of the phosphorus d i f f used layer 

using I r v i n s curves of C v s ^ f o r e r f c d i s t r i b u t i o n s ( I r v i n , J . C . , 1962). 

Once Cg i s known, the depth p r o f i l e may be p l o t t e d using the re la t i onsh ip 

C(x,c) " C e r f c 6.60 
^ 2VDt 

where x i s the depth, t the d i f f u s i o n time and D the d i f f u s i o n c o e f f i c i e n t 

of phosphorus at the chosen tenqperature. The s a t u r a t i o n gold p r o f i l e 

corresponding to t h i s phosphorus d i f f u s i o n may now be p l o t t e d using data 
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from flgwre 6.30, but w i t h each gold concentration mu l t i p l i ed by the 

value of corresponding to the phosphorum surface concentrat ion. (OnLp 

the gold p r o f i l e i n the region N )> n . i s of in te res t since below n. no 

gold s o l u b i l i t y enhancement i s seen). I n the example i n f igure 6.32, 
21 the phosphorus d i f f u s i o n has a surface concentrat ion of C - 1 x 10 s 

atoms/cc which, at the chosen temperature of lOOO^C g i v e s 9 . A quick 

graphical i n tegra t ion of the satura t ion gold p r o f i l e y ie lds the gold 

capacity of the phosphorus layer , which i n th is example i s 8.5 x 10** 
2 2g atoms/cm o r , an average concentration of 6.5 x 10 gold atoms/cc w i t h i n 

the layer at saturat ion. 

I t i s h igh ly un l i ke l y that the get ter ing layer remains an i n f i n i t e 

sink f o r gold at a l l times u n t i l i t i s saturated, however experiments (see 

chapter 8) ind icate that i t ce r ta in l y appears to be an i n f i n i t e sink u n t i l 

gold has reached ha l f of the saturat ion l eve l . To make a conservative 

estimate of the get te r ing layer capaci ty, i t may be assumed that i t w i l l 

act as an i n f i n i t e sink u n t i l f i l l e d to 10%of i t s capaci ty. This means 
17 13 2 an average concentration of about 7 x 10 atoms/cc or 8.5 x 10 atoms/cm . 

This amount of gold d i s t r i bu ted through a wafer o f t y p i c a l thickness 

350 microns would give an average concentration 6f 3 x 10*^ atoms/cc. 

Thus i t appears that the phosphorus layer depicted i n f i gu re 6.32 i s 

oApable of completely removing a l l of the gold from a wafer which i s 

grossly contaminated - even when i t s capacity i s underestimated by a 

fac tor of ten. I t should be pointed out that the example shown i n f igure 

6.32 i s not a t yp i ca l "quick ge t te r " p r o f i l e , i t i s i n f ac t qu i te deep 

and would have required ^60 mlns d i f f u s i o n at 1000°C, however i t s 

apparent large capacity f o r gold should not be ignored. 

I n add i t ion to est imat ing the capacity of the ge t te r ing laye r , one must 

also consider the dynamics of the s i t u a t i o n since the ra te l i m i t i n g 

step i s the d i f f u s i o n of i n t e r s t i t i a l gold. A simple model w i l l serve 

to give a f i r s t order idea of the time required f o r ge t te r ing . 

Pick 's f i r s t law of d i f f u s i o n states that the f l u x , F, of a d i f f us i ng 

species i s given by : 

F m —D 6.61 
dx 
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where D is the diffusion coefficient and dC/dx is the concentration 

gradient. Consideration of the relationship between the flux and the 

rate of change of concentration with time (Grove, 1967, p 42) yields 

the well known 'diffusion equation' : 

dt 
Dd^c 

dx2 
6.62 

The solution to this equation for diffusion from aA infinite source 

is the complementary error function profile expressed in equation 6.60. 

This dopant distribution will change from the erfc shape to a linear 

distribution when the diffusion length, L - 2\/Dt, is greater than the 

thickness of the sample. At 1000°C, the diffusion coefficient, D., of 

interstitial gold is - 8 x 10 ^ cmf/second (Wilcox et al. 1964). In a 

35^^m thick silicon wafer, the time required for L to be greater than the 

wafer thickness is ̂  40 seconds. Thus, if a wafer originally contaminated 

with N gold atoms/cc is being gettered at lOOO^C, after one minute the gold 

distribution will approximately be a linear fall from N to zero atoms/cc 

across the wafer thickness (assuming that the gettering layer is an 

infinite sink). This situation is shown schematically below : 

Concn 

initiat situation 

l*350^m 

infinite 
sink 

Concn after one min. 

^ infinite 
sink 

fig 6.34 
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The s i t u a t i o n , as time progresses, may be modelled as shown below, 

w i t h the time taken to reach the d i s t r i b u t i o n shown i n f i gu re 6.34 neglected; 

Concni 

infinite 
/Sink 
X fig 6.35 

The concentrat ion g rad ien t , dC/dx, at any time t i s given by The f l u x 

i n t o the i n f i n i t e s ink i s given by the ra te at dhich the area under the 

concentrat ion d i s t r i b u t i o n l i n e sh r ink * . Equation 6 .61 may be expressed : 

-DdC 
dx dt L * l.N] 

d 
dt dx 6.63 

th i s d i f f e r e n t i a l equation may be solved by l e t t i n g y - dC/dx; then equat ion 

6.63 becomes : 

-Dy 
l 2 d 

d t 
6.64 

rearranging and i n teg ra t i ng ; 

y - y^ exp 
-2Dt 

,2 

ZDdt 

dC 
dx 

6.65 

6.66 
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y is given by dC/dx at C - 0 (boundary condition). Therefore the flux 

F flowing into the infinite gink is : 

N 
F " -D —— exp 

1 

-2Dt 
, 2 6.67 

t 
The flux has a time constant of ( ) (fo? F " k exp* - ̂  )« 

In the example being considered here, at 1000°C in a 35Cyum thick wafer 

the time constant is 77 seconds. If the gettering layer is applied to the 

back surface of the wafer and a reduction in gold contamination of 10 

atoms/cc at the front surface is required (e.g. from 10*^ to lo/^ atoms/cc), 

then dC/dx (" N/1) must also decrease by 10 . Therefore, from equation 6.66, 

the gettering time is approximately ten minutes if a couple of minutes are 

allowed for the 'transient' during which the distribution shown in figure 

6.34 is achieved. 

The above analysis does make one assumption which, if grossly incorrect, 

could modify the results considerably. It waa assumed that the gettering 

layer provided an infinite sink at the very outset of t&a gettering process 

whereas in reality at t - 0 there is no phosphorus presenti If the flux 

of phosphorus atoms entering the layer is comparable to or higher than the 

rate of arrival of gold, the analysis will still give a close idea of the time 

required to achieve the desired effect. The higher the original gold 

contamination level the more likely it is that the getttring effect will 

be limited by the phosphorus diffusion because, from equation 6.67, it can be 

seen that the gold flux entering the infinite sink is proportional to Rg/l" 

A simple calculation shows that the phosphorus layer quickly becomes an 

infinite sink for the highest gold contamination likely : 

Assuming that phosphorus diffusion profile is a complementary 

error function, integration of equation 6.60 yields the total number of 

atom* per unit area in the phosphorus layer after time t. (Grove, 1967). 

Q(t) - j^/Dt Cg 

C 6.68 

The distribution may be closely approximated as a triangular diffusion 

profile of height C and baae .(- diffusion depth) -jVot. (Kote : 
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give* aa the approxlmatioa Q(t) - 1 /Dt.Cg, however 2/#r * 1.13 so the 

approximation used here is better). The slope of the triangular profile 

may be used in equation 6.61 to give the flu* of phosphorus atoms entering; 

the silicon after time t : 

-D C 
6.69 

If the phosphorus surface concentration is 10^* atome/cc, then at 1000°C 

2/Dt 

; concent 

the flux is : 3.5 x 10**/\rF atoms per second. After 5 minutes (300s) dhe 
13 

phosphorus flux is 2 x 10 atoms per second. Solution of equation 6.67 

after the same time gives the flux of gold atoms into the gettering layer 

a* : [4.5 x 10 J atoms/second for the 350^*m thick wafer. Clearly 

even if the original gold concentration is at the intrinsic solubility 

limit (f^lO*^ atoms/cc), the flux of phosphorus is much greater than that 

of gold after only five minutes. Thus, at the most, five m#nutes must be 

added to the original estimate of the gettering time. It is stressed 

that this situation may not be the same at other temperatures (see 

section 9.3). 

6.5.5 External contamination during gettering 

Contamination of the sample with gold from external sources during 

the gettering process must also be considered. This effect is particularly 

well demonstrated in measurements of gettering made by Murarka (1976). 

Neutron activation analysis was used to measure the initial gold contamination 

in wafers cut from ten different silicon crystals. In each case a wafer cut 

from am adjacent position was subjected to a short phosphorus gettering 

treatment at lOOO^C. The total gold concentrations and the gold 

concentrations after removal of the phosphorus diffused laytrs were then 

measured. In nine of the ten samples, the total gold concentration had 

risen noticeably. The worst case was a rise from an original level of 

1.6 X 10^* to a final level of 6.6 x 10** gold atoms/cc, implying 

contamination up to 5 x 10** atoms per cc in only thirty minutes. The 

extra contamination had, however, been confined to the phorphorus diffused 

layer. An average reduction in the bulk concentration by a factor of 

fifty was noted. 

Three interesting points come out of these measurements : 
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(1) The proposal made earlier, (see section 6.52) that a phosphorus 

layer should make an effective barrier against external contamination 

(due to the high gold interstitial-^ gold— phosphorus pair reaction rate) 

is supported. 

(2) The phosphorus gettering layer does behave as an infinite sink for 

gold at concentrations well above the solubility limit of gold in 

intrinsic silicon. (Murarka does not indicate what the thickness of his 

samples is. If it is assumed that they are more than average thickness, 

say 500ywm, the gold concentration in the gettering layer of four of his 

samples is well over 10^^ atoms/cc). 

(3) Perhaps the most disturbing feature of these results is that they 

indicate gross contamination from the furnace in which the gettering was 

carried out. 

It has been shown recently in the silicon device fabrication facility 

at Southampton University, and by other workers (Declerck et al, 1976), 

that cleaning furnaces with HCl gas provides an excellent means of reducing 

heavy metal contamination from them. Results briefly reported in chapter 8 

of this thesis show that wafers which are thermally oxidised in an HCl-

cleaned furnace are actually degraded by a subsequent phosphorus getter 

in a non-HCl cleaned furnace tube. 

6.5.6 Prediction of gettering effect during deliberate gold doping 

The situation where a device is to be deliberately gold doped but 

suffers from unwanted "gettering" due to the presence of high concentration 

phosphorus diffusions is much simpler to model. A gold source (infinite) 

is applied to one face of a wafer, the opposite face of which has a high 

concentration phosphorus diffusion in it. Assuming, once again, that 

the gettering process is gold interstitial diffusion rate limited and that 

the phosphorus layer acts as an infinite sink until it is almost saturated, 

equation 6.61 may be expressed quite simply as ; 

F - - --ii-;- 6.70 
-DdC _ 
dx 1 

for 2|Dt» 1 (as described in 6.5.4). is the interstitial gold solubility 
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limit. (If an infinite gold source is applied to one face of the wafer 

then the concentration of the diffusing species will be at its solubility 

limit at that point). 

G, the total amount of gold gettered in time t, may be obtained 

by integrating the flux over the time interval : 

t 
D.CU 

F dt = 

D 

G = / F dt = .t 6.71 

One may therefore obtain the gettering rate as : 

G Di^i 2 
— = atoms/cm /second 6.72 
^ 1 

Using the method previously described for calculating the capacity 

of the phosphorus diffused layer, the time taken to saturate it may 

easily be calculated. 

For example, at 1000°C, « 8 x 10 ^ cm^/second and (Wilcox et 

al* 1964) " 5 X 10^* atoms/cc^ For a 350 micron thick wafer, the 
11 2 

gettering rate is : 1.14 x 10 atoms per cm per second. The capacity 

of the example used in figure 6.33 is 8.5 x 10^^ atoms/cm^, which would 

t a k e 1 2 5 minutes to saturate. 

6.5.7 Additional Comments on the "E-Centre" gettering model 

The extra solubility enhancement of gold in phosphorus diffused 

layers has been explained here in terms of a model in which gold atoms 

react with excess vacancies while they are in E-centre form and thus 

become ion-paired with phosphorus atoms. This reaction has also been 

used, qualitatively, to explain why the gettering reactions : Au, + V-*Au 

and Au + P -H»(AuP) are so fast. This latter effect is a new proposal, 

indeed an interaction between gold atoms and E-centres has never been 

suggested in the literature to the best of this author's knowledge. Meek 

and Seidel (1975) have suggested that a vacancy excess - attributed to 

the climb of phosphorus diffusion induced dislocations - may explain the 

additional gold solubility enhancement. No convincing qualitative results 

are given. This model, which is the only reasonable alternative proposal. 
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is rejected here for the following reasons : 

(1) Extra gold solubility enhancement is observed, in this work, for 

phosphorus layers which do not have dislocations associated with them. 

(2) The phosphorus kinked profile and base push-out effect, which may 

both be attributed to excess vacancies are also seen in samples which 

do not contain phosphorus induced dislocations. The only viable 

alternative model is one involving the diffusion of phosphorus as an 

E-centre (Jones 1974). In this work, the agent which causes kinked 

phosphorus profiles and the push-out effect is strongly linked with the 

agent responsible for gold interaction with the phosphorus layer (see 

chapter 8). 

(3) The simple excess vacancy model (whether it be caused by dislocations 

or not) does not explain the rapidity of the gettering reaction. Indeed, 

it is generally considered that a vacancy in silicon has a very high 

diffusion coefficient, in which case one would not necessarily expect the 

excess vacancy effects to be confined to the phosphorus diffused region. 

On the other hand, while in the form of an E-centre, the excess 

vacancies are confined to the phosphorus diffused layer as is the gettering 

effect. 

6.6 Conclusion 

It has been shown, in this chapter, that the equilibrium solubility 

of gold in heavily doped silicon can be explained in terms of two effects: 

the Fermi level effect and ion-pairing. It has been demonstrated that 

measured values of enhanced gold solubility in p-type and n-type silicon 

can be accurately predicted by these theories using gold energy levels, 

energy level temperature dependences and degeneracy factors which were 

chosen as the most reliable from a reconsideration of a large amount of 

published data in chapter 4. No special assumptions involving a change 

in the basic properties of gold as an amphoteric, deep level impurity 

at high temperatures have been necessary to make the theory 'fit' the 

results. 

The interaction of gold with gettering layers has been considered. 

The gettering reaction between gold and shallow phosphorus diffused 

layers has been considered in some detail. A new model for the gold-
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phosphorus interaction has been proposed and has been shown to explain 

data available in the literature and in this work with very good 

accuracy considering the lack of experimental values for the vacancy 

enhancement factor upon which the predictions depend. 

A detailed consideration of the dynamics of the phosphorus gettering 

process indicates that it is rate limited by the diffusion of 

interstitial gold at 1000°C since the phosphorus diffused layer acts as 

an infinite sink. Simple models enabling the prediction of gettering 

effects in situations where gold removal is desired and in situations 

where deliberate gold doping is desired have been developed. These 

should be applicable at all diffusion temperatures. 

Proposals for the better use of phosphorus gettering have been made. 

Of particular importance is the ability of the phosphorua layer to 

halt contamination from external sources which enter through the back 

of the silicon wafer. It is recommended that phosphorus gettering should 

be carried out as early as possible in a device processing schedule. 

A sink for unwanted gold contamination entering the front of the wafer 

will be provided at all times as well as a barrier at the back of the 

wafer. The gettering model developed in 6.5 should enable a given 

gettering schedule to be optimised and to be predictable within 

reasonable limits. In connection with the problem of external contamination 

of wafers from furnace tubes, results reviewed here as well as those 

presented in chapter 8 indicate that some attention should be given to 

decontaminating furnace tubes - perhaps with the use of HCl gas. 
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7. THE EFFECT OF GOLD ON THE RESISTIVITY OF DOPED SILICON AT ROOM 

TEMPERATURE 

7.1 Introduction 

The effect of gold on the room temperature (298°K) resistivity of 

silicon already doped with a shallow donor or acceptor is to be considered, 

It will be seen that for gold to affect the resistivity of either type 

of silicon appreciably, its concentration must be comparable with, or 

greater than, the concentration of shallow dopant. The solubility limit 

of gold in silicon is generally between 10^^ and 10^^ atoms/cc and so 

concentration of shallow dopants up to 10*^ atoms/cc will be considered. 
17 

At room temperature silicon doped with 10 atoms/cc of shallow dopant 

is non-degenerate and, therefore, the non-degenerate approximations to 

the Fermi function may be used for all of the cases to be considered 

(see section 6.4). 

In the n-type silicon the Fermi-level is well above mid-gap (the 

actual position depending on the concentration of shallow donors N^). 

If a small amount of gold is added (N^^< N^) the gold acceptor levels 

will be ionized immediately and the number of free majority carriers 

(electrons) in the conduction band reduced accordingly. When the gold 

concentration becomes comparable with the shallow donor concentration 

N^) there is a sharp increase in the resistivity because of 

compensation by the gold acceptor energy level. The Fermi-level moves 

towards mid-gap and further addition of gold results in holes becoming 

the majority carriers as more electrons taken from the valence band 

fill the gold acceptor levels ; this makes the silicon high-resistivity 

p-type. When gold is the dominant impurity (N^g> N^) the position of the 

Fermi-level is determined by the gold concentration and the relative 

occupancy of the gold levels. The gold-coupled shallow acceptor level, 

reported by Bruckner (1971) and discussed in section 4.4, is only 

significant when the gold concentration is greater than 4 x 10 atoms/cc, 

and will have the effect of making the silicon lower resistivity p-type 

at gold concentrations greater than this value. 

In p-type silicon, the process is similar to that described above. 
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due to interaction between gold atoms ionized as donors and the shallow 

acceptor levels. The increase in resistivity, however, is monotomic 

and more gradual than in n-type silicon. Conversion to n-fype wllicon 

does not occur because the gold donor is further from the middle of the 

silicon energy band gap than the gold acceptor and the Fermi-level stays 

between the valence band edge and the intrinsic position. Once again, 

the effect of the gold coupled shallow acceptor level, at high gold 

concentrations, is to reduce the resistivity and make the silicon more 

strongly p-type. 

7.2 Measurements of resistivity as a function of gold concentration 

reported in the literature 

There is a lack of reliable data on the effect of gold on the 

resistivity of silicon although several sets of measurements have been 

reported by : Boltaks, Kulikov, and Malkovich, 1960; Wilcox, La Chapelle 

and Forbes, 1964 ; Bullis and Streiter, 1968 ; Thurber, Lewis and Bullis, 

1973. These authors have also carried out theoretical analyses but only 

Thurber et al. have had any success in predicting the experimental data. 

None of the theoretical treatments, with the possible exception of that 

due to Thurber et al., are adequate and it is for this reason that a 

reanalysis is carried out here using models for gold energy levels and 

degeneracies which have already been developed in chapter 4. 

Experimental measurements of the effect of gold on resistivity 

in silicon are subject to similar problems to those already described 

for gold solubility measurements. The experiments basically involve 

measurement of the initial resistivity of a silicon wafer. This is 

followed by diffusion of gold - usually from an evaporated elemental 

source - at a high temperature after which the final resistivity and 

gold concentration are measured. The concentration of gold is obtained 

either by neutron activation analysis (Thurber et al. and Bullis and 

Streiter) or by use of radio-tracer gold (Boltaks, et al., and Wilcox 

et al). In all cases the surface 'tip-up' region must be excluded 

from the gold 'count' to ensure that the gold distribution throughout 

the sample is uniform. There is no evidence that Boltaks et al. removed 

any of the surface layers before measuring the resistivity or gold 
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concentration in their samples. Wilcox et al. and Bullis and Streiter 

only removed thin ( ~10^nO layers from their samples which, as shown in 

experimental results in the literature and in this work, is not enough 

to avoid the 'tip-up' region. Thurber et al. in a comprehensive set of 

experiments, removed 125wm thick layers from each face of their silicon 

wafers before measuring gold concentrations and resistivities (samples 

thus prepared were also used for Hall effect measurements described 

in chapter 4). These results are probably the most reliable and have 

been used, in this chapter, as the data to which the theoretical curves 

are to be fitted. As will be seen, there are still some problems in 

fitting the theoretical calculations to the measured values. The gold 

concentration data does, of course, include all electrically-active 

and electrically-inactive gold atoms. There still remains a need for 

a technique which yields, unambiguously, the electrically-active gold 

concentration 

7.3 Theoretical calculations of resistivity as a function of gold 

concentration at room temperature 

Theoretical calculations of resistivity as a function of gold 

concentration have been carried out, as mentioned above, by several authors, 

Aa the approximations and data used in each of die references cited are 

open to some doubt the calculations have been carried out in this work 

using more recent data for gold energy levels etc., and for various models 

of gold energy level variations with temperature and gold degeneracies. 

(See chapter 4). 

The position of the Fermi-level is first calculated by solving the 

charge balance equation (at room temperature) and from this the number of 

free carriers and hence the resistivity are obtained. 

The charge balance equation for this problem is : 

n + + Ng = p + Nj* + Np* 7.1 



where : 

n = electron density 

N - ionized shallow acceptor density 

= density of negatively ionized gold (filled acceptors) 

= density of negatively ionized gold-coupled shallow 

acceptors. 

p = hole density 

= ionized shallow donor density 

Ng = density of positively ionized gold (empty donors). 

The electron density, n, is obtained from : (Nichols and Vernon 1966) 

[E. - EL 
n - N .exp c kT 

7.2 

where the symbols have the same meanings as in previous chapters, 

is the Fermi energy in intrinsic material : 

If Ep. 

n = N .exp Fi 
kT 

exp 
^F - ^Fi 

kT 
7.3 

now, in intrinsic material, where n^ is the intrinsic electron (or hole) 

concentration : 

nu = exp Fi 
kT 

7.4 

It^refore, 

n = n^ exp 
Bp - ^Fi 

kT 
7.5 

Similarly, the hole concentration, p, is given by : 

nu exp 
"Fi 

kT 
7.6 

In intrinsic material, n = p = n^, thus may be obtained by 

equating equation 7.2 with the corresponding expression for th^ hale 

concentration, p, in intrinsic material. This results in : 

^Fi 

E + E 
C V 7.7 
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N and N have been defined in equations 6.48 and 6.49, and E + E * 
V C ^ ' C V 

the silicon energy band gap. Equation 7.7, may be rewritten in terms of 

the density of states effective masses for holes and electrons m^ and im 

„ - ^ . i f in 

E 7.8 

The ionized shallow acceptor and donor densities respectively are : 

N 
N 

N. 

1 + gg exp 
%a - Bp 

1 + gg exp kT 

7.9 

1 + exp 
kT 

7.10 

where : = total number of shallow acceptors, g = degeneracy factor for 

shallow acceptors, - total number of shallow donors and g^ = degeneracy 

factor for shallow donors (see equations 4.11, 4.12). 

Similarly, the ionized gold-coupled shallow acceptor density is : 

N, 
N, 

1 + gg exp 
Gc - Gp 

kT 

7.11 

The densities of ionized gold acceptors and donors may not be obtained 

from the simple Fermi probability function in the way that N and have. 

A gold atom may exist in one of three charge states but its existence 

as, say an ionized donor, precludes it from being in either of the other 

states at the same time, viz., as a neutral atom or as an ionized acceptor. 

Expressions for the densities of ionized gold acceptors and donors have 

been derived in this work, from the Shockley-Last (1957) statistics of 

the charge distribution on a localized flaw in a semiconductor (see 

appendix E) and are : 

N. 
N 
Au 

1 + exp 
kT 

1 + gg exp kT 

7.12 
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and 
Au 

D 
1 + gg exp kT 

1 + exp 
kT 

7.13 

where : = total gold concentration, = gold acceptor energy level, 

gold acceptor degeneracy, = gold donor energy level and 

gg = gold donor degeneracy. 

The charge balance equation (7.1) is solved by iteration with a 

digital computer to obtain a self consistent value for the Fermi-level, 

Ep, to a specified accuracy. The values of n and p (7.5 and 7.6) are 

obtained and used to calculate the resistivity (p) from : 

- 1 

P - q.n.W^ + q.p. W 7.14 

where : q = the electronic charge, w = electron mobility and 
n 

Jjp = hole mobility. 

The nobilities and w are calculated within the computer program 

by evaluating the contributions of the two dominant scattering mechanisms 

which are acting on the carriers. These are lattice scattering due to 

phonons (thermal vibrations) which interrupt the periodicity of the 

lattice and thereby impede the motion of carriers, and ionized impurity 

scattering whereby an ionized donor or acceptor atom may deflect a 

moving electron or hole with an electrostatic interaction. There is a 

third scattering mechanism relating to Oie interactions of carriers 

with neutral impurity atoms which is neglected here since most of the 

impurities are ionized. The scattering contributions are summed reciprocally 

to give : 

1 1 + 1 

total ^lattice Ionized 
impurity 

7.15 

The values used in this equation are discussed in section 7.32. 

The calculations are carried out for a given n-type or p-type doping 
13 

concentration and a series of gold concentrations ranging from 10 atoms/cc 
17 

to 10 atoma/cc. The resulting curves of resistivity as a function of 
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gold concentration for various starting materials are plotted out by 

the computer "Calcomp" peripheral. 

The program (see appendix H) used to perform this calculation was 

written in such a way as to allow variation of almost all of the parameters 

involved, e.g. energy levels, degeneracies, silicon energy band gap, 

temperature, etc. 

The value of n^, the intrinsic carrier concentration, is important 

in determining the value of the Fermi-level during the iterative part 

of the program and subsequently the number of free carriers used to obtain 

the resistivity (see equations 7.5, 7.6 and 7.14). The value of 

obtained from equation 7,8 also makes a significant contribution to the 

final value of the Fermi level and depends on the energy band gap of 

silicon and the density of states effective meases of electrons and 

holes (m and m^). These parameters and the methods used to calculate 

mobility will be discussed in more detail since the values used have 

an important bearing on the final results. 

7.3.1 The intrinsic concentration, n 
1— 

Using equation 7.2 and the corresponding equation relating n^ to 

and the position of relative to E , one may obtain the relationship 

n. = (N N )* exp 
1 V c 

-^G 
2kT 

7.16 

At room temperature (298 K), with an energy gap of 1.24eV (Bludau et al, 
9 -3 

1974), this expression gives n^ - 5.4 x 10 cm . The measured value 

at 298°K reported by Morin and Maita (1954) is 1.18 x 10^^ cm ^ and is 

the generally accepted value (Grove, 1967). However, as pointed out 

by Barber (1966) this value is probably unreliable as the measurements 

were made on silicon which was not very pure by today's standards, in 

fact it was suspected to contain enough oxygen to form p-n junctions. 

Barber (1966) considers more reliable data for n^ above 350°K attributed 

to Putley and Mitchell (1958) and extrapolates their measurements to 

lower temperatures by considering the temperature dependence of electron 

and hole density of states effective masses. The uncertainty in Barber's 
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9 -3 

values is estimated to be less than 15% and he gives n^ = 9.6 x 10 cm 

at 298°K. This value, which is used here, is justified by the calculated 

values of maximum resistivity in n-type gold doped silicon which depend 

strongly on it and which agree well with the measurements of Thurber 

et al.(1973). 

7.3.2 Mobility 

The mobility of a carrier (electron or hole) is derived from the mean 

time between collisions which scatter the carrier. This may be visualised 

with a simple explanation : under the influence of an electric field , e, 

the acceleration of, say, an electron, is given by Newton's second law of 

motion : 

7.17 
m* 

where m* is the conductivity effective mass of the electron. If the mean 

time interval between collisions is <t> , then the average drift velocity 

of the electrons is : 

"drift - 7-18 

and the quantity (q <r> /2m*) is defined as the mobility of electrons, 

The time interval between collisions is determined by the mechanisms 

already mentioned, the probability of a collision taking place in unit 

time, — , being the sum of the probabilities due to the scattering 

mechanisms; this leads to equation 7.15 : 

''•lattice ionized ^ 
impurity 

Footnote. A more rigorous analysis, such as that given by Nichols and 
Vernon (1966)pll2, yields the result that Vjrift = qE/2m ( <3*^ ) where <% 
and <T> are the mean square time and mean time of flight between collisions, 
It is shown that <?%> = 2<x> , which results in = q <t> /n* . 
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The values of W for electrons and holes used in this work are taken 

from well accepted measurements of drift mobilities in very low-doped 

silicon (where y^is negligible). These measurements, made by Ludwig 

and Matters (1956), yield the following room temperature values : 

y = 1350 + 100 cm^/volt.sec. 
— 2 

and y T = 480 + 15 cm /volt.sec. 
pL — 

The ionized impurity scattering contribution to mobility must be calculated 

for each solution of the charge balance equation however, since the number 

of ionized impurities, is the sum : 

N_ = N " + N " + N " + N,* + Nn* 7.19 
X 3 A G Q D 

which is different for each value of N ,, N or N. , 
d a Au 

The problem of the scattering of carriers in the Coulomb field of an 

ionized impurity atom has been discussed in terms of classical mechanics 

and wave mechanics - however both methods give the same result (R.A.Smith, 

1964, pl48). A simple model of the Coulomb field of the ionized impurity 

does not adequately describe the scattering of carriers in a real crystal. 

This is due to the modification of the Coulomb field of one ionized 

impurity centre by neighbouring ones and, in addition, the presence of 

large numbers of free carriers which may "screen" the ionized impurity. 

Two approaches to the problem of modifying the Coulomb field have been 

made ; these are due to Conwell and Weisskopf (1950) and Brooks (1955) 

and Herring (1954). These latter two authors arrived, independently, at 

the same result. The Conwell-Weisskopf formula is obtained by considering 

that each ionized impurity scatters independently, with its "scattering 

cross-section" arbitrarily cut off at a distance from the ion which is 

equal to half of the distance between neighbouring impurities, i.e. if 

r^ = the effective radius beyond which the ion ceases to be effective 

and N is the density of imnurities: 

(2r . N 7.20 
m 1 

The approach made by Brooks and Herring was a quantum mechanical 

one which takes account both of the screening of the Coulomb field of 

the ionized impurity centres by the free holes and electrons and the 

modification of the average carrier density in the neighbourhood of a 

charged centre. The Brooks-Herring formula yields similar results to the 
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Conwell-Weisskopf formula when the density of conduction electrons 

in n-type silicon (or holes in p-type silicon) is similar to the number 

of ionized impurities. However, the two formulae give quite different 

results when the conduction electron (or hole) density is appreciably 

less than the ionized impurity density, n<< N^. In this case, the 

mobility given by the Brooks-Herring formula is less than that given 

by the Conwell-Weisskopf formula for the same value of - this is 

because n does not appear explicitly in the Conwell-Weisskopf formula 

as it is assumed to be equal to N^. The reason for the decrease in 

mobility lies in the fact that the "screening" effect of the free carriers 

is reduced when their density, n, is reduced. 

In the problem to be solved in this work, when the gold concentration 

becomes larger than the shallow dopant concentration, the total number 

of ionized impurities is much greater than the electron (or hole) 

concentration since the electrons (or holes) distribute themselves 

between the gold and shallow levels rather than occupying the conduction 

(or valence) bands. This fulfils the condition in the Brooks-Herring 

formula where Nj» n and for this reason mobilities have been calculated 

using the Brooks-Herring expression : 

7/2 3/2 

7.21 
3/2 * i -

1 ^ "t 
n (m ) q In [l + b 1 - 1+b 

where: 

, 6 E m* (kT)2 
D = . 

n q2 

= dielectric constant of silicon 

k = Boltzmann's constant 

T = temperature, °K 

m = conductivity effective mass of carriers (electrons or holes) 

= number of ionized impurities per unit volume (eqn. 7.19) 

ti = Planck's constant •=• 2ir 

q - electronic charge 

n = number of free carriers per unit volume (electrons or holes) 
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7.3.3 Effective Mass 

The effective mass of an electron (or hole) arises from the quantum 

theory which describes the motion of electrons in a periodic lattice. 

Its definition comes from calculation of the rate of change of crystal 

momentum of an electron in a periodic lattice ; it is the proportionality 

factor linking force and acceleration (as in Newton's law of motion : 

force = mass x acceleration). For the 'ideal' one dimensional case, 
* 

the effective mass, m , is given by the well known expression (see for 

example, McKelvey, 1966 p219) : 

- 1 

7.22 
m* -

" 2 • 

dk^ 

where E is the energy of the electron. 

In a real situation this equation may be extended to three dimensions 

quite easily (McKelvey, p 237) and the effective mass becomes a tensor 

which takes account of the fact that the E(k) relationship (k = wave 

number, which is closely linked to crystal momentum since h.k has dimensions 

of momentum) may not be the same in all directions. A different effective 

mass is required to describe motion in each direction. 

A detailed consideration of the effective mass tensor in calculating 

the conductivity of a semiconductor (see equation 7.18) is given by 

McKelvey, p 302 and a 'conductivity effective mass" for isotropic 

conductivity is defined. When occupancies of the valence and conduction 

bands (equation 7.2) are considered, however, summation of the directional 

components of effective mass to give a value which describes the density 

of states of the band (equations 6.48 and 6.49) yields the 'density of 

states equivalent effective mass' which is not the same as the conductivity 

effective mass. 

This difference has not been appreciated by many authors. In the 

calculations carried out here, density of states effective masses of 

iHg = 1.18m. and m^= 0.81 m^ (Barber, 1968) are used to calculate the 

position of E^^ in equation 7.8 ; conductivity effective masses of 

m^ = 0.27 m and m^ = 0.38 m. (Bullis, 1966 and Barber, 1968) are employed 
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in the solution of the Brooks-Herring expression - equation 7.21. 

7.4 Results of the Calculations 

Solutions of the charge balance equation, with the parameters described 

above, were obtained for a large number of different gold energy level 

positions. For clarity (and brevity) only a small number of examples which 

illustrate the important aspects of the calculations are included here. 

In all cases the calculated values are compared with the experimental 

data kindly provided by Dr. W. R. Thurber (Thurber et al. 1973). The 

silicon starting resistivities in the calculations are the same as 

those used in the experimental data so that a direct comparison between 

them may be made. 

The precise positions of the shallow energy levels and their 

degeneracies have little effect on the calculated curves since the Fermi 

level is almost always far enough away from them to ensure that they 

are essentially all ionized. The values used were : shallow acceptor 

level 0.045 eV above E , g = 4.0 ; shallow donor level 0.044 eV below 
V °a 

E , gj = 0.5, The gold-coupled shallow acceptor was assigned an energy 
level of 0.033 eV above E and a degeneracy of 4.0 ; its density was 

3 . ^ . 15 
varied as (N, ) with a concentration of 4.5 x 10 /cc at a gold 

AU 
concentration of 1 x 10 atoms/cc (Thurber et al. 1973). 

The calculations were carried out for the five energy level 

temperature dependence models suggested in chapter 4, viz: 

both energy levels fixed to E^, Model C 

both energy levels fixed to E , Model V 

each energy level fixed to opposite band edge. Model 0 

each energy level fixed to nearest band edge. Model N 

both energy levels vary in proportion to E (T), Model P 

Models N and 0 gave poor results overall and are not considered 

further. Each of the other models was assessed using a number of sets 

of degeneracy factors for the gold levels including those suggested 

by various authors in the literature : 
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Degeneracy Set 
4\r- ^ - Comment 

1 

2 

3 

4 

5 

6 

7 

1 

0.125 

0.125 

4 

6 

0.666 

1.333 

1 

16 

8 

1.5 

2.5 

0.25 

0.75 

No degeneracy 

Bruckner (1971) 

Thurber et al. (1973) 

TrivalentzBrown eC al(1975) 

Trivalent:including split 
off band 

MbnovalentiBullis (1966) 

Monovalent including split 
off band 

Three pairs of gold energy levels were used for each model. These were 

chosen to represent the range of values reported in the literature with the 

centre value that is given by the measurements of Engstrom and Grimmeiss 

(1975) for the gold acceptor level and Wong and Penchina (1975) for the 

gold donor level (asterisked in the list) . For each model the absolute 

zero values were corrected to 300°K values using the appropriate temperature 

variation (see chapter 4) : 

Model Ec-EA(eV) Eo-Ey(eV) 

CI 0.53 0.275 

C2* 0.553 0.284 

C3 0.56 0.3 

VI 0.45 0.343 

V2* 0.48 0.35 

V3 0.49 0.365 

PI 0.49 0.32 

P2* 0.52 0.33 

P3 0.53 0.35 

In the calculations the starting material resistivities listed below 

were employed; the symbols correspond to the measured data of Thurber et al. 
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Lvity Type Resistivity (km Symbol 

n 0.3 O 

n 1.0 

n 5.3 + 
n 75 X 

n 380 0 

n 2300 

P 0.076 

P 0.53 z 
P 1.1 Y 
P 11 X 
P 20 * -

P 93 X 

P 280 1 

P 1100 

7.4.1 N-type silicon starting material results 

In all of the n-type theoretical curves the sharp rise in resistivity 

is predicted at = N^, however in every case the measured value of 

at the sharp rise is - 2N^. Variation in energy level position or 

degeneracy has no effect on this and it remains the biggest uncertainty 

in achieving a satisfactory fit between the predicted and measured data. 

There are three possible explanations of this anomaly : a systematic 

error has been made in the neutron activation measurements of gold 

concentration ; the measured gold concentration contains a significant 

proportion of non electrically active gold atoms - such as gold interstitials; 

or, as suggested by Kendall and De Vries (1969), two substitutional gold 

atoms on adjacent lattice sites are required to provide one electrically 

active centre. The first possibility is unlikely especially as the 'factor 

of two' anomaly has been observed by other workers (Bullis and Stricter, 

1968). The second possibility is the most likely in view of the lack of 

data on the relative concentrations of Au^.and Au^; although the Kendall 

et al. suggestion cannot be wholly discounted. The success of gold diffusion 

and solubility theories which assume a single substitutional gold atom per 

active site must support the interstitial gold explanation. For this reason 

the best fit calculations are taken to be those which parallel the measured 
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values rather than those which do fit at high resistivities and not at low 

ones (as in the calculations of Thurber et al.)• 

The effect of varying the degeneracy factor for given gold energy 

level positions is illustrated in figures 7.1, 7.2 and 7.3 for 1 cm n-type 

silicon and models C2, V2 and P2. Clearly variation of degeneracy or energy 

level position does not affect the position of the sharp rise in resistivity 

or the maximum value. This latter point is not surprising since examination 

of equation 7.1 shows that the maximum resistivity occurs when the silicon 

is effectively intrinsic, i.e. when Ep = and depends on n^ and 

only. Bullis (1966) incorrectly states that the maximum value of 

resistivity (as the n-type silicon"^ p-type) is affected by the degeneracies 

and positions of the gold levels. 

The best overall fit between theoretical and measured data - allowing 

a factor of two at all gold concentrations - occurs for model C2 with 

degeneracy set 5 (model C2-5), i.e. both gold energy levels fixed to E 

(as measured by Engstrom and Grimeiss, 1975; and Wong and Penchina, 1975) 

coupled with degeneracy factors obtained in this work where it is assumed 

that gold is trivalent in silicon with the 'split-off valance band included 

in assessing the degeneracies of the various occupancy conditions (g^ = 6, 

gjj 2.5). The next best fit occurs for model C2 with degeneracy set 4 

(model C2-4) (Brown et al. 1975). A reasonable but not as good fit occurs 

for the models in which gold is monovalent with energy levels fixed to 

E^, i.e. model ¥2-6. Model Cl-4 gives an almost identical result to the 

best fit curves obtained with C2-5, however from the discussions of chapter 4, 

the energy level positions in model C2 are considered to be more accurate 

and hence C2-5 is the favoured model. Calculations for the monovalent 

model in which the gold energy levels vary a Eg(T) do not give good fits 

(i.e. models PI, P2 and P3-6). 

It is apparent, from figures 7.1 - 7.3, that many of the sets of 

degeneracies give completely wrongly shaped curves for some of the models. 

It is particularly interesting that sets 2 and 3 which were used by 

Thurber et al. (1973) to give good predictions in their calculations do 

not give correctly shaped curves for any of the models here. The reason 

for this is not known since it has proved impossible to reproduce Thurber 
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et al's. results in this work. Figures 7.4 to 7.8 illustrate some of the 

results obtained using all of the resistivity data. At gold concentrations 

above 4 x 10*^ the predicted values tend to be dominated by the gold-

coupled shallow acceptor and are, therefore, subject to some uncertainty 

since its density relative to the total gold concentration has not 

really been measured satisfactorily. It should also be noted that the 

shapes of the predicted curves beyond the maximum resistivity are more 

dependent on the gold donor level (since the material is then p-type) 

whereas on the left of the peak the curve is almost solely dependent on 

the gold acceptor, energy level. The models illustrated are as follows: 

figure 7.4 : C2-5 ; figure 7.5 : C2-4 ; figure 7.6 : Cl-4 ; figure 7.7 : 

V2-6 and figure 7.8 : P2-6. (That model C2-5 gives the best fit is 

more easily seen in figure 7.17 where the assumption that only half of 

the gold is electrically active has been made in the calculation). 

7.4.2 P-type silicon starting material 

The p-type calculations are more difficult to fit to the measured 

data. This is apparent from figures 7.9, 7.10 and 7.11 where the effect 

of degeneracy on the predicted values for 1.10cm p-type, gold doped, 

silicon starting material is shown. Varying the energy level or 

degeneracy factor is seen to affect the whole range of the curve. A 

second problem is that Thurber et al. (1973) expressed some doubt as 

to the validity of the measurements on higher resistivity material in 

which it was suspected that compensation from some donor-type dopant, 

other than gold, had occurred. 

Including the factor-of-two correction for probable inactive gold, 

the best fits to the p-type gold doped silicon resistivity measurements 

occur for models : C2-5, C3-4 and V2-6. Of these, model C2-5 is also the 

best fit to the n-type gold doped silicon resistivity data and V2-6 is 

also a good fit; C3-4 is a poor fit. The monovalent models with energy 

levels varying in proportion to E (T) do not give good fits to the p-type 

data. Figure 7.12 - 7. illustrates some of these p-type gold doped 

silicon resistivity results as follows: figure 7.12: C2-5 ; figure 7.13: 

C3-4; figure 7.14 : V2-6; figure 7.15: P2-6; figure 7.16: Vl-4 (example 

of a poor-fit calculation). 
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7.4.3 Conclusion 

The best theoretical fit to the measured values of the effect of gold 

on silicon resistivity are obtained for a gold energy level model in which 

the gold is trivalent with energy levels which remain fixed to the 

conduction band edge as temperature varies ; E - = 0.553 eV and 

= 0.84 eV. The degeneracy factors g^ = 6 and g^ = 2.5 are obtained 

by including the split off valence band as well as the two double degenerate 

valence bands in assessing the degeneracies of the various charge states. 

Degeneracy factors of 4 and 1.5 also give quite a good fit (trivalent 

excluding split-off band). It is necessary, however, to make the assumption 

that approximately half of the gold atoms measured by neutron activation 

are not electrically active. Figures 7.17 and 7.18 show resistivity versus 

gold concentration plots of the best-fit gold model (C2-5) for n-type and 

p-type silicon in which it has been assumed, in the calculation, that half 

of the gold is inactive. A direct comparison between the predicted and 

measured values should be made. There are still anomalies in the results 

which are probably connected with the uncertainty in the measurements of 

the high resistivity p-type samples and in the concentrations assumed 

for the gold coupled shallow acceptor level. 

In chapter 6 it was shown that the gold model which has provided the 

best theoretical fit to the measured data here, also gives an excellent 

fit to the solubility enhancement measurements. The monovalent model in 

which the gold energy level positions varied in proportion to E (T) 
§ 

also gave a good fit to the solubility enhancement problem, however it does 

not fit the resistivity data as well as the trivalent model. Overall, 

therefore, the evidence provided by using the gold models discussed in 

chapter 4 tends to support the trivalent bonding configuration with energy 

levels fixed to E as temperature varies. It is stressed again, however, 

that it is possible to use any energy level with an appropriate degeneracy 

factor to give the same answers since they are inseparable (see equation 

4.10). 

7.5 The shallow interstitial gold donor 

The possibility of interstitial gold behaving as a shallow donor has 

already been discussed in chapters 4 and 6. Calculations of the effect of 
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such an energy level on resistivity show clearly that, even if interstitial 

gold is a shallow donor at diffusion temperatures, it certainly is not 

at room temperature. Figures 7.19 and 7.20 illustrate the effect that 

it would have assuming that Au^ = Au x 0.1. If half of the gold were 

interstitial the result would be even worse I 
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8. EXPERIMENTAL TECHNIQUES AND RESULTS 

In this chapter the experimental techniques which have been employed 

in the study of gold diffusions in silicon wafers are described. The 

results from a number of experiments designed to investigate different 

aspects of the diffusion of gold in silicon in the presence and in the 

absence of shallow phosphorus diffusions are then described. Finally some 

results taken from a recent study of oxidation induced defects are used 

to illustrate the problem of furnace contamination. A discussion of the 

implications of the various results is given in chapter 9. 

8.1 Gold Diffusion Profiling 

Diffusion profiles are generally measured using radio-tracer gold or by 

neutron activation (Brown et al., 1975; Murarka, 1976). These methods, 

although accurate, are time consuming and expensive. In this work, the 

spreading resistance technique has been used to measure diffusion profiles 

of electrically active gold. This method has previously been reported for 

gold vs depth profiles in silicon by Brotherton and Rogers (1972). The gold 

distribution profile is inferred, reasonably accurately, from measurements 

of the variation in resistivity as a function of depth in gold doped and 

corresponding non-gold-doped-control silicon samples. The effect of gold 

on resistivity, which was discussed in chapter 7, is used to obtain the 

gold concentrations which are attributed entirely to the substitutional 

gold species because,as already shown, the interstitial species cannot be 

electrically active at low temperatures. 7-5") 

In order to measure the slowly varying resistivity depth profiles which 

result from the experiments carried out here, a technique with high spatial 

resolution was required. Spreading resistance measurements (Mazur and 

Dickey, 1966) should provide such resolution, however in order to realise 

the potential of the technique a long period was spent developing a depth-

profiling method which combined high spatial resolution and high reproducibility. 

The spreading resistance technique and the development work carried out on 

it are detailed in appendix A of this thesis. For the present it is merely 

necessary to accept that spreading resistance, R , which is directly related 
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to resistivity, may be measured in a localised volume of silicon around 

a metal-probe to silicon contact. The size of this volume, which defines 

the spatial resolution of the measurement, is cloaely related to the area 

of the probe-silicon contact. Two probes have been used in the experiments 

described here: the first yielded measurements which were reliable provided 

there were no abrupt changes in resistivity within a 50wm depth beneath 

the probe; the second, smaller probe gave reliable information provided 

there were no sudden changes within a lO^m depth beneath the probe. The 

effect of sampling the resistivity of the silicon over a volume of size 

defined by these depths is one of Slight smearing-out of sharp variations. 

It is possible to make mathematical corrections for such fluctuations 

however in this work it has not been found necessary since the qualitative 

conclusions drawn from the results are unaffected - where appropriate the 

effect that making the corrections would have is indicated. 

Spreading resistance values as a function of depth were obtained by 

polishing a shallow angle bevel through the samples to expose the areas 

of interest on a greatly magnified horizontal scale (see figure A1 in 

appendix A). The techniques for producing the bevel and measuring the 

depths of the readings are described in appendix A. 

In order to obtain gold diffusion profiles, every gold diffusion was 

accompanied by control pieces cut from the same silicon wafer. The control 

pieces were subjected to the same processing treatments as the gold doped 

samples except at gold diffusion stage where they were given a similar 

heat treatment in a difference furnace. In cases where gold and phosphorus 

were both diffused into a wafer four quarters were processed separately : 

(1) Phosphorus and gold diffused. 

(2) Phosphorus diffused only + heat treatments to simulate Au diffusion. 

(3) Gold diffused only + heat treatments 

(4) All heat treatments only. 

Comparison of (1) and (2) enables the gold profile in (1) to be 

obtained and comparison of (3) and (4) enables the gold profile in (3) 

to be obtained. 
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8.1.1 Inference of gold concentration from resistivity change 

The effect of gold on the resistivity of silicon has been described 

in detail in chapter 7. In this work the problem of main interest is 

the effect of shallow phosphorus diffused layers on the distribution of 

gold in the rest of a silicon wafer. The gold concentration in the 

shallow phosphorus diffused layers could noc be detected by resistivity 

change since it never reaches a high enough concentration to alter the 

number of carriers significantly. In the bulk of the substrates, which 

were 10-200 cm p-type wafers, the presence of gold in densities greater 

than 10 atoms/cc causes a rise in the resistivity. Comparison of the 

resistivity depth profile of the non-gold-doped control sample with that 

from the corresponding gold doped sample should allow the level of gold 

contamination to be calculated. It has not proved possible to predict the 

experimentally observed effect of gold on resistivity in p-type silicon with 

great accuracy so the experimental data rather than theoretical predictions 

are used to convert resistivity change to gold concentration. Here the 

experimental results reported by Thurber et al.(1973) were used. Although 

an uncertainty of a factor of two exists in the absolute values of gold 

concentrations thus inferred, relative values of gold concentration should 

be comparable with much greater accuracy. Because of this uncertainty, 

values of spreading resistance versus depth have only been converted 

to gold concentration when really necessary. Where such a conversion 

does not affect the qualitative conclusions being drawn from the data 

the results are plotted in the form of the raw data, namely spreading 

resistance versus depth or in the form of resistivity versus depth. 

Resistivity versus gold concentration data - as shown in chapter 7 -

was kindly provided by Dr. W. R. Thurber of the National Bureau of 

Standards, New York. In order to interpolate the relationship between 

resistivity and gold concentration for any starting material resistivity, 

the following exercise was carried out. The data was first plotted as 

shown in chapter 7, i.e. resistivity versus N^^ for the experimental 

starting resistivities. Smooth lines were drawn through the data points 

and a plot of resistivity versus the background doping level with gold 

concentration as a parameter was made up. This is shown in figure 8.1. 

These plots allowed a curve of resistivity versus N to be drawn up for 
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any chosen background doping level. An example is shown in figure 8.2. 

Gold concentration versus depth profiles were obtained in the following 

manner: 

(1) The spreading resistance versus depth data was plotted out. 

(2) This data was converted from spreading resistance to resistivity 

versus depth and then smoothed. 

(3) The average resistivity of the non-gold doped control sample 

was converted to carrier concentration using empirical curves 

due to Irvin (1962). 

(4) A curve of resistivity versus (eg figure 8.2) was drawn up 

for this carrier concentration using figure 8.1. 

(5) The gold concentration at any depth for the gold doped samples 

was obtained using this calibration curve. 

8.1.2 Errors 

The main sources of error in the gold diffusion profiles presented 

later in this chapter arise from the conversion of resistivity to gold 

concentration (see above) and from limitations of the spatial resolution 

of the spreading resistance equipment. This latter effect is discussed 

where appropriate in the results. The former effect is mainly due to the 

uncertainty in the data used to convert resistivity to gold concentration 

rather than in measuring the resistivities since it is shown in appendix A, 

that the spreading resistance equipment used here has a reproducibility 

better than 2%. It is not possible - or meaningful - to quantify this 

error in conversion from p to since it should always be the same. 

This implies that although the absolute values of N may be in error 

by up to a factor of two, the same factor applies to every measurement 

making comparisons between measurements valid to a much greater accuracy. 

The graphical conversion is probably subject to an error of _+ 5% giving 

an overall error bar of + 10% except in regions where the resistivity 

variation with depth is very rapid or abrupt. 

8.2 Shallow Diffusion Profile Measurements 

Dopant-depth profiles of the shallow phosphorus diffused layers 

were obtained from measurements of resistivity versus depth made by the 

spreading resistance method or by the incremental sheet resistance method. 
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These techniques and the analysis used to convert the measurements to 

dopant concentrations are described in appendices A and B. 

8.3 Junction Depth Measurements 

The measurements of junction depths were carried out by conventional 

staining techniques (Burger and Donovan, 1967). Shallow diffused n-p 

junctions were exposed by making a shallow bevel or a cylindrical groove 

in the silicon surface so as to expose the layers of interest; the bevelled 

and grooved surfaces were polished with 0.5 micron diamond paste. The p-

type regions were stained with an HF/HNOg stain made by adding 3 drops of 

concentrated HNO^ to 25 cc of 48% HF. Once these regions had been stained 

the depths of the junctions were measured using a Watson interferometer 

under sodium light illumination. (X = 5908 X). 

Junction depths on samples with polished bevels which had been used 

for spreading resistance measurements were stained with a solution comprising 

a few crystals of copper sulphate dissolved in a small quantity of very 

dilute HF. This stain plates copper all over the exposed silicon but the 

plating occurs much more rapidly on n-type layers allowing them to be 

identified within a few seconds. For some unknown reason the HF/HNOg 

stain did not work on these polished bevels. 

8.4 Rutherford Backscattering Measurements 

Rutherford backscattering (RBS) measurements of the concentration and 

lattice location of gold in heavily phosphorus doped silicon were kindly 

carried out by Dr. P. L. F. Hemment of the University of Surrey. 

The RBS technique, which is described very briefly below, has been 

reviewed as a method for chemical analysis by Buck and Wheatly (1972). 

The silicon sample of interest is bombarded with a collimated beam of 

1.5 MeV He ions in an evacuated system. The sample, or target, is 

aligned in a random crystal direction relative to the beam. Upon collision 

with the target, the He* ions are backscattered, collected and counted. The 

energy of a backscattered ion may be related to the mass of the impurity with 
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which it has collided or its depth within the target specimen. For a given 

impurity causing backscattering, ions will be collected over a range of 

energies with the maximum energy corresponding to scattering from atoms 

of the impurity which lie closest to the surface. The number of backscattered 

ions of a given energy,collected for a given period,may be related to the 

density of the target impurity corresponding to that energy. 

The energy range is divided into channels of 8.0 KeV and the collection 

system produces an output indicating the yield of backscattered ions in 

each channel or energy range increment. 

If the example of gold in silicon is considered, the ratio of the 

density of gold atoms to silicon atoms may be obtained for a given dose 

of He* ions. If the channels corresponding to scattering from the silicon 

surface layers and scattering from gold atoms in the silicon surface 

layers have yields of and then the densities of silicon and gold 

are related in the following manner: 

Y . Y 
N . : N. - ^ 8.1 
" ^S1 

where Zg^ and are the atomic numbers of silicon and gold respectively. 

The density of gold close to the silicon surface is given by : 

-AU -"si < 
Au Si 

22 
where, at 300°K, Ng. = 5 x 10 atoms/cc. The detectability limit for gold 

17 . 

is about 10 atoms/cc which means that gold concentrations must be above 

the solubility limit in intrinsic silicon before they are detectable. 

This limitation prevents use of the RBS technique for most gold concentration 

measurements, however it provides an ideal method for obtaining gold 

concentrations in heavily phosphorus doped layers. 

Figure 8.3 is a calibration chart for the RBS system used for 

measurements in this work. The energy for backscattered ions from the 

silicon surface is approximately 0.88 MeV; any impurity (such as carbon) 

with a lower mass will be masked by the silicon depth spectrum. Gold at 
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the surface, as can be seen, scatters ions at about 1.4 MeV. A continuum 

of backscattered ions over the energy range 0.88 - 1.4 MeV may be related 

to the gold depth distribution or to the presence of significant quantities 

of the elements with atomic masses between silicon and gold. 

In the above description, it has been assumed that the target sample 

was aligned in a random direction to the ion beam, it is possible however, 

to channel the ions down interstices in the silicon lattice because 

the He* ions are very small compared to gaps in the lattice in certain 

crystal directions. If the sample is aligned in a channelling direction 

relative to the ion beam, the backscattered count from silicon atoms 

and impurity atoms residing on the lattice sites becomes very small; 

however, a significant count at a particular energy, indicates impurities 

of the atomic mass corresponding to that energy residing in interstitial 

or near-interstitial sites. For the same total dose of He* ions, the 

ratio of the backscattered yield at, say the gold energy, in the random 

direction to the yield at the same energy in the channelling direction 

indicates the ratio of total gold to interstitial gold. (In order to 

expose all of the interstitial sites to a channelled beam, several 

channelling orientations must be tried, however in the limited time 

available here, it was only feasible to do one channelling experiment). 

8.5 Pulsed MPS Capacitor Measurements 

A very brief reference to some recent experimental results obtained 

by this author in a recent study of oxidation induced defects (Unter et 

al, 1977) is made at the end of this chapter. The results illustrate 

the effect of furnace contamination during gettering. Since these 

results are only briefly mentioned, a short description of the experimental 

technique will suffice. 

The pulsed capacitor technique (Zerbst, 1966) gives a simple method 

of estimating the minority carrier generation rate in a depleted MOS 

structure. The measurement, which is summarised diagraomatically in 

figure 8.4, involves monitoring the high frequency capacitance of the 

MDS capacitor when it is pulsed from accumulation into deep depletion 

in darkness. The high frequency capacitance gives a measure of the width 
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of the depletion region which, as shown in the diagram, shrinks to 

an equilibrium width while generation centres within its volume are 

active. The time taken for the depletion width to relax from deep 

depletion to equilibrium (where the surface is inverted) may be related 

to the generation rate in the bulk - provided there is negligible 

generation at the Si-SiO^ interface (Zerbst, 1966; Heiman, 1967). A 

typical response is also shown in the figure. 

The relationship between the response, or relaxation, time of the 

pulsed capacitor and the number of generation centres within the depletion 

region is derived in the references given above, the results presented 

here are for comparison with each other and therefore are given as 

capacitor relaxation times. 

8.6 Processing Techniques 

The following processing stages were used in the experiments described 

here : 

(1) Silicon wafer cleaning. 

(2) Thermal oxidation. 

(3) Phosphorus diffusion. 

(4) Epitaxial growth. 

(5) Standard photomasking. 

(6) Gold deposition and diffusion. 

Prior to gold doping, the wafers were handled and processed with 

standard equipment available in the Microelectronics facility at Southampton 

University. All processing subsequent to gold doping was carried out in 

specially segregated furnace tubes and using designated handling equipment. 

This was done to avoid contamination of apparatus which would subsequently 

be used for handling and processing devices in which long minority carrier 

lifetimes were desired. 

Processes listed as 1-5 above are standard, well documented techniques. 

Wafer cleaning was generally carried out using the so-called 'R-C-AV 

clean (Kern et al, 1970) or by boiling wafers in aqua-regia (3 parts HCl: 
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1 pare HNOg) which is a well known solvent for gold. In the lists of 

processing procedures given later in this chapter, wafer cleaning before 

any furnace treatment is implicit. 

Thermal oxidations (which were employed to provide masking oxides 

both against phosphorus diffusions and against surface diffusion of gold -

Huntley and Willoughby, 1970) were carried out at 1100°C or 1200°C 

in a wet oxygen ambient. 

Phosphorus diffusions were carried out as a two stage process: 

deposition of a phosphorus glass from a POCl^ (0°C) source at 1050°C 

(2 1°C) or at 1000°C (jf 1°C) followed by a drive-in in an oxidising 

or non-oxidising ambient at another temperature; (precise details are 

given with each experiment). The furnaces were 2^" internal diameter. 

Epitaxial layers, which were required for one of the experiments to 

be described, were deposited in a vertical, R.F. heated reactor from the 

vapour-phase reduction of silicon tetrachloride at 1200°C (Grove, 1967, p8), 

Cold diffusions were carried out from an elemental source of high 

purity gold (99.999%) which was evaporated onto the silicon wafers from 
- 5 

a molybdenum boat at a pressure of 2 x 10 Torr or less. Prior to 

evaporation, the silicon surface was dipped in buffered HF to remove any 

trace of oxide which might cause non-uniformity of diffusion. The 

diffusions,which all took place at 1000°C (+̂  2°C), were carried out in 

a double walled furnace tube with a nitrogen ambient. 0'Shaughnessey 

et al. (1976) have shown that when gold is diffused in an oxidising 

ambient, surface gold is rejected to the top of the oxide layer as it 

grows. This eventually leads to a situation in which the gold source 

can be severely depleted. 

All wafers which had been diffused with gold were quenched from the 

furnace temperature to room temperature in less than two seconds. This 

was done in an attempt to prevent redistribution of gold during cooling. 

8.7 Experiments and Results 

The experiments presented below are not in chronological order but have 
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been listed in a logical manner. Most of the experiments were carried 

out at least twice to ensure that the conclusions drawn were not the 

result of a freak occurrence. 

For brevity and, it is hoped, clarity, each experiment is listed 

as follows: 

Object of the experiment 

Processing procedures 

Measuring procedures 

Results and relevant comments. 

A discussion of the implications of these results is then given 

in the next chapter. 

8.7.1 Phosphorus-gold sequential diffusions at 1000°C 

This experiment was designed to assess the effect of a shallow, high 

concentration phosphorus diffused layer at the front of a silicon wafer 

on the distribution of gold subsequently diffused in from the back. 

Material : 10-20 0cm, p-type, (111) silicon wafers 350 microns 

thick. This material was designated by the manufacturer as dislocation 

and swirl-defect free and was grown by the Float Zone (FZ) technique. 

Processing : i Wafer cleaned. 

ii Initial masking oxide; 60 mins wet oxygen, 1100°C. 

iii Wafer quartered; quarters numbered 1-4. 

iv Oxide removed from fronts of 1 and 2. 

V All quarters cleaned. 

vi 1 and 2 given 30 mins. phosphorus deposition at 

1050°C: 

Gas flows : 30 cc/min Ng through POClg at 0°C 

10 cc/min 0^ 

1 /min Ng 

3 and 4 given equivalent heat treatment in N^. 

vii 1-4 given 'drive-in' at 1050°C, 30 mins dry 

+ 20 mins wet O^. 
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viii Oxide removed from backs of 1 and 3. 

ix Au evaporated onto BACKS of 1 and 3. 

X 1 and 3 annealed at 1000°C in 'gold' furnace. Dry . 

xi 2 and 4 annealed for same time as 1 and 2 in 'control' furnace. 

Five different gold anneal times (steps x and xi) were employed; 

Run G51 15 mins Au anneal 

Run G52 30 mins Au anneal 

Run G53 60 mins Au anneal 

Run G54 120 mins Au anneal 

Run G55 240 mins Au anneal 

Measurements : For each run (G51-55) all four quarters were 

resistivity-depth profiled by the spreading resistance technique using 

the small, high resolution probe. In addition the phosphorus layer 

sheet resistances and junction depths were obtained by grooving and 

staining quarters 1 and 2 of each run. 

Results: The sheet resistances and junction depths of the P-diffused 

layers were almost identical for the five different gold diffusion times. 

They were : 

Run No. *SH ""/O Xj ym 

G51 3.86 + 0.03 3.6 + 0.15 

G52 3.98 + 0.03 3.69 + 0.15 

G53 3.98 + 0.03 3.47 + 0.15 

G54 4.08 + 0.03 3.62 + 0.15 

G55 4.1 + 0.03 3.7 + 0.15 

It is reasonable to conclude that the phosphorus layer, which was 

originally diffused in at 1050°C, does not redistribute appreciably 

during the lower temperature anneals. Only one of the phosphorus dopant-

depth profiles is shown here in figure 8.5 since those obtained from the 

other samples are almost identical. One of the phosphorus diffused control 

samples was etched in SECCO etch (Secco d'Aragona, 1972) to see if diffusion 
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induced lattice damage could be detected. No features which could be 

associated with such damage were visible after etching in one minute 

steps for a total of five minutes at room temperature. 

The resistivity and dopant depth profiles from the bulk of each wafer 

are shown in figures 8.6 - 8.15. Two figures for each run are presented. 

The first depicts the resistivity vs depth data obtained from the spreading 

resistance measurements on quarters 1 (P + Au), 2(P only), 3(Au only). 

Each spreading resistance data point has been converted directly to 

resistivity so that the scatter in the values of resistivity reflects 

the scatter in the original measurements. (The results for quarter 

number 4 are not shown because in all cases they overlap those obtained 

from quarter number 2). The second figure for each run is of gold 

concentration versus depth for quarters 1 and 3 (gettered and ungettered). 

In these, smoothed resistivity data was converted to gold concentration 

by the method outlined in section 8.1.1. The detectability limit for 

gold contamination is defined by the gold concentration below which there 

is no effect on resistivity. The shallow diffused layers are not shown 

on these figures so it is stressed that the phosphorus layer is diffused 

into the sample surface (left side of the profiles) and the gold source 

is applied to the back of the sample (right side of the profiles) . 

The symbols used in the figures are : 

* = quarter no. 1 (P + Au) 

# - quarter no.3 (Au) 

X = quarter no. 2 (No Au) 

These results clearly show the gettering effect of the phosphorus 

doped layer on the incoming gold. They also show that, after a period 

of some time between 60 and 120 minutes, the gettering effect of this 

phosphorus layer ceases. 

Transport of gold from the source on the wafer back to the wafer front 

by surface diffusion was inhibited by the oxide layer, therefore the tip-up 

in gold concentration at the face opposite the gold source in the ungettered 

samples is considered to be a phenomenon which acts on gold atoms which 

have already diffused through the thickness of the wafer. These profiles 
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are considered further in section 8.7.5 and in chapter 9. 

8.7.2 Gold-phosphorus sequential diffusions at 1000̂ 1̂ 

This experiment was carried out in order to investigate the gettering 

effect of a phosphorus diffused layer on an already established gold 

distribution. This does not represent a true gettering situation where 

gold removal is the object because, during the phosphorus gettering 

diffusion, the gold source was still present on the back of the wafers. 

The results will indicate whether the newly diffusing-in phosphorus 

layer can getter faster than the gold can diffuse in from the back of 

the wafer. 

A specially set up phosphorus furnace was used in this experiment 

to avoid gold contamination of the standard furnace. 

Material : 10-20 0 cm, p-type, (111) silicon wafers 

250 microns thick. This material is designated, 

by the manufacturer, as dislocation free and was 

pulled by the Czochralski (CZ) technique. 

Processing : i Wafer cleaned. 

ii Initial masking oxide 55 imins, wet oxygen, 1200°C. 

iii Wafer quartered; quarters numbered 1-4. 

iv Oxide removed from backs of 1 and 2. 

v Au evporated onto backs of 1 and 2. 

vi 1 and 2 annealed at 1000°C in gold furnace, 

60 minutes in dry Ng. 

vii 3 and 4 given equivalent heat treatment to vi 

viii Oxide removed from fronts of 1 and 3. 

ix 1 given phosphorus gettering diffusion in special 

furnace at 1000°C. (Different times for each run). 

Gas flows: as step vi in section 8.7.1. 

X 3 given game treatment as step ix at 1000°C in 

standard phosphorus furnace. 

xi 2 and 4 given equivalent heat treatments in gold 

furnace and control furnace respectively. 
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Results from two different runs are presented here : 

Gil 30 mins phosphorus getter, at step ix 

G12 60 mins phosphorus getter at step ix. 

Measurements: The quarters from each run were prepared for spreading 

resistance depth profiling. Unfortunately quarter number 3 (P only) 

for run G12 was broken. The spreading resistance probe used was the larger 

one so some smearing of sharp changes in resistivity must be expected in 

these results. 

Results: Figure 8.16 shows the shallow phosphorus diffusion profile 

for run Gil, quarter number 3. The spreading resistance - depth profiles 

in quarters 1, 2 and 4 of Gil are plotted in figure 8.17. The following 

symbols are used : 

» quarter no. 1 (P+ Au) 

0 - quarter no. 2 (Au only) 

X - quarter no. 3 (P only) 

Since the effect of increased gold concentration is to raise the 

resistivity and hence the spreading resistance, comparison between the 

profiles indicates the relative amounts of gold in the two gold doped 

quarters. Despite the presence of an infinite source of gold at the 

back of the wafer, the gettering effect of the shallow phosphorus diffused 

layer is quite marked, indicating that the rate of gettering is greater 

than the rate of diffusion of gold from the gold source. In fact, the 

interstitial gold concentration in the vicinity of the phosphorus diffusion 

has been depressed far enough below its local equilibrium with substitutional 

gold to drive substitutional gold atoms into interstitial sites - hence 

the dip in the measured gold profile which is that of substitutional 

gold only. 

Figure 8.18 shows similar profiles for run G12, where the effect of 

gettering for longer is even greater. This indicates that the rate of input 

of gettertng centres (phosphorus-vacancy pairs?) at th^ front of the wafer 

is higher than the rate of take up of gold (gold interstitial diffusion 

rate limited) by the layer. 
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8.7.3 Attempted gettering of a limited amount of gold 

In order to study a realistic gettering situation, attempts were 

made to getter a fixed total quantity of gold with a shallow phosphorus 

diffused layer. This experiment was similar to that described above 

except that removal of the gold source before the gettering treatment 

was tried. After the gold diffusion (step vi above) the gold source 

is a gold-silicon alloy on the back of the wafer. This had to be removed 

by a technique which did not cause lattice damage to the back of the wafer 

since any such damage would itself getter the gold (Nakamura et al. 1968) 

and result in a very uncontrolled experimental situation. 

Removal of the gold source was attempted by subjecting the sample 

to a silicon etch after masking the front face with Apiezon wax. After 

etching, the wax was removed with trichloroethylene and the back of the 

wafer was protected against further contamination with a layer of 'spin-on' 

silicon oxide (spin-on oxides and doped oxides are commercially available 

as diffusion masks and diffusion sources). The silicon etches were based 

on mixtures of HF, HNO^ and acetic acid in various proportions. (The 

addition of acetic acid to the HFrHNO^ mixture produces an etch which 

results in a fairly well polished silicon surface). Amounts of silicon 

ranging from 10 to 50wm were removed before the wafers were subjected 

to a second annealing step to see if the gold source had been removed 

efficiently. In almost all cases the anneal resulted in a further 

significant rise in resistivity reflecting an increased gold concentration. 

This occurred even when the etched wafers were subjected to repeated 

boils in aqua regia before application of the spin-on glass to remove 

any gold back plated from the etching solution (Brown et al, 1975). 

Figure 8.19 illustrates a typical result. The profile of a sample 

before etching is compared with the profile of another part of the same 

sample after etching and a further 60 minute anneal at 1000°C in dry Ng. 

This is one of ten experiments carried out in which the results were 

extremely variable. 

In view of these difficulties, this experiment was abandoned. A 

possible solution would have been to diffuse the gold in from a vapour-

phase source (such as gold chloride in an evacuated sealed capsule -
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Wolley et al, 1967) to prevent formation of gold rich phases at the 

wafer surfaces. 

8.7.4 Penetration of phosphorus doped layers by gold at 1000"c 

The diffusion of gold through a heavily phosphorus doped layer was 

investigated in this batch of experiments. The structure sketched 

below was employed. 

evaporated Au source. 

ISjum p-type epitaxial tayer 
10pm Phosphorus diffused (aver 

q III -I •— •! I - • ' III I — — - I - I'— -•••—I - I • — — - - • II I • •l"H I I I I I —I —— 

p-type Si wafer. 

The phosphorus doped region is under an epitaxial layer in much the 

sane way as buried collector structure in planar bipolar transistors. 

The 15 micron epitaxial region was intended as a buffer between the gold 

source (which forms a gold-silicon alloy with the silicon surface) and 

the phosphorus doped region. Annealing of this structure resulted in 

diffusion of gold through the thin epitaxial layer into the phosphorus 

doped layer. Subsequent profiling of the wafer bulk by the spreading 

resistance technique yielded information about the rate of penetration 

of this layer by the gold. 

Material : 10-20 0cm, p-type, (111) silicon wafers 250 microns thick. 

Tin^ (CZ) material is designated by the manufacturer as dislocation free. 
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Processing : i Wafer cleaned. 

ii Initial masking oxide : 55 mine wet oxidation 1200°C. 

iii Wafers halved. 

iv Oxide removed from front of only half of each piece 

V Phosphorus deposition on both halves (note from iv 

that only half of each piece is unmasked). 1050°C, 

30 minutes. 

Gas flows: as step vi in section 8.7.1. 

vi Phosphorus drive-in : 200 minutes in dry Og at 1200°C, 

vii All oxide removed from fronts of both halves. 

viii Approximately 15 microns, p-type, epitaxial silicon 

grown on the fronts of the wafers. 

ix Au evaporated onto front of one half. 

X Piece in ix annealed in Au furnace for appropriate 

time in dry at 1000°C. 

xi Other half given equivalent anneal to x in control 

furnace. 

Four different anneal times were employed: 

Run G21 15 minutes 

Run G22 30 minutes 

Run G23 60 minutes 

Run G24 120 minutes 

Measurements: The samples were cut up and profiled by the spreading 

resistance technique using the high resolution prob e. 

Results: Figure 8.20 illustrates the spreading resistance versus 

depth profile through one of the non gold doped control samples. The rise 

in spreading resistance in the epitaxial layer is caused by the proximity 

of the p-n junction to the probe (see appendix A) and is an artifact of 

the measurement. The very low spreading resistance values obtained in 

the phosphorus doped layers - indicative of heavy doping - are shown 

in the inset. The uniform spreading resistance versus depth profile 

in the substrate is as expected. 

Since the penetration of gold into the substrate is the item of 

interest here, the spreading resistance profiles in the substrate alone 
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are illustrated in figure 8.21 for the non gold-doped control samples 

and for the gold doped samples. Runs G21-24 are all illustrated in 

this figure. 

It is apparent from these profiles, that penetration of the 

phosphorus buried layer is not measurable until approximately 60 minutes 

annealing time. For this time (G23) there is evidence of a small amount 

of gold close to the phosphorus layer and after 120 minutes gold is 

detected throughout the substrate. These results indicate that, either 

the gold diffusion rate is significantly slowed down in the phosphorus 

layer (as suggested by Lambert and Reese, 1968) or that for a period the 

conversion rate of interstitial to substitutional gold is so high that 

it effectively prevents any gold from reaching the substrate. This latter 

interpretation is favoured since, as will be shown in chapter 9, the phosphorus 

layer would be saturated with gold after a period between 30 and 60 minutes 

and then present no barrier to interstitially diffusing gold. This appears 

to be the case when G23 and G24 are compared since the level of contamination 

in G24 is roughly that expected after 60-90 minutes of gold diffusion at 

1000°C. If the barrier layer were merely slowing the interstitial gold 

down, this rate of rise would not be expected. 

8.7.5 Comparison of gold diffusion profiles in defect free and non-defect 

free silicon wafers at 1000°C 

The diffusion of gold in thin silicon wafers in the absence of shallow 

diffused layers has been discussed in chapter 3. There exists some 

disagreement about the rate limiting step in the rise of gold concentration 

as a function of time. Huntley et al. (1970 and 1973) suggested that there 

should be significant differences between gold profiles in dislocation free 

wafers and gold profiles in heavily dislocated wafers if the process Auu+V-tAu^ 

was vacancy (V) supply limited. Experimentally however, much smaller 

differences than predicted were observed. Similar results obtained by 

Brotherton et al, (1972) led them to suggest that the reaction between Au^ 

and vacancies was the rate limiting step. Huntley (1972) does suggest, 

however, that the dislocation free material may have contained sources 

of vacancies (other than dislocations) in the defects known as the swirl 

pattern (see chapter 9 for a more detailed discussion of the nature of the 
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swirl pattern). 

Recently, silicon wafers which are specified as zero-dislocation 

and swirl free have become available and in this section a comparison 

of profiles obtained in such wafers with profiles obtained in dislocated 

wafers is presented. 

The gold profiles in the defect free wafers are taken from the 

experiments detailed in 8.7.1. (Runs G51-55). The other profiles were 

obtained from an old 250 micron thick, FZ, p-type, (111) silicon wafer. 

of 10-20 ̂  cm. This wafer exhibited dislocation etch pits when SIRTL 
2 3 

etched (Sirtl et al. 1962), suggesting a dislocation density of 10 -10 
2 

per cm . The wafer was processed in a similar manner to the gold-only 

controls of 051-55. 

Processing : i Wafer cut into four quarters . 

ii Initial masking oxide, 55 mins wet oxygen, 1200°C. 

iii Oxide removed from backs of three quarters. 

iv Au evaporated onto the backs of these quarters. 

V Au anneals at 1000°C in dry for 15 mins, 60 mins, 

and 170 mins. 

Measurements: These samples were measured by the spreading resistance 

technique and the gold profiles inferred from the measurements by comparison 

with the resistivity of the fourth quarter of the wafer. The non gold 

doped quarter was SIRTL etched. The larger,lower resolution spreading 

resistance probe was used for these measurements. 

Results: The profiles obtained in this experiment, together with those 

obtained on runs G51-55, are shown in figure 8.22. The effect of the lower 

resolution spreading resistance probe would be to raise the values of gold 

concentration close to the surfaces of the samples; the bulk profiles would 

not be affected appreciably. The differences between the two materials 

is very marked, and tends to support the Huntley et al,model of vacancy 

supply rate limitation. The reasons for this are detailed in chapter 9. 
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8.7.6 Rutherford backscattering measurements of gold in shallow phosphorus 

diffused layers 

RBS measurements were made on the 'phosphorus + gold' doped samples 

of runs G51-54 to obtain information about the gold concentration within 

the phosphorus doped layers. 

The samples were cleaned by removing the surface oxide in buffered 

HF and boiling the samples in aqua-regia. The aqua regia boil was 

alternated with HP dips five times and after the sixth aqua regia boil 

the samples were washed in double distilled water and dried. This 

extensive clean was to ensure that any accumulation of gold on the wafer 

surface was removed since the RBS technique is very sensitive to surface 

contamination. 

The spectra obtained are shown as yield versus channel number energy 

of backscattered ions) in the following figures : 

Figure 8.23: G51, 12.0wC dose. Sample aligned in slightly channeling 

direction. 

Figure 8.24 : G52, 12.0uC dose. Sample aligned at random 

Figure 8.25 : G53, 12.0uC dose. Sample aligned at random 

Figure 8.26 : G54, 12.0pC dose. Sample aligned at random 

Figure 8.27 : G54, 16pC dose. Sample aligned in <110> channeling direction. 

It should be noted that two different scales are used on each of these 

diagrams : 500 counts per small division for the silicon part of the 

spectrum and 2 counts per small division for the gold part of the spectrum 

on 8.23 - 8.26, and 200 counts per small division in the silicon spectrum 

on Figure 8.27. 

Study of these spectra yields the following information: for G51, 

the rather curved edge of the silicon spectrum suggests that the sample 

was not aligp^d in a true random orientation to the H * beam. The channeling 

so caused is minimal and probably does not affect the results very much. 

Comparison of fig^^es 8.23, 24, 25 and 26 shows a steadily increasing 

amount of gold close to the surface of the silicon. There is quite a lot 
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of scatter in the gold counts but the spectra are fairly flat overall, 

suggesting that within the depth range resolved (3000 1) the gold 

concentration profile is flat. The corresponding phosphorus profile 

over the same depth (figure 8.5) is also fairly flat so this result is 

not surprising. 

Mean values of the gold yield were taken from the print oat corresponding 

to these spectra and equation 8.2 was solved to give the following surface 

concentrations of gold : 
17 

G51 7.7 X 10 gold atoms/cc (15 mins gold diffusion) 
1 O 

G52 1.6 X 10 gold atoms/cc (30 mins gold diffusion) 
] 8 

G53 2.2 X 10 gold atoms/cc (60 mins gold diffusion) 
1 O 

G54 2.9 X 10 gold atoms/cc (120 mins gold diffusion) 

The gold profiles from G54 (figure 8.13) indicate that the phosphorus 

layer was probably saturated with gold. Time did not permit an RBS study 

of G55, which may have confirmed this. The value of gold concentration 

from G54 is used in chapter 6, table 6,3, where the model proposed agrees 

well with this measured value. 

The channeling spectrum from G54 has two interesting features. The 

most important is the amount of interstitial gold. The yield for the 

16wC dose of He* is 7, which, when compared to the yield for the 12pC dose 

in the random direction, indicates that 80% of the gold measured in the 

first 3000A depth of G54 is on substitutional lattice sites. Any definite 

conclusion about the significance of this must be made while bearing in 

mind that substitutional gold could well move into interstitial sites 

during the cooling of the sample. 

The second feature of interest is the small peak in the backscattered 

spectrum at the position arrowed on figure 8.27. This corresponds to the 

presence of chlorine on the surface of the sample. As already stated, 

the samples were cleaned by boiling in aqua regia which contains HCl. The 

washing step carried out after cleaning was obviously not adequate to remove 

all traces of aqua regia. 
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8.7.7 Rutherford backscattering studies in heavily boron doped silicon 

In order to try and resolve the question of whether the gold solubility 

enhancement observed by Brown et al. (1975) in heavily doped p-type silicon 

was due to enhancement of the substitutional species or of the interstitial 

species, an RBS study of one of the wafers used in their experiments was 

carried out. (This sample was kindly supplied by Dr. M. Brown). The sample 
19 

in question was uniformly doped with 9 x 10 boron atoms/cc and was gold 

diffused to saturation at 1573°K. The radiotracer gold saturation concen-
17 

tration measured by Dr. Brown was 1.7 x 10 atoms/cc. This is close to the 

detectability limit for gold in silicon by RBS. A long exposure to the He* 

beam at a random sample orientation (3 hours) yielded very few counts 

in the gold region of the spectrum. Analysis of the data suggested a gold 
17 

concentration of 2.7 x 10 atoms/cc + 25% or -100%. Since there was such 

large uncertainty the channeling experiment was abandoned. 

8.7.8 Influence of gold on base push out 

It was postulated in chapter 6, that if an 'extra' solubility 

enhancement of gold in a phosphorus doped layer is caused by a vacancy 

excess, the saturation of the phosphorus layer with gold should "mop-up" 

the excess vacancy population through the reaction : Au^ + V-» Au . Indeed, 

it was further proposed that this reaction may in fact be Auu + (E-centre) —» 

AuP. This gettering reaction was linked with the phenomena of base push 

out and the phosphorus kinked profile since it has been suggested that they 

are attributable to E-centre break-up. If the push-out effect is caused 

by a vacancy excess from the phosphorus diffused layer, then simultaneous 

diffusion of phosphorus and gold might be expected to reduce the magnitude 

of the push-out effect normally caused by the same phosphorus diffusion 

in the absence of gold. 

Figure 8.28 shows the processing sequence used to test this possibility. 

It is also listed below. 

Material : n-type, (111), 2-5 51 cm dislocation free wafers. 

i Wafer clean 

ii Boron deposition from boron-nitride planar source 

at 960°C in dry for 30 mins. 
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iii Boron drive in aC120§C 8 mins dry Og 

10 mins wet 0 . 

iv Wafer halved. 

V Pattern o f 3 0 0 u m wide stripes etched in 

oxide on both halves to provide windows for 

phosphorus diffusion. 

vi Phosphorus deposition 1050°C, 15 minutes 

(Gas flows: see step vi in section 8.7.1) 

vii Phosphorus glass removed from both halves 

by dip in buffered HF. 

viii Very thin Au layer evaporated onto front face 

of one half. 

ix Au deposited half given 30 mins Au + P drive 

in at 1050°C in dry . 

X Non-Au deposited half given similar drive-in. 

Measurements : Both of the samples were grooved and the p-type regions 

were stained. The results are shown in figure 8.29 where it can be seen 

that there are very distinct differences between the samples. (There is 

no scale on the photographs because, without knowing the bevel angle it 

is meaningless). 

There is evidence of push-out on both samples although the magnitude 

is very much less on the Au+P diffused half; In addition the phosphorus 

boron junction depth is much smaller in this half. The junction depths 

were : (all + 0.04). 

Sample 
P-B jcn 
depth 

B-substrate 
(not under P) 

B-substrate 
(under P) 

Amount of 
push out 

No gold 1.8im 2.1wm 2.51wm 0.41wm 

Gold 1.3pm Z.OUm 2.24Wm 0.24Wm 
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The push-out effect does not appear, from these results, to have 

been entirely prevented by the addition of gold to the system, however, 

account must be taken of the amount of push-out caused during the 

phosphorus deposition stage. A sample was processed in the way described 

above up to step vi. The structure was then grooved and stained to 

obtain the amount of push-out after deposition only. The results were: 

P depth = l.lym. B (not under P) = 2.0pm. B (pushed out) = 2.29)jm. 

This amount of push-out, 0.29pm, was the same within experimental error 

as the total push out observed for the gold doped drive-in situation. 

This indicates that the simultaneous diffusion of gold with the phosphorus 

'emitter' diffusion has totally inhibited the push-out effect. 

The experiment, which has been repeated a number of times with the 

same result, is open to the criticism that placing a gold layer on top 

of the phosphorus diffusion could have caused the observed result by 

compound formation rather than by inhibiting any vacancy excess. To 

investigate whether or not this was so, the whole experiment was repeated 

except that, at stage vii the phosphorus glass was not removed. Instead, 

the oxide masking layer on the back of the wafer was removed and the gold 

source evaporated onto the back. The dfive-in cycle at 1050°C was 

repeated as before and the sample was grooved and stained with the 

following result : (all ̂  0.04pm). 

P depth = 1.5 Mm. B (not under P) = 2.05pm. B(pushed out) = 2.36pm. 

The amount of push out in this case is 0.3pm - only slightly more than 

the case with gold on the front. 

The effect is considered to be the result of an interaction between 

diffusing gold and diffusing phosphorus. The slightly larger push out 

observed in the latter experiment is not surprising since, compared to 

the first experiment, the supply of gold is limited by the rate at 

which it can diffuse across the wafer. 

The other result of interest in these experiments is the retardation 

of the phosphorus-boron junction depth in the gold doped samples. Once 

again, less retardation has occurred for the sample with gold on the back. 

This retardation,which is almost certainly associated with the inhibition 

of push-out, is discussed in chapter 9. 
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8.7.9 The effect of post-oxidation gettering on MPS capacitor 

relaxation times 

The two results presented here illustrate an effect of gettering 

on wafers which, in the absence of the getter, appear to have very low 

contamination levels and hence very low leakage currents. In each 

sample phosphorus gettering is applied to the back of half of the wafer 

only, the other half (which is not separated) receives the same heat 

treatment in the same furnace but with an oxide mask on the back as 

well as on the front. 

Material : 2-5 Ocm, n-type, (100), FZ, 2" diameter wafers. 

These wafers are dislocation and swirl free. 

Processing : i Wafer cleaned. (R.C.A. clean with electronic 

grade chemicals) 

ii 'Gate' oxidation in HCl cleaned furnace tube. 

60 mins dry oxidation at 1100°C with 1 or 3% 

HCl in the gas ambient. 

iii In situ anneal in for 15 mins. Wafer cooled 

rapidly in N^. 

iv Oxide removed from half of back of wafer-

V Wafer cleaned (R.C.A. clean as in i) 

vi Gettering step at 1050°C 10 minutes. 

Gas flows: 30 cc/min through POCL^ at 30°C 

10 cc/min 0^ 

1 /min Ng. 

vii Aluminium evaporation from electron beam system, 

viii 90 minute anneal at 420°C in HgZNg,60:40 mixture. 

The aluminium was evaporated through a metal mask to give a matrix 

of capacitor dots 1mm in diameter, 2 mm apart. The low temperature anneal 

at step viii is intended to remove fast surface states from the Si-SiOg 

interface (Yeow, Y.T. 1974) and to remove radiation damage induced by 

the E-beam evaporation system (Grove, 1967, p 143). 

Measurements: Alternate capacitors in two rows across the width of 

each wafer were measured in a direction orthogonal to the border between 
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the gettered and ungettered halves of the wafer. In this way half of 

the capacitors were on the gettered sides of the wafers and half on the 

ungettered sides. 

Results : Figures 8.30 and 8.31 show results from two wafers 

processed in the manner described above. The relaxation times are 

plotted as a function of the position of the capacitors across the 2" 

diameter wafers. The only difference in processing between the two wafers 

is the percentage of HCl gas present in the oxidising ambient - however, 

this does not appear to have had an effect. In both cases the gettered 

halves of the wafers show distinctly lower relaxation times which may 

be attributable to contamination entering through the backs of the wafers 

during gettering. Obviously no definite conclusion can be drawn from 

this one experiment except perhaps that it is not safe to assume 

that phosphorus gettering will always bring about an improvement 

when low levels of leakage current are sought. 
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9. DISCUSSION OF EXPERIMENTAL RESULTS 

In the discussion of the interaction between shallow phosphorus 

diffused layers and gold diffusion in silicon wafers (Chapter 6) it 

was indicated that certain aspects of the dynamics of the problem needed 

clarification as they had not been previously considered in any detail 

in the literature. By measuring gold profiles of electrically active 

(substitutional) gold in the experiments described in chapter 8, it has 

been possible to identify (at 1000°C) that the rate limiting step of 

the gettering process is the diffusion rate of interstitial gold (Au^); 

it has been shown that the gettering layer behaves as an infinite sink 

for gold until it is almost saturated and that the flux of gettering 

centres into the wafer is greater than the flux of gold atoms into the 

gettering layer. These results all suggest that the simple model of the 

gettering process dynamics which was developed in Chapter 6 is indeed 

based on valid assumptions ; viz. a gold diffusion rate limited process 

in which the gettering layer acts as an infinite sink for gold with the 

flux of gettering centres into the gettering layer greater than the 

flux of gold into the gettering layer. 

These conclusions arise as follows: 

9.1 Discussion of results from runs G51 - 55 

In the experiments described in 8.7.1, there is an infinite supply 

of gold at the back of the wafer and essentially a fixed amount of 

phosphorus at the front. The gold diffuses into the wafer as an 

interstitial species (assuming, of course, that the dissociative mechanism 

is correct). The gold concentration measured in the experiments is 

assumed to be substitutional gold only, Au , - this being the electrically 

active species - so before its presence can be detected, an interstitial 

gold atom must react with a vacancy. This process has very obviously 

occurred in all of the wafers which have received gold diffusions only 

since gold is detected throughout all of them with especially high 

concentrations close to the wafer front surface. 
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In the wafers which had received a phosphorus diffusion prior to gold 

diffusion, the gold profile shapes are quite different and for a period 

of over 60 minutes no gold is detectable close to the front face of the 

wafer. There are two possible explanations of this 'dip' in the gold 

profile ; either there are no vacancies available for the reaction 

Au^ + V-*Au or the phosphorus layer is withdrawing gold from the wafer 

bulk faster than the gold can diffuse in from the source at the back. 

The former possibility is rejected for the following reasons : if a 

vacancy depletion had occurred, the only cause would have been the 

shallow phosphorus diffusion gettering vacancies from the bulk. Quite 

to the contrary however, in almost all of the studies of shallow phosphorus 

diffused layers reported in the literature it has been concluded that a 

vacancy excess is produced by the layer - not a vacancy depletion (Jones 

et al. 1976 ; 1975 and 1974 ; Lee, 1974; Yoshida et al. 1974 ; Lee et al. 

1972; Schwettmann eC al., 1972; Hu et al. 1969). Additional evidence 

against such a possibility is provided by the inhibition of push-out 

observed when gold and phosphorus are simultaneously diffused - see 8.7.8. 

The conclusion must be that the phosphorus layer is gettering gold faster 

than the gold can diffuse to it and, therefore, the gettering process 

is gold interstitial diffusion rate limited. 

This conclusion is further supported by application of the simple 

model described in section 6.5.6. The capacity of the phosphorus 

layer for gold may be estimated from figure 8.5. using the method outlined 

in 6.5.4. The result is a capacity of 3.5 x 10^^ atoms/cm for the layer. 

Equation 6.72, which represents the gettering rate of the layer while it 

is acting as an infinite sink, predicts a gettering rate of lo" atoms/cm / 

second, at 1000°C for a 350/Um thick wafer. The values for and , 

which are 8 x 10 ^ cm^/sec and 8 x 10^^ atoms/cc, were taken from Wilcox 

et al. 1964. If the gettering layer were to behave as an infinite sink 

until saturated, the time required for saturation would be 58 minutes. 

Bearing in mind that the values of and for gold are open to some 

doubt and that it is almost certainly incorrect to assume that the layer 

is an infinite sink until saturated, this time of 58 minutes is quite 

close to the observation that gettering in this experiment ceased 

sometime between 60 and 120 minutes. 
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Consideration of the values of gold concentration obtained from the R.B.S. 

measurements on the phosphorus doped layers of these samples sheds further 

light on the gettering rate and the efficiency of the sink. The simple 

prediction of equation 6.72 is that the amount of gold gettered, increases 

linearly with time. Experimentally, the gold concentration at the 

phosphorus layer surface is 7.7 x 10*^ atoms/cc after 15 minutes and 
18 

1.6 X 10 atoms/cc after twice the time, thus bearing-out the prediction. 
18 

After 60 minutes however, the increase is only to 2.2 x 10 atoms/cc, 

indicating that the sink is no longer as efficient ; however, since the 

layer contains almost 75% of its total capacity for gold by this stage 

the result is perhaps hardly surprising. Certainly, the phosphorus 

layer does appear to be an infinite sink until at least 50% filled. 

A further calculation may be carried out on this data using equation 

6.72, to see how closely the measured values of gold concentration in 

the phosphorus layer compare with the predicted values. Assuming that 

at any time, t, the gold profile within the phosphorus layer is the same 

shape as the saturated profile ^ ^ 

^ W ° cfe" > 

and using the gettering rate of 10*1 atoms/cm^/second already calculated, 
18 

the gold concentration at the surface after 15 minutes should be 1.2x10 

atoma/cc. This is within a factor of 1.6 of the measured value. Once 

again this is considered as a good correlation when the uncertainties 

in and C^ are considered. Indeed all of the results obtained here 

suggest that one or both of these parameters is an overestimate, a 

conclusion supported by recent work of Huntley et al.(1973ii).Fitting 

the parameters to the results gives a D..C. product of 2.5 x 10 atoma/cm/ 
9 ^ 

second, compared to 4 x 10 atomg/cm/second from the values of Wilcox 

et al.(l964). 

The RBS channeling experiment in G54 is another strong indicator 

that this gettering process is mainly associated with gold on substitutional 

lattice sites. This result is an excellent agreement with others reported 

in the literature (Meek et al. 1975 ; Chou et al. 1975) wta measured ^90% 

of the gettered gold to be on substitutional sites in saturated phosphorus 

diffused layers. 
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9.2 Buried "barrier" layer experiment* 

A predicted consequence of the very high rate of reaction between 

diffusing interstitial gold and gettering centres within the phosphorus 

diffused layer is that such a layer should act as a barrier to diffusing 

gold until its efficiency as a sink for gold is very much reduced. 

Experiments described in 8.7.4 demonstrate that, within the limitations 

imposed by being unable to detect gold below densities of 10 atoms/cc, 

this effect is observed. 

As pointed out in section 8.7.4, there are two alternative 

explanations for the results : either, as suggested above - that the 

diffusing species, Auu, is converted to Au (or Au^P pairs) more 

rapidly than it can diffuse through the layer - or that the diffusion 

rate of Auu is significantly slowed down in the layer (Lambert and 

Reese, 1968). A rough calculation, given below, shows that during the 

period for which gold is not detectable in the substrate, the barrier 

layer will have become saturated with gold. 

The thickness of the buried barrier is 12um and its 'surface' 

concentration inferred from the resistivity measurements is roughly 
20 

5 X 10 phosphorus atoma/cc. The capacity of the layer for gold may 

be estimated conservatively by assuming the buried layer has a triangular 

profile (first order approx. to erfc). This gives a gold capacity of 
15 ? . . 

about 3 X 10 atoms/cm . Using equation 6.72 the time required to saturate 

the buried layer with Auu diffusing through the 15wm epitaxial layer is 

^ 40 minutes. It appears,therefore, that G23 (&0 minutes Au diffusion) 

would be expected to be saturated whereas the samples diffused with gold 

for a shorter period would not. The observed gold in G23 and G#4 suggest 

very strongly that the layer is on^y penetrated when saturated. Before 

this occurs, the rate of conversion of gold from Auu to the relatively 

immobile gettered state (Au^ or A u P pairs) is high enough to prevent 

any interstitial gold from diffusing right through th^ layer. 

saturation and hence penetration of the phosphorus doped layer has occurred, 

the rate of rise of gold concentration in the bulk is apparently the 

same as that observed in the absence of the buried layer (compare figure 

8.21 with the ungettered control samples in figures 8.17 and 8.18). This 
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behaviour is more consistent with the reaction proposed here than with a 

simple slowing down of Au^. 

9.3 Gettering of an already established gold concentration 

In the model described in chapter 6, it was shown by a brief 

calculation, that the diffusing flux of phosphorus from an infinite source 

entering a typical "gettering" layer at 1000°C was greater than the 

interstitial diffusion rate limited flux of gold entering the layer 

across a wafer of typical thickness. The veracity of this is shown in the 

results of runs Gil and G12 (figures 8.17 and 8.18). Once again, the 

gettering rate must be greater than the gold interstitial diffusion rate 

to produce a dip in the gold profile. Indeed in both of these experiments 

the take-up of interstitial gold by the phosphorus doped layer reduces 

the concentration, Au^, in the vicinity of the gettering layer to the 

extent that the substitutional gold concentration - already established 

prior to gettering - becomes depressed due to the reversal of the reaction 

Au. + V-*Au . Indeed the situation truly becomes one of "dissociative 
I S 

diffusion" since the substitutional gold atoms dissociate into V + Auu. In 

run G12, the dip in the substitutional gold concentration extends much 

further into the bulk than in Gil showing that, rather than becoming 

saturated in any way, the phosphorus layer is gettering even more after 

60 minutes. 

When the gettering layer was limited in runs G51-55, the volume of 

the wafer which was depleted of gold became progressively less as the 

phosphorus layer was saturated with gold coming from an infinite source. 

On the other hand, in Gil and G12 where both phosphorus and gold are 

supplied from infinite sources, the depleted volume becomes larger 

showing that the input of gettering centres can more than cope with the 

input of gold. It can be seen from equation 6 , that if the wafer 

is thinner, the gold flux increases, for this reason no generalisation 

from the result discussed here can be made. In addition, the calculation 

in Chapter 6 was only carried out for the temperature at which these 

experiments were done. Examination of the relative temperature variations 

of the diffusion coefficients of phosphorus (Sze, 1969, p31) and interstitial 

gold (Wilcox et al. 1964) indicate that at lower temperatures the gold flux 
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could become greater than that of phosphorus for the same wafer 

thickness etc. The unreliability of the gold diffusion data makes an 

evaluation of the effect at all temperatures something of an academic 

exercise, however the experimental technique developed here should enable 

further work - which will hopefully clarify matters - to be carried out 

with ease. 

This effect is of particular importance in device processing where, 

when deliberate gold doping is desired^ the gold diffusion from a source 

on the back of a wafer is carried out simultaneously with the phosphorus 

'emitter' diffusion. Such a process (which economises on furnace steps) 

is common and was used for the structure investigated by Brotherton et al. 

(1972). In high speed bipolar switching devices the lifetime 'killer' 

is required in the base region. The model in Chapter 6 and the result 

discussed here show how difficult it may be to achieve this situation 

reproducibly - the wafer thickness could well be the parameter which 

determines how much gold there finally is I The solution to the problem 

would appear to lie in using thin wafers or - more suitably - in ensuring 

an adequate supply of gold. Perhaps a good way of doing this would be 

to place the gold source on the same side of the wafer as the phosphorus 

diffusion. This would have the additional advantage of inhibiting base 

push-out (see section 9.4 below) thus enabling better control of the 

base width. 

9.4 The "push-out" effect experiments 

The result obtained in section 8.7.8 is of considerable interest. 

As with most diffusion interactions no concrete conclusions can be made 

without knowing the precise diffusion mechanism of at least one of the 

components. However in this case the evidence for gold diffusing by 

the interstitial - substitutional mechanism is very strong (Huntley et al. 

1973ii;Wilcox et al.l964) and it is known from this work, as well as 

references previously cited, that almost all of the gold atoms in a 

saturated phosphorus diffused layer reside on lattice sites. Assuming 

that this mechanism is correct and that, from the discussion above, the 

reaction rate for Au^ + V-»Au is extremely high in the phosphorus doped 

region one may make a number of inferences from the results. 
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The push out effect is almost certainly caused by a vacancy excess 

generated, in some way, by the phosphorus diffusion. Some or all of these 

vacancies are annihilated by reacting with interstitially diffusing gold 

(Auu + V-»Au ) and this reaction takes place within the phosphorus doped 

region. If there is an adequate supply of gold the push out effect does 

not occur at all and if there is only a limited supply of gold, it is 

strongly retarded. Although the push-out effect has been modelled as 

a vacancy excess and many of the authors cited here and in 8.7.8. have 

suggested the vacancy as its cause, no evidence as direct as the result 

presented here has been published. 

A retardation of the phosphorus-boron junction depth was also 

observed in these experiments and in the case where the interstitial gold 

supply was limited, the retardation was not as great. Lee (1974) has shown 

how closely the push-out effect and phosphorus kinked profile are linked 

(see Chapter 6) so it is reasonable to conclude that the retardation of 

the phosphorus diffusion is, in fact, retardation of the kinked part of 

the profile to a degree linked with the observed inhibition of push-out. 

Further experiments would be required to confirm this. 

It is considered that this result provides very strong evidence for 

the gettering model proposed in Chapter 6. The cause of push-out has 

been explained quite well in terms of the E-centre break-up model by 

Jones (1974) and more recently by Fair (1977) who also considers the 

kinked phosphorus profile. The inhibition of push out and, apparently, 

of the phosphorus diffusion profile tail by the interaction of diffusing 

gold with the phosphorus layer, links the mechanisms closely, thus 

supporting the model, proposed here, that the gettering process involves 

interaction of gold with E-centres. The fact that absolutely no push-out 

is observed when there is a flux of gold into the phosphorus layer which 

can match the flux of gettering centres (i.e. when the gold is on the 

wafer front surface) provides good justification for assuming, in equation 

6.58 , that the gold solubility will be enhanced by an amount closely 

related to the vacancy excess ()(). If this were not the case, then 

some push-out would still be expected. 
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The best way to examine this theory would be to vary the flux of 

gold entering the phosphorus doped layer by using wafers of differing 

thicknesses with the gold source on the opposite face to the phosphorus. 

At some wafer thickness between the one used in section 8.7.7 and zero 

thickness, the point at which the flux of gold entering the phosphorus 

layer is adequate to prevent push-out will be reached. The gold flux 

could be measured by Rutherford backscattering or with the aid of 

radiotracers and the phosphorus flux could also be measured. Comparison 

of these should indicate what proportion of the phosphorus flux is giving 

rise to excess vacancies. 

The only alternative to the push-out effect being caused by vacancies 

seems to involve assuming that gold does not diffuse by the interstitial-

substitutional mechanism. The result that nearly all of the gold within 

the phosphorus layer is on substitutional sites, as well as the evidence 

described in chapter 3, indicates that this is highly unlikely. 

9.5 Gold diffusion profiles in thin silicon wafers 

The very marked differences between the gold profiles obtained in 

defect free and dislocated thin (250-300um) silicon wafers have not 

been observed before although, as discussed in chapter 3, such differences 

were predicted by Huntley et al. (1970) on the basis of a gold diffusion 

model in which the rate limiting step for the reaction Auu + V-kAu was 

the vacancy supply. It was assumed that in dislocated silicon, vacancies 

would be supplied by climbing dislocations and that in dislocation free 

silicon, vacancies would be supplied by diffusion from the sample surfaces. 

Measurements by Huntley et al. (1973i)and by Brotherton et al. (1972) 

only yielded small differences between profiles in silicon wafers which 

were nominally 'dislocation-free' and in silicon wafers which contained 

dislocations. (The former measurements were made by radio-tracer 

techniques yielding the total gold concentration ; the latter were made 

by the spreading resistance technique yielding the electrically active 

gold concentration^ These results led Brotherton et al. to conclude that 

the concentration of substitutional gold was limited by the rate of the 

reaction between interstitial gold and vacancies rather than by the 
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vacancy supply, with the qualification that a small but noticeable 

effect due to the presence of dislocations had occurred. 

Huntley et al. did not favour the reaction rate limited model, and 

proposed that their result could possibly be explained by the presence 

of vacancy sources other than climbing dislocations in the wafers. These 

sources, now generally known as "swirl defect8"because of their 

distribution in a swirl pattern in silicon wafers, are incorporated into 

the silicon during crystal growth. Since the time of Huntley et al's. 

work, swirl defects have received increasing attention (Vieweg-Gutberlet, 

1973) due to their identification as leakage current sources in silicon 

vidicon devices (Shiraki, 1971), p-n junctions (Leak, 1973) and MOS 

devices (Unter et al. 1977). De Kock (1970) suggested that the swirls 

were vacancy clusters ; further study (De Kock et al. 1975 ; Petroff et al. 

1975) has indicated that the defects are probably microdislocation loops 

caused by the condensation of excess point defects (vacancies and silicon 

self-interstitials) whilst cooling from the melt during crystal growth. 

Techniques for growing silicon free of such defects have been reported 

(Herrmann et al. 1975) and it is such recently available material that 

was used in G51-55. 

The much lower central gold concentrations in these wafers compared 

with those obtained on non-defect-free material must constitute strong 

evidence for Huntley et al's postulation that the swirl defects in their 

samples gave rise to excesses of vacancies. 

It is worth noting that Brotherton et al. did consider the possibility 

of vacancy supersaturation as a result of swirl defects. Using the 

report of Sanders and Dobson (1969) that an oxidising silicon surface 

acts as a sink for vacancies, they oxidised dislocation free wafers for 

an extended period prior to gold diffusion. This step produced no change 

in the observed rate of rise of gold concentration with time. More recent 

studies of the mechanism of oxidation has produced much evidence to 

suggest that, rather than acting as a sink for vacancies, an oxiding 

surface acts as a source of silicon self interstitials (Hu, 1975 and 1974). 

Hu (1977) shows that mutual annihilation between self interstitials and 

vacancies is unlikely since the activation energy for such a process is 

higher than the activation energy of formation of their respective clusters, 
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Clearly there is an area for further investigation here since, if 

the gold diffusion process is limited by the vacancy supply or by a 

combination of vacancy supply and reaction rate, the profiles are not 

only bound up with the properties of gold diffusion but also with those 

of vacancy diffusion in silicon. 

Huntley et al. (1970) predicted that, for defect free material,the 

only sources of vacancies are the sample surfaces - which are effectively 

an infinite source. The vacancy depth distribution resulting from such a 

situation would be a complementary error function profile becoming linear 

when the vacancy diffusion length, 2 y D t, is greater than the wafer 

thickness and with a constant surface concentration equal to the equilibrium 

vacancy concentration. If the gold-vacancy reaction rate is high, then 

the substitutional gold profile will follow the vacancy profile with a 

constant surface concentration equal to the gold solubility limit. 

Examination of the profiles shown in figure 8.22 suggests that, although 

they do follow a shape close to the expected complementary error function, 

the gold surface concentrations rise with time. This rise is probably 

largely brought about by the limitations of the measurement technique. 

As already explained (section 8.1) the spreading resistance reading is 

influenced by the resistivity of silicon within a volume beneath the 

probes which is defined by the probe-silicon contact area. For a given 

value of resistivity at the contact interface the actual measured value 

will be lower for a steeper fall in resistivity with depth beneath the 

probe (see appendix A for a more detailed discussion of this effect). 

In the profiles shown in figure 8.22, the surface concentration of gold 

is artificially lower for the shorter diffusion times since the profiles 

are steeper. Correction of the profiles for this effect would, therefore, 

both raise the surface concentrations and bring them much closer together. 

Overall, these profiles do tend to look like the ones predicted by 

Huntley et al. (1970) for gold diffusion limited by vacancy diffusion 

from the wafer surface and do, therefore, support this model rather than the 

gold-vacancy reaction rate limited model. It must be stressed that these 

results obtained at 1000°C do not necessarily imply that the same result 

would be obtained at any diffusion temperature since the reaction-rate and 

vacancy diffusion rate may exhibit widely differing temperature dependences. 
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10. SUGGESTIONS FOR FURTHER WORK 

The spreading resistance technique has been shown to provide 

excellent resolution of gold profiles throughout the bulk of silicon 

wafers for gold concentrations above the substrate doping level. The 

use of this method could be extended to the study of electrically active 

profiles of other deep level dopants which affect the resistivity. Gold 

is not the only deep level dopant which has been suggested as a dopant 

for extrinsic silicon infra-red detectors; dopants such as indium, sulphur 

and platnum have all been proposed but little is known about their diffusion 

behaviour. Spreading resistance profiling should provide a quick and 

simple means of assessing structures diffused with these dopants if the 

lack of resolution below the substrate doping level is not a limitation. 

The study of gold profiles in defect free silicon wafers and the 

investigation of the gold-phosphorus interaction should be extended 

to other temperatures since the dynamics of the processes may be different. 

R. B. S. measurements coupled with spreading resistance depth profiling 

have been shown to provide an excellent picture of the gold distribution 

in the samples used in the experiments described here ; it would be 

interesting, however, to use junction transient experiments (see chapters 

4, 5 and appendix F) to obtain information about the gold distribution 

in the junction regions of the n*p structures studied. A large area 

diode with a metal guard ring - no. 211. TU.DL. - has been designed 

for this purpose although time did not permit any experiments to be 

carried out. 

A lack of reliable quantitative data concerning the relative 

concentrations of interstitial and substitutional gold has been highlighted 

and further work in this area would be of value. 

The effect of gold on the anomalous diffusion effects associated 

with phosphorus 'emitter-type' diffusions could be studied further. 

Possible experiments using silicon wafers of different thicknesses were 

described in chapter 9. Phosphorus profiles shodLd be measured - by 

incremental sheet resistance or a similar technique - to gain a better 

idea of whether the gold does affect formation of the 'kink' in the 

phosphorus profile. 
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APPENDIX A 

THE SPREADING RESISTANCE MEASUREMENT TKCHNTQUR 

In order to carry out some of the resistivity profiling described 

in this thesis a substantial period was spent investigating factors which 

affect the resolution, reproducibility and accuracy of spreading resistance 

measurements. Most of the results should be applicable to optimising 

the performance of any spreading resistance apparatus although a number 

of improvements to the particular set-up used in this work are described. 

The general properties, usefulness and limitations of the technique 

are first reviewed briefly. A detailed consideration of all aspects of 

Spreading resistance measurements is not made since some are not directly 

relevant to the work described here. During the currency of the 

investigations described in this appendix the proceedings of the first 

'Symposium on Spreading Resistance', organised by the U.S. National 

Bureau of Standards, became available. Many of the problems encountered 

with the apparatus used here had been encountered by other workers using 

different equipment. Comparison with papers from the symposium indicates 

Chat the reproducibility of results obtained here is comparable with or 

better than measured by many other workers ; the reason appears to lie 

in the sample preparation technique used here. Interested readers are 

directed to the published proceedings of the symposium for a detailed 

assessment of the state of the art in spreading resistance measurements 

(BLB.S. special publication 400-10; December 1974). 

A1. Spreading Resistance - Introduction 

A number of techniques for the measurement of silicon resistivity 

and resistivity-depth profiles are commonly used, these include four 

point probe measurements, junction and MOS capacitance - voltage 

techniques, use of mercury probes and optical methods (Runyan, 1975). 

Probably the best known and most widely used of these is the four 

point probe sheet resistance measurement technique (Runyan, p.75). 

The use of potential probes in this way is direct and easy, however it 

has a very limited spatial resolution. That is to say, the sheet 

resistance measured in a particular position depends on the average 

resistivity of a large volume around and beneath the probes (large 
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compared to the contact area). A typical four point probe makes four 

small contacts about 0.5 mm apart ; the area around the probes over 

which the sheet resistance is averaged is approximately 100 mm and in 

depth can be up to 0.5 mm depending on the thickness of the sample, 
3 

this yields a large sampling volume of 50 mm . 

For the measurement of dopant-depth profiles, use of the four point 

probe in conjunction with successive layer removal - knovm as the 

differential sheet resistance technique - is well known (Tannenbaum, 1961 ; 

Shaw, 19 73, p.182 ; Appendix B of this thesis). This method requires 

that the resistivity of the layer is uniform for a large distance 

Surrounding the probes in a plane parallel to the sample surface and 

that the removal of a thin layer (generally less than O.lym) from the 

Sample surface has a significant effect on the average resistivity 

of the whole sample. With a shallow diffused 1ayer where there is an 

electrical boundary beneath and close to the probes (i.e. the junction) , 

this latter requirement is normally met and, provided the sample 

Satisfies the first constraint of lateral uniformity, the technique may 

be employed. If the barrier does not exist, any change in the number of 

carriers caused by removal of a thin layer is probably insignificant 

when compared to the total number of carriers in the measurement 

sampling volume. Use of the differential technique to measure isotype 

epitaxial profiles and to measure resistivity profiles which vary 

slowly as a function of position across, or depth through, a sample is 

impossible. Indeed this limitation applies to almost all of the other 

methods of resistivity measurement which have been mentioned unless 

very complicated procedures are employed. 

The spreading resistance technique was proposed by Lark - Horowitz 

et al (1959) and described for resistivity measurements and depth 

profiling by Mazur and Dickey (1963 and 1966), specifically to overcome 

the resolution problems which we re described above. It is based on the 

well known phenomenon of constriction resistance which occurs at small 

area contacts between conductors (Llewellyn-Jones, 1957 ; Holm, R.A. 

1958) . Mazur and Dickey's method involves the placing of a very small 

probe as a point contact onto the silicon surface. If a current is 

passed thro ugh the probe into the silicon almos t all of the potential 
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drop from probe to silicon occurs wichin a very small volume around the 

probe point ; the V/I quotient is the 'spreading resistance' which is 

related to the resistivity of the silicon if the probe is of negligible 

resistivity. The spatial resolution of the measurement is determined 

by the small volume around the contact of which the measured resistance 

is a weighted average. Various probe configurations which are discussed 

in the literature may be used to implement the technique (Mazur and 

Dickey, 1966 ; Schumann and Gardner, 1969). In this work the three-

probe configuration is used ; see section A.3. 

Spreading resistance measurements undoubtedly provide the easiest-

to-implement technique for measuring the two types of resistivity 

profiles mentioned above (laterally across the silicon surface and 

slowly varying depth profiles) and offer the highsst resolution of all 

techniques other than recently developed scanning electron microscope 

measurements (Kamm et al 1977). The main disadvantages lie in 

difficulties encountered with obtaining reproducible measurements (a 

problem largely solved here) and in the fact that the measurement is 

destructive because the probes leave a small damaged area on the silicon 

surface. 

Resistivity versus depth profiles are obtained by making spreading 

resistance measurements on a specially prepared specimen. The sample 

to be profiled is bevelled at a shallow angle (usually less than 4° 

and typically less than 1°). The layers to be evaluated are thus 

exposed on a greatly magnified horizontal scale and the measurements 

may easily be made by probing down the bevel. The scheme is illustrated 

in figure A I. In the equipment used in this work, the bevelled sample 

is mounted on a X-Y table beneath the probe system. table is moved 

by micrometers calibrated in 2wm divisions. 

A2. The Spreading Resistance of a Single Probe 

The first model of the contact between a probe with an idealised 

hemispherical tip and the flat silicon surface was based on the assumption 

that the probe retained its shape and pierced the silicon. Subsequently 

a consideration of the deformation of both materials suggested that a 

more realistic geometry for the contact interface was that of a circular 

197 



S p r e a d i n g R e s i s t a n c e 

Probe 

Diffused layer 
Bevel 

FIG. A1: Resistivity depth p r o f i l i n g by spreading reaistanc® 
aeasuremsats on a b e v e l . 

V = 0 c t 0 0 

F I G A 2 Potential distribution of a flat circular probe on 
a semi-infinite medium 



disc of radius 'a' (see ref. 16 of Mazur and Dickey, 1966). This 

configuration leads to the following relationship between the current 

I, flowing through the probe and the potential drop, V, across the 

contact between probe and silicon: 

V - ^ A1 
4a 

where p is the resistivity of the uniformly doped silicon wafer and 

the resistivity of the probe is negligible. The measured spreading 

resistance, R , is apparently related to the resistivity of the 

silicon by the very simple formula : 

R - ^ A2 
s 4a 

In reality the contact area is not a flat circular disc at all ; 

the real nature of the probe- silicon contact will be considered 

shortly but equation A2 may be used to give a good indication of the 

spatial resolution of the technique. 

Figure A2 shows the potential distribution resulting from the 

situation described above ; it was obtained by solving Laplace's 

equation under appropriate boundary conditions (Gardner et al, 1967 ; 

Shaw, 1973, p 188). As may be seen, practically all of the potential 

drop occurs within a distance of a few probe radii from the probe centre. 

The spatial resolution of the measurement is defined by this potential 

distribution. The spreading resistance reading depends mainly on the 

resistivity of the material contained within the hemispherical region 

defined by a radius of 3 - 4a and is almost independent of what lies 

at greater depths. 

Typical values for 'a' reported in the literature are in the range 
-4 3 

5 - 10tm yielding sampling volumes of less than 1.4 x 10 mm . 

Mazur and Dickey showed that the ideal relationship between V and I 

predicted by equation Al was not obeyed. However the usefulness of the 

technique was not lost since they pointed out that R could be related 

to pempirically. A number of uniformly doped silicon wafers of known 

resistivity were measured by the spreading resistance technique amd 
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a 'calibration curve' was drawn up to relate any spreading resistance 

measurement to a resistivity (see A2.4). 

In practice, the non-ideality of the probe tip and its interrelation 

with the surface quality of the silicon must be considered before 

accurate high resolution measurements can be made. Several factors 

concerned with the electrical characteristics are also important and, 

along with the calibration curve, are considered first. 

A2.1 Non-ohmic Nature of the Contact 

Metal-semiconductor contacts are generally non-ohmic due to the 

work function difference between metal and semiconductor. In the case 

of the spreading resistance probe on silicon there may be a reverse 

biased barrier in series with the spreading resistance or a forward 

biased barrier across which excess carriers may be injected thus 

reducing the resistivity locally. This problem can be circumvented 

by the use of the calibration curve provided it is ensured that the 

applied bias is not great enough to disturb the equilibrium situation. 

If the applied voltage V is appreciably less than kT/q, this condition 

is met. At room temperature, kT/q is approximately 25 mV. The applied 

voltage on the apparatus used in this work is maintained below 10 mV, 

thus ensuring a near linear I-V characteristic. During the measurements, 

this may be tested by reversing the polarity of the applied voltage ; 

if the measured spreading resistance does not change then it may be 

concluded that the applied voltage is too small to disturb the 

equilibrium zero-bias barrier (whether it is foreward or reverse biased). 

In practice, this condition has always been met by the equipment used 

in this work for the range of resistivities measured. 

A2.2 Electric Field at the Contact 

Due to the small size of the contact, the electric field in the 

spreading resistance region may be high enough to alter the carrier 

mobility and thus modify the local resistivity. Mobility in silicon 
3 

is independent of electric field below field strengths of about 2 x 10 

V/cm (Grove, 1967). In the experimental arrangement the potential 
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across probe and silicon is always less Chan 10 mV which ensures 

an electric field well below 10^ V/cm. 

A2.3 Contact Heating 

T.:e small contact area of the spreading resistance probe could cause 

heating of the silicon at moderate currents : the heat could then cause 

a thermoelectric voltage, an alteration of carrier concentration or of 

mobility in the silicon. Mazur and Dickey (1966) calculate that the 

maximum temperature rise is less than 0.1°C for a probe-silicon voltage 

of 15 mV and a contact radius of 4wm. This obviously has a negligible 

effect since, as discussed in A4.2 and A4.3, drift free readings are 

possible. 

A2.4 Barriers between Probe and Silicon 

The presence of a resistive or insulating barrier layer, such as 

silicon dioxide, between the probes and the silicon could affect the 

results appreciably. Visual evidence from the damage left on the silicon 

surface after measurements shows that any such layer is pierced by the 

probe. Measurements are also shown to be reproducible for a given 

method of preparing the samples. 

A2.4i The Calibration Curve 

The calibration curve, which relates the measured spreading 

resistance of a uniformly doped sample to its resistivity, is unique 

to a given probe. This is because the contact radius,'a% between probe 

and silicon depends not only on the tip radius of the probe but also, 

as will be shown, on its microscopic roughness, the method of preparing 

samples for measurement and the operating parameters of the equipment. 

The most uncontrollable of these is the probe tip shape. It has been 

found that any change in the tip nature necessitates recalibration of 

the equipment. The greatest problem encountered with the equipment used 

in this work results from accidental damage to the probe tip when the 

probes are not raised correctly before moving the sample. 
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In the light of the non-ideality of the relationship between 

spreading resistance and resistivity, Mazur and Dickey (1966) proposed 

an empirical relationship : 

R , - A3 
s(actual) 4a 

where the factor k depended on p . This factor included the zero-bias 

barrier which could be present and which has already been mentioned 

(A2.1). Calibration curves obtained for n-type and p-type material 

are different, a result which supports the view of a zero-bias barrier 

since the work function difference between probe and n-type or p-type 

silicon is not expected to be the same. A more useful way of 

describing the R : P relationship is : 

*s(measured) ^ ^s(actual) 

" A4 

where Rg depends on p and other factors which are discussed by Fonash 

(1974). For the purposes of this work, where the spreading resistance 

is only being used as a comparative technique, detailed knowledge of Rg 

is not necessary since the calibration curve includes it in relating 

^s(measured) ^ ' The necessity of distinguishing between the 

actual spreading resistance and Rg is important when making measurements 

of rapidly varying resistivity-depth profiles (see A2.5). 

Figure A3 shows the calibration curves obtained for the equipment 

used here. They were constructed using a series of n-type ZHW p-type 

(111) silicon wafers with resistivities in the range Im 0cm - 100 Hem. 

The resistivities were measured by the standard four-point-probe 

method in the centres of the wafers. An average of five readings 

close together yields a sheet resistance, Rg^, in ohms per square. 

The wafer thicknesses, t, were measured with a micrometer (— 2pm in 

300jim) and the resistivity was obtained using the relationship = Rg^.t 

(Grove, 1967). The samples were all large enough to avoid any error 

in Rg^ due to geometrical effects (these can arise if the area of a 
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wafer is comparable to or smaller than the area over which the four 

point probe measurement is averaged - Smits, 1958). Since thia 

resistivity was a weighted average over the centre portion of bhe 

wafer, a number of spreading resistance measurements, over the same 

area, were taken to yield a similarly averaged value. The short term 

reproducibility of the speeding resistance 'average' is within 27 

on a given wafer although readings taken close together suggest an 

absolute reproducibility better than this. The reproducibility of 

the four point probe measurements is — 4%. The ultimate accuracy of 

the R p conversion is limited by the resistivity measurement of the 

calibration samples. 

Figures A3 (a) and (b) are two calibration curves obtained with 

two different probes. The first was a probe used in the condition in 

which it was received from the manufacturer - i.e. a tungsten carbide 

needle with a ground tip of 25 m radius. The calibration curve for 

n-type silicon is not linear. Any long term shift in calibration 

(due to probe damage etc.) necessitated a omplete, time consuming 

recalibration of the apparatus. The second diagram is a calibration 

curve for a probe with a much smaller tip radius (see A5). For this 

probe both n-type and p-type silicon gave straight line relationships 

between R and p . In this case it was found that long term shifts 

in calibration were always parallel to the 'original' curve within 

Che accuracy of the measurements. This fortunate result enables 

recalibration to be carried out with a minimum number of measurements. 

Changes in calibration are usually distinct rather than gradual and 

may generally be attributed to a specific event such as moving the 

silicon specimen without raising the probes. Occasional checking 

of the calibration with one of the test wafers allows changes to be 

identified and the necessary shift in the calibration curve to be made. 

A2,5 Spreading Resistance Measurements on Non-Uniforraly Doped Silicon 

The calibration procedure described above is carried out on nominally 

uniformly doped samples. If Che sample resiscivicy varies significantly 

within the probe "sampling volume" (as occurs when measuring shallow 
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dopant profiles) a direct conversion of spreading resistance to 

resistivity, using the calibration curve, may not be effected; the 

measured spreading resistance is a weighted average over the materia] 

present in the sampling volume. Various models for correcting spreading 

resistance values for the variation of resistivity within the sampling 

volume have been proposed and a number of them appear in the proceedings 

of the symposium already reference! ; others are due to : Schumann and 

Gardner, 1969, i and ii ; Yeh and Kokhani, 1969 ; Ilu, 1972 ; 

Gutai and Vicsek, 1975 ; Choo, Leong and Kuan, 1976 ; Kudoh, Uda, 

Ikushima and Kamoshida, 1976 ; Hendrickson, 1975. 

The problem involved in producing any correction routine is one of 

the exact modelling of the nature of the probe contact with the silicon 

surface. Most of the treatments assume that the flat circular disc 

model is correct. The potential distribution is then determined by 

considering the non-uniform profile of interest to be a multi-layered 

structure as indicated in figure A4, the layer thicknesses are determined 

by the depth increments between successive measurements. The resultant 

routines for carrying out corrections to the raw spreading resistance 

data are very complex and usually involve large amounts of computer 

C.P.U. time. 

For the profiles presented in this work, it has not been found 

necessary to use one of the correction routines. The measurements of 

prime interest are in regions of silicon samples where the resistivity 

is generally a slowly varying quantity compared to the sampling depth 

of the probe ; see chapter 8. For this reason an accurate correction 

routine was not considered necessary for the gold profiles obtained 

in the bulk of the silicon wafers. In all cases where the gold 

distribution close to the boundary formed by the wafer back surface 

was required, the problem of having to correct the data for the 

proximity of the back surface was circumvented by bevelling and 

measuring two pieces of each sample, one from the front and one from 

the back. In this way none of the measurements were taken within a 

'probe sampling depth' of an electrical boundary. The nearest 

allowable point of approach to a boundary may easily be found by carrying 

out depth profiles of uniformly doped control samples ; this measurement 

also gives an indication of the actual sampling depth of a probe. 
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For the measurements of very shallow phosphorus diffused layers 

(i.e. much shallower than the probe sampling depth) an approximation 

suggested by a qualitative consideration of the current flow from the 

probe in such a shallow layer was used . This approximation, as will 

be shown, allowed surprisingly accurate profiles to be obtained from 

raw spreading resistance data when compared to profiles of similar 

layers made by the differential sheet resistance method. The advantages 

of realising the phosphorus profiles from the spreading resistance 

data, without lengthy correction procedures were two-fold; first a 

considerable time saving is achieved since the incremental sheet 

resistance method is very slow and secondly a much better resolution 

of the phosphorus profile (or for that matter any shallow profile) 

was obtained through taking more measurements closer together. 

A2.5.1 Simplified correction procedure for spreading resistance 

measurements on shallow layers 

Figure A5 shows the potential distribution and current flow from 

the spreading resistance probe in three situations. In (a), measurement 

of a 'semi-infinite' sample, such as used for the calibrate on procedure, 

is illustrated. For this case no correction of the spreading resistance 

is required. In (b), an insulating layer is present wi thin the probe 

sampling depth, the flow of current from the probe is modified somewhat 

and some correction of the spreading resistance data is necessary. For 

situation (c), where a very shallow layer (compared to the sampling 

depth) is being measured most of the current flow is constrained to be 

lateral and practically all of the potential drop is in a lateral 

direction. The resistance measured in this situation is clearly related 

more closely to the sheet resistance of the layer than to a spreading 

resistance. To a reasonable approximation, if a very accurate profile 

is not required, the resistance may be related directly to the sheet 

resistance, R 
SH ' 

"s • kRsH " 

The constant k may be obtained empirically by measuring the surface 

of the sample (i.e. the whole layer) by both methods and equating the 

results. The value of k usually comes out to be very close to or 

equal to unity. Figure A6 shows two phosphorus profiles obtained 
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by spreading resistance (on a bevel) and incremental sheet rf^istance 

(see Appendix H) for the same sample. The constant k was assumed to 

be unity and a common resistance axis is used. The closeness of 

the results obtained by the two methods is an excellent indicator 

of just how good the original approximation is. 

Another distinct advantage of spreading resistance profiling 

measurements is also apparent on this example. Sheet resistance 

measurements above Ik0 per square are difficult to obtain and often 

inaccurate due to junction leakage (Runyan 1975 , p.79). The "sheet 

resistances" inferred from the spreading resistance data in this 

example are reliable to almost 10k per square. It will be shown 

later in this appendix, that by improving the probe resolution it 

is possible to make spreading resistance measurements of over 10^0. 

A3. Practical Probe Configurations 

Several probe arrangements which are commonly used for making 

spreading resistance measurements are illustrated in figure A7. The 

first arrangement - a single probe and a broad area contact for the 

current return path - is not very versatile since the technique is not 

self-contained. The second arrangement, the so-called 'two-probe' 

system is used by most workers since it is employed in the commercially 

available automatic spreading resistance apparatus designed by the 

originator, Mazur. The V/I quotient is the sum of the spreading 

resistances due to each probe as they are effectively in series. This 

raises a major problem since not only are two reproducible contacts 

required but it is also impossible to separate the contributions of 

each to the total measured resistance. If the contact areas are 

identical and the silicon resistivity under each is exactly the same, 

then the actual spreading resistance under one of the probes is half 

of the total - this is the assumption which has to be made although 

it is extremely unlikely that cither of these conditions is met. Thus 

the two-probe set-up has a built in uncertainty in the validity of 

measurements taken with it. This problem is particularly acute when 

rapidly varying diffusion profiles on a bevelled structure are to be 

measured. If the spreading resistances due to each probe are to be 

equal the probes must be at exactly the same depth below the sample 
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surface on the bevel. Complicated procedures for lining the probes 

up parallel to the bevel edge have been reported (e.g. Mayer et al, 1974) 

These problems are eliminated by using the three probe arrangement 

which is also illustrated in figure A7. The third probe is used to 

measure the potential difference between the si]icon wafer and one of 

the other probes designated as the 'critical' or measuring probe. The 

current flow through the critical probe is also measured, as shown, and 

the V/I quotient is the spreading resistance of the critical probe only. 

The properties of the non-critical probes are not important since one 

provides a means of reasuring tlie wafer potential and the other provides 

a return path for the current. When measurements are made on a bevel 

accurate lining-up of the probes parallel to the bevel edge is not 

necessary. In practice it has been found that rough alignment by eye 

is adequate. A difference between profiles made on the same sample 

has only been observed when gross misalignments relative to the bevel 

edge have occurred. 

In the experimental apparatus used here, the power supply is a 

simple lOmV constant voltage source. The current is measured with a 

Keithley 610C electrometer and the voltage is measured with a Solartron 

A200 digital voltmeter with an input impedance greater than lO^^O ; 

this ensures that the current drawn by the voltage measuring probe is 

negligible. 

The equipment is manually operated and has received a number of 

modifications as a result of experiments carried out during this work. 

With the small diameter critical probe aiready mentioned, spreading 

resistances of greater than 10^0 may be measured. To avoid effects 

due to photo-generated carriers in high resistivity samples the 

measurements are carried out in darkness. 

A4. Factors Affecting the Resolution and Reproducibility of Spreading 

Resistance Measurements 

A4.1 The Probe Contact Area 

If valid comparisons between spreading resistance measurements on 

206 



experimental and calibration samples are to be made, the contact made 

by Che probes must be idenCical in all cases. Maintaining Che 

reproducibility of the contact area, as already mencioned, has been a 

major problem. Other workers have experienced similar difficulties 

and the generally accepted way of overcoming them is to subject the 

probes to a "run-in" procedure. This involves carrying out a large 

number ( >1000) of measurement cycles on a lapped silicon surface (Dickey, 

1974). It is believed chac such a CreaCmenC applied Co differenc probes 

wears them down to a similar geometry. This type of treatment is, of 

course, a necessity for spreading resistance equipment employed as an 

in-line parameter checking facility where speed of measurement can be 

weighed against the ultimate resolution of the equipment. In this work, 

probes produced by the "run-in" were rejected for two reasons. First, 

the run-in period on the manually operated equipment was prohibitively 

time-consuming (=-16 hours of continuous operation!). Secondly, and 

more importantly, the "run-in" results in probes which are certainly 

similar to each other but at the expense of the tip-radius (figure A8) 

which becomes blunter. Since the high spatial resolution which results 

from small tipped probes was desired, "run-in" probes were not used. 

Careful operation of the apparatus on polished (raChAr Chan lapped) 

samples has been found Co give a reproducible conCact paCtem for long 

periods. 

The Crue naCure of Che probe-silicon concacc was investigated by 

observing Che damage lefc on Che silicon surface after measurement. These 

observations were made by optical microscopy using Nomarski inCerference 

contrast. A short (5 second) SIRTL etch (Sirtl et al, 1961) , made the 

probe damage, or footprint, more easily visible. Figure A9 shows 

examples of footprints produced by the probes supplied with the apparatus. 

The contact pattern is more a cluster of small penetrations of the 

silicon surface than a 'flat circular disc'. The reproducibili ty of 

the contact may be seen by comparing successive footprints of a given 

probe; the large differences which may occur between two different 

probes are also apparent. 
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Reproducibility of Che actual spreading resistance measurement 

could not be assessed directly since the damage made by lowering the 

probe once changes the surface topograhy enough to affect the reading 

if the probe is relowered over the same area. Reproducibility was checked 

by making measurements as close together as possible ( "20pm) - some 

tolerance in the results must be allowed for small spatial variations 

in the sample resistivity. 

Factors which can affect the reproducibility of the contact area 

and hence the measurements, were investigated in order to optimise 

operation of the equipment. These factors are ; 

Sample preparation prior to measurement 

Probe loading 

Probe descent rate 

Mechanical rigidity of the equipment 

Prior to the publication of the spreading resistance symposium 

proceedings, it appeared that the generally accepted method of 

producing a bevel for spreading resistance vs depth profiles was to 

lap the silicon surface and subsequently etch it briefly in an HNO^zHF 

solution (e.g. Mazur and Dickey, 1966 ; Brotherton and Rogers, 1972). 

Calibration samples were prepared in the same way. Initial studies 

using such a surface preparation gave results which suffered from 

random scatter. Readings taken close together 

could differ by up to 20% without observable trends, suggesting that the 

scatter was 'noise' rather than a true variation in sample resistivity. 

A polishing technique was developed to overcome this problem. The 

experiments and results are described in a publication which is included 

as the next section of this appendix. 

Experiments on probe loading and descent rate were carried out on 

the first set of large tipped probes (2Qim tip radius, tungsten carbide 

needles). When the smaller tipped probes were installed (see A5), 

results inferred from the behaviour of the larger probes, appropriately 

scaled down, were used to optimise the operation of the equipment once 

more, The comprehensive results obtained with the larger probes are 
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summarised in section A4.3 and a brief description of modifications 

necessitated by the use of the smaller probes is then given. 

A4.2 Surface Preparation 

(See publication printed on subsequent pages). 

A.4.2 Additional comngnts on Surface Preparation 

The ageing effect which is described in the paper is shown in 

figure AlO. In this example an attempt was being made to obtain a 

resistivity profile as a function of position across the wafer. Two 

tracks, lOOum apart, were made ; the trends of the resistivity 

fluctuations are the same in both but an overal1 rise due to the 

ageing effect may also be seen. Changes in spreading resistance values 

of 100% or more have been observed. 

Although the bake at 150°C did not entirely eliminate the ageing 

for the larger tipped probes, it has been found that the smaller tipped 

probes give stable measurements for many hours. At the time that 

the probes were changed, the oven used for the bake was also changed; 

it is not clear if the increased period of stability was due to the 

different probes or was connected with the actual temperature control 

in the oven during the bake. It is now only necessary to carry out 

the bake procedure for 15 - 20 minutes to ensure a surface which remains 

stable for at least one day. 
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A 4 .2 

. . Mew siirfaee preparation 
, J bewailing technique 

1 'jr spreading resistance 
measurements on N- and 
„ j^pe silicon 
by T. F. Unter and D. R. Lambf 

The use of the spreading resistance technique to obtain quantitative measurements of 
the local resist ivity of semiconductors, particularly silicon, has developed rapidly 
during the past ten years. The technique is based on the measurement of the con-
striction resistance^ of a small area (~ 50 [xm^) metal-to-semiconductor pressure 
contact. 

Samples of unknown resistivity are evaluated by comparing spreading resistance 
measurements taken on them w i t h calibration curves produced by making spreading 
resistance measurements on "cal ibrat ion samples" of known resistivity. 

This technique and the problems associated w i t h Its use have been discussed 
thoroughly at a Symposium on Spreading Resistance held by the National Bureau of 
Standards in June, 1974^. Some of the major problems arise in the preparation of 
samples for measurement and the reproducibility of the technique used. Dopant 
concentration versus depth profiles in silicon are obtained by bevelling diffused 
samples at a shal low angle and probing down the bevel with spreading resistance 
equipment. This requires that the spreading resistance reading for a given resistivity 
on the calibration sample Is the same as the spreading resistance reading for the 
same resistivity on the prepared bevel. This can only be achieved if it is ensured that 
the condition of the silicon surfaces for both the calibration sample and the bevelled 
sample are the same and reproducible so that the probes make an identical repro-
ducible contact pattern on both. 

1. Experimental results and discussion after cleaning and continuing for a period of forty-eight 
Experiments have been carried out with various methods hours or so. This ageing process has also been noted 
of bevel preparation on both N-and P-type silicon over by other workerŝ . see ^ Mo. 
a range of resistivities 0 01 £2cm to 100 Ocm. Spreading ^ result of this, experiments were carried out on 
resistance readings were obtained with an "Epiprobe" l̂ PPcd silicon surfaces as described by other authors'*"̂ , 
three probe apparatus | using tungsten carbide probes Lapping was carried out on uniformly (10% of mean 
loaded with 30 grams; measurements of voltage and resistivity) doped silicon samples with 40 jxm particle 
current were made with a Keithley 6IOC electrometer carborundum, 13 [zm alumina and um alumina, 
and a Keithley 602 electrometer respectively. All samples were cleaned ultrasonically to remove 
Initially, polished slices (as received from various l&pping debris. Spreading resistance measurements 

manufacturers) were used, however difficulties were exhibited +30% s ca t t er and were not very reproducible 
encountered in obtaining a comparable surface when with the 40 [i,m and 13 [xm lapping materials. The | |xm 
the samples were bevelled and polished with various alumina lapped surfaces gave reduced scatter but proved 
grades of diamond paste. This difference was shown by to be extitmely diHicult to reproduce, meaning that from 
a change of up to 20% in the spreading resistance reading sl'ce to slice and even from one area of a slice to another 
when probing on the top surface and then on the diamond probe contact area was varying. 
polished bevel of a uniformly doped silicon slice. (This Figure 1 shows a spreading resistance profile across a 
effect has been noted by other workers-'.) A further nominally 10-20 Ocm silicon slice lapped with 13 ̂ m 
undesirable effect with the polished samples was a steady alumina, the scatter is + 30% of the mean value. 
increase in the value of spreading resistance with time, Talysurf plots of the 13 [xm alumina lapped samples 
starting within a few minutes of spinning the sample dry were made to obtain a clearer picture of the nature of 

f Electronics Department, Southampton University. IManufactured by Jandell Engineering Limited, England. 

MICROELECTRONICS, Vol. 6 No. 4 © 1975 Mackintosh Publications Ltd., Luton. 17 



A new surface preparation and bevelling technique continued from page 17 
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Fig. I Spreading resistance profile across a silicon slice 
lapped with 13 [zm particle size alumina. 

the surface, these are shown in Fig. 2. As may be seen, 
many of the pits made by the alumina are comparable 
in size with the probe tip (the area of contact has a radius 
of about 10 ixm) and so on a microscopic scale the probes 
are literally "climbing up and down hills", this makes 
the probe contact area variable and the depth of a par-
ticular measurement uncertain. 
An investigation of the reproducibility and scatter on 

the polished surfaces showed that the scatter in the 

readings would be well witliin the doping fluctuations 
expected for the silicon samples if the ageing process 
could be eliminated. Thus, subsequent experiments were 
directed to the elimination of this ageing and improve-
ment of the polishing process used to bevel the diffused 
samples. 
Various cleaning procedures were tried with N- and 

P-type silicon slices to see if the ageing was associated 
with them. The slices were boiled for 15 minutes in 

MXCElFTERGDiNb 
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Fig. 2 Talysurf profile of silicon slice prepared as in Fig. I. 
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Fig. 3 Spreading resistance profile across a polished 
silicon slice. 

concentrated nitric acid, rinsed in double distilled water 
and spun dry, and measurements were then made back 
and forth across the slice surface over a period of several 
hours. (No two measurements can be made on exactly 
the same spot as the probes damage the silicon surface.) 
The sample was then dipped in buffered HF to remove 
any oxide, rinsed, dried and measured in the same way. 
The third procedure tried was a sulphuric acid; hydrogen 
peroxide "bomb" treatment for ten minutes after a 
buffered HF dip, followed by rinsing and spinning dry. 
The ageing was most rapid on the slice which had been 
dipped in buffered HF, and slowest, but still too rapid, 
on the slice cleaned with the "bomb" treatment. 

The rapidity of the ageing process was also seen to be 
very dependent on the relative humidity of the ambient 
air; it was slower during dry weather. For this reason 
it was decided to try "drying" the silicon slices by baking 
them after the "bomb" clean. Subsequent to a one hour 
bake at 150°C in air the samples showed no ageing for a 
period of 35 minutes in ambients of average relative 
humidity (50%). The spreading resistance equipment 
was then housed in a box with a desiccant to keep it 
dry and protect it from draughts and sudden fluctuations 
in temperature and relative humidity; this extended the 
period of reliable stability to over one hour. After this 
period a reclean and rebake was found to bring the mea-
sured spreading resistance back to within 1% of its 
original value. Figure 3 shows a spreading resistance 
profile after this preparation across a 10-20 ficm slice 
from the same batch as that in Fig. 1. On this sample, 
the fluctuations seen are reproducible to within 1% if 
measurements are repeated close to the original ones; 
this indicates that the fluctuations are due to real fluctua-
tions in resistivity rather than to scatter in the measure-
ments. 

Having reduced the ageing of the polished surfaces, 
to an acceptable degree, the variation in spreading 
resistance in going from an already polished top surface 
to a polished bevel was investigated, i r e f u l examination 

of the diamond polished silicon surface, especially after 
a short etch, showed that the surface was covered with 
fine scratches. To overcome this a chem-mechanicai 
polish such as that used by silicon manufacturers to 
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Mg. 4 Spreading resistance profiles of two phosphorus 
diffused silicon slices (1050°C, POClj source, 
5 mins deposition, 35 mins drive-in in nitrogen). 
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new surface preparation and bevelling technique continued from page 19 

polish the silicon top surfaces was used. The samples 
were mounted on a simple bevelling jig made of stainless 
steel to the required angle (1°). The bevel was first ground 
with40fim particle size carborundum suspended in water, 
ultrasonically cleaned to remove lapping debris, partly 
polished with | jxm alumina suspended in water and 
ultrasonically cleaned again. It was then polished in a 
bowl polisher on a Corfam pad with a steady flow of 
Lustrox 1000 polish washing over it*. The result after 
fifteen minutes of polishing was a scratch free polished 
bevel, visually indistinguishable from the top surface 
of the silicon. After washing, cleaning and baking as 
described above, uniformly doped slices returned the 
same spreading resistance values on the polished bevel 
as on the original top surface to within 1% (i.e., well 
within the doping fluctuations expected in the slices). 
The requirements of a stable surface for the calibration 

samples and the ability to reproduce this surface on 
shallow angle bevels have thus been achieved for both 
N- and P-type silicon over the range 0.01 Ocm to 
100 Ocm, and accurately reproducible diffusion profiles 
have been obtained. 
Figure 4 shows uncorrected spreading resistance 

versus depth profiles for two phosphorus diffused silicon 
samples which were diffused together but bevelled and 
profiled separately. The depth measurements were ob-
tained by interference microscopy. 

®Lustrox is a chem-mechanical silicon polish and is a trademark 
of the Tizon Chemical Corporation, Flemington, N.J., U.S.A. 

2. Conclusion 
By an investigation of polishing, cleaning and baking 
processes it has been possible to significantly reduce two 
of the most serious problems of spreading resistance 
measurements on silicon. These are the production of a 
reproducible bevel which is indistinguishable electrically 
and visually from the calibration slice top surfaces and 
the "ageing" of the results. This has enabled a reproduci-
bility of + 1 % to be achieved when making such measure-
ments on both N- and P-type silicon in the range 
0 01 Qcm to 100 flcm. 
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A4.3 Probe Loading and Descent Rate Effects 

On the apparatus used (the "Epi-probe" supplied by Jandel 

Engineering Ltd. UK) the loading arrangement for each probe comprises 

a calibrated spring operating through a lever arrangement. This is 

sketched in figure All, Also sho^m is the adjustable air dash-pot 

which controls the lowering rate. The system has been arranged so 

that the probes lower and make contact with the silicon surface under 

their own weight plus that of the probe support (~ 1^/3 grams) ; after 

contact has been made with the sample surface the loading arms are 

brought to bear on the tops of the probes as shown. The initial probe 

load settings were 60 grams (recommended by T. L. Rogers - see 

Brotherton and Rogers, 1972). Current and voltage measurements 

were made and it was found that there was appreciable drift of both 

over a period after lowering the probes. This drift was measured as 

a function of time for various probe loadings ; results are shown in 

figure A12. These experiments were carried out on n-type and p-type 

silicon wafers in the resistivity range 1-20Q cm). Also shown is the 

reproducibility of results after the drift had stabilised. In this 

figure, probe 1 is the critical measuring probe, probe 2 is the current 

return path and probe 3 is the voltage measuring probe. (The lines 

joining the experimental points have no significance). 

Similar experiments on drift as a function of probe descent time 

are shown in figure A13 for the optimum probe loadings. 

The operating parameters which gave the least drift and best 

reproducibility were : probe 1 = 30 g, probe 2=30g, probe 3 = 60g, 

lowering time =20 seconds, readings taken after 25 sees. 

It is suggested that the drift effects noted when changing the 

loadings and descent rates, may be due to microcracking of the silicon 

surface beneath the probes. Runyan (1965) shows that silicon with a 

chipped surface (a possible result of a high descent rate) is much 

more likely to crack under a given stress than silicon with a perfect 

surface. 
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The reproducibility of the probe contact patterns on a microscopic 

scale is clearly evident in figure A14 which shows two different foot 

prints on different samples from the same probe. These photographs 

were taken in the Scanning electron microscope. 

A4.4 Mechanical Vibration 

During all measurements the equipment has been found to be very 

sensitive to mechanical vibrations. To minimise this the apparatus has 

been mounted on impact absorbing rubber on a sturdy bench. It is 

only necessary, however, for someone to slam a door in the viscinity 

to upset a reading which may be in progress. 

A5. Production of Smaller Probes 

The spatial resolution of the spreading resistance measurements 

is most dependent on the radius of contact between probe and silicon. 

In order to increase the resolution of the equipment used here some 

probes were modified to give a much smaller tip radius. This should 

not only enhance the spatial resolution but should also allow 

measurements to be made much closer together wi thout the probe 

footprints overlapping. 

electrolyte: 
20g NH^a 

75g(CH0H.C00H)2 

20g NaOH 

40g Na^CO^ 

5g NoNOg 

11 HgO 

0 -12 V supply. 

probe 

cathode 

FIG. A 15: Probe sharpening by electrolysis. 
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Sharpening of the probes was achieved by electrolysis, as shovn 

in figure A15. The electrolyte was based on a solution used by 

Lehtinen (1968) to thin tungsten carbide to electron transparency for 

use in the TEN. A ten second electrolysis resulted in the probe tip 

shown, compared to a new 25m m tip radius probe, in figure A16. The 

tip radius is less than 5p m. Results from this sharpening procedure 

were erratic and of four probes, two became much sharper and two became 

much blunter. The two sharp probes are still in operation in the 

equipment and although the initial tips appeared - from measured 

values of spreading resistance - to wear somewhat, their performance 

after several months of use has become very stable and reproducible. 

The smaller probes are much more sensitive to variations in loading 

and lowering and several modifications to the equipment have been 

necessary. 

A5.1 Loading of Smaller Probes 

A scaling down of the optimum loading on the large probes indicated 

that the small probes should be loaded with about 5 grams. Several 

unforeseen problems were encountered with the loading and probe 

guidance systems of the apparatus. A 'hi-fi' stylus balance was used 

to measure the loading effects accurately to within 0.1 grams. 

The first problem resulted from the spring and lever arrangement 

used to load the probes. This is shown again in figure A17 (a) with 

some of the important dimensions. It can be seen that lowering and 

raising the probes actually results in a small extension and contraction 

of the spring. At high spring loads this was insignificant but at 

low loads the difference in probe height between the top and the bottom 

of a bevel resulted in a 2.5% change in loading with a consequent 

variation of 10% or more in the probe calibration. This problem was 

solved by replacing the spring with a piece of nylon cord and a brass 

weight as shown in A17 (b). This system gives a load which is 

independent of probe height and provides a force of k\ grams in total 

at the probe tip. 
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The second problem involved the detailed design of the system 

used to constrain the probe carrier and guidance frames. This is 

shown schematically in figure A18. The centre probe was designated 

by the manufacturer as the critical probe. The two springs SI and S2 

which intentionally pull laterally and in opposite directions also 

provide a small upward force when the probes are lowered. The 

magnitude of this upward component was found to be surprisingly large 

(=3 grams) when the probes were fully lowered. The right-hand probe 

is constrained by the lateral force on it exerted by S2 via the central 

support frame. Measurements showed that even when the central probe 

was raised relative to the right hand probe, friction was too small 

to move the right hand probe or reduce its loading. The right hand 

probe position was chosen for the small critical probe and the other 

two probes were loaded enough to overcome the upward forces. The 

loadings now in use are : 60 grams for the vdtage probe, 10 grams 

(nominal with the spring) for the centre probe and 4| grams for the 

spreading resistance critical probe. 

Figure A19 illustrates the probe footprints from the critical probe. 

The sample has been lightly etched to make the mark visible. 

A5.2 Results with the Smaller Probe 

The unexpected advantage of linearisation of the calibration curve 

has already been mentioned. The increase in resolution is indicated 

by the ability to approach to within 10pm of a totally insulating 

barrier on a nominally uniformly doped wafer before any effect on the 

readings is noted. This suggests a contact radius of about 2pm and a 

consequent sampling depth of Sun or so. 

On very shallow bevels through n-p junctions, it is possible to make 

reproducible measurements of the order 10^0 . This implies that the 

smaller probes are able to make useful measurements of silicon with 

resistivity greater than Ik 0 cm. In comparison with the four point 

probe this is a significant advantage since difficulty is almost always 

experienced with sheet resistance measurements greater than IkH per 

square, implying a resistivity limit of 500Q cm. 

213 



Ibevel edge 

J I 

I I 
I I 

h, h. 
II 

h^ch^.but 

FIG. A20: C&08S s e c t i o n through a t y p i c a l p o l i a h e d b e v e l . 



The increased resolution coupled with the high reproducibility 

that results from the bevelling technique described in A4.2 is 

shown, in chapter 8 of this thesis, to allow observation of features 

of gold profiles that are either lost in the 'noise' due to lapping 

damage or that vary spatially within the greater sampling depth of 

the larger probe. 

A6. Bevelling and Depth Measurement Technique 

The bevelling technique developed for this work has already been 

described in the publication presented in section A4.2. Figure A20 

shows a cross-section through a typical bevel obtained by this method. 

The bevel does not make a sharp angle with the sample top surface but 

curves away until it reaches the required angle. In this work bevels 

of 1° and 4° have been used for gold bulk profiles. For shallow 

diffused layer profiles a shallow slope would normally be employed, 

however the rounding of the bevel top has the useful side-effect of 

magnifying the area in which the shallow diffused layers are situated. 

The rounded bevel edge would present problems if used with a two-probe 

spreading resistance apparatus because of difficulties in lining the 

probes up parallel to an ill-defined edge. 

Depth measurements were obtained by two methods. For accurate 

determination of the depth of each reading, the probe marks on the 

bevel were observed directly in a microscope employing a beam splitting, 

Watson interferometer and a sodium lamp source. The interference 

fringes obtained with sodium light are spaced at .2940pm intervals. 

It was found that accurate measurements to within a quarter of a fringe 

or better could be made. 

The second depth measureimnt technique involved the use of the 

Talysurf equipment which was employed to assess the surface quality 

of lapped silicon in section A4.2. A profile of the bevel was obtained 

and the depths of the spreading resistance measurements inferred by 

superimposing the horizontal increments of the spreading resistance 

measurements on the horizontal scale of the Talysurf plot. One 

difficulty associated with this method is the lack of a fiducial mark or 
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both Talysurf profile and spreading resistance horizontal scale. For 

samples with shallow junctions, the position of the junction on the 

beve1 was obtained by staining the p-type side with a solution containing 

dilute hydrofluoric acid and copper sulphate and then measuring the 

junction depth with the interferometer. The spreading resistance 

measurement closest to the junction was then lined up with this depth 

value on the Talysurf profile. For other samples the depths of a few 

spreading resistance footprints close to the top of the bevel were 

obtained with the interferometer; the Talysurf profile and horizontal 

spreading resistance scale were then lined up as before. Checking 

of one or two profiles with the more lengthy interference fringes 

method indicates that the depths on bulk profiles are accurate to 

within about 5)J m. 

Figure A21 illustrates a typical Talysurf profile of a bevel 

with the measurement depths marked on it. 

A7. Conclusion 

Development of a new sample preparation and bevelling technique, 

coupled with optimisation of the operation of the spreading resistance 

apparatus, has enabled measurements to be made with high reproducibility. 

The resolution of the technique has been greatly improved by implementing 

measurements with smaller probes at lower pressures. Examples of 

measurements obtained are given in chapter 8. A very simple "correction" 

routine for spreading resistance measurements on shallow diffused layers 

has been described. 

This technique has also been used successfully in assessment of 

variations in resistivity across the surface of silicon wafers. Large 

fluctuations of resistivity on a microscopic scale present problems 

in the manufacture of large area power devices with deeply diffused 

junctions. Figure A22 shows two examples. One is a normal Czochralski 

grown phosphorus doped silicon wafer which exhibits large periodic 

variations in resistivity, these can result in ragged junctions. The 

other profile is of a wafer from a crystal grown by the float zone technique 

with a very low doping level. Doping is carried out by subjecting the 

silicon crystal to a neutron flux which trans-mutates some of the 

215 



q 

150 

140 

130 

120 

1 
| . o 

k 
to 

100 

90 

80 

C . 2 . 1 5 0 / l c m . 2 ( y w a f e r . 

Transmutation doped, lOOAca. 2" wafer. 

_L 

5 6 7 8 
Distance from wafer edg# mm. 

10 

FIG. A22: Spread ing r e s i s t a n c e p r o f i l e s i l l u s t r a t i n g c y c l i c r e s i s t i v i t y 
v a r i a t i o n s a c r o s s s i l i c o n w a f e r s . 

11 12 13 



silicon atoms so that they assume the nature of shallow donors. The 

result is a very uniform dopant distribution across the wafers rut from 

the crystal. Neutron-transmutation doping will almost certainly become 

a major technique in the production ol homogeneously doped silicon 

crystal since, with the advent of LSI and VLSI circuits, the need 

for such crystals will become universal. Consequently a high resolution 

technique for their evaluation will also be required. 
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APPENDIX B 

Electrically _A£_ti_ye_ Dopant Profiles by Incremental Sheet P.e.sistnncc 

Measurements 

A few profiles for this work were obtained using the incremental 

sheet resistance technique. This method is well documented in the 

literature and is only described very briefly here since the same 

analysis was used to convert spreading resistance versus depth 

measurements on shallow layers to doping concentration versus depth. 

As already mentioned in Appendix A, the sheet resistance measurement 

is carried out using a four-point-probe (Valdes, 1954; Smits, 1958). 

The sheet resistance of the layer is related to the average conductivity, 

o , of the layer by : 

- ^ p.i 

"sn "j 

where x. is the depth below the surface of the insulating barrier 

(j unction). 

For a diffused layer, where the actual conductivity varies with 

depth, the average conductivity of the layer may be written 

a = — / qyc dx B2 

J 0 

where q is the electronic charge, u is a carrier mobility typical of 

the layer and c is the density of carriers. From equation B1 therefore : 

OXj = = I que dx 

X. X. 
.1 

0 

r . i 
(x) dx B3 

2 
where o = the sheet conductivity of the layer ( = - — ) and qyc is 

. . . SH 
the conductivity a(x) of an incremental layer at depth x. 

If thin layers are successively removed from the sample surface, 

and measurements of the sheet resistance are made - or if measurements 

of down a bevel through the layer are made, the general form of 

equation B3 is : 
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X. 
J 

» sh'"' a (x) dx 

where x is the depth of the 'new' surface below the original surface. 

From this equation by differentiation : 

do (x) 
— — = a (Xj) - a (x) B5 

at tiie junction (x = x.) the conductivity is zero since the junction is 

an insulator, therefore 

or 

— S T — • 

Thus the slope at x of a plot of R (the measured quantity) versus 

depth, yields the resistivity at the depth x. 

Generally, the data obtained ranges over several orders of magnitude 

(typically 10 to 1000 ohms per square) and it is more convenient to 

plot the values logarithmically. In this case a relationship between 

resistivity and the slope of log (R^^) at x is desired. 

Since 

d log 
B7 

and 

dx x In a 

& "SH • & 

Substituting in B6 

o(x) - -OgH (x) ^ (In BIO 

The desired relationship is between R andp (x). Since 
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then 

o (x) - ! 
SH Rsu(x) 

Now, 

- In Rg„(x) 

B12 •'• ( <*))"' - • L ("s W 

Converting to logarithms of base 10, 

P W . y ' 
dx 

The resistivity P(x) may be related to dopant density with Irvin's 

empirical curves of resistivity versus impurity concentration (Irvin, 

1961). 

The sheet resistance versus depth distributions were determined 

with a special four probe head (Fell Manufacturing Company) after 

removal of successive layers of silicon. The Fell head has special 

light (60 gram) probe loadings to minimise damage cause!to the silicon 

surface. 

The silicon layer removal was effected with a silicon etch containing 

99% HNOg and 1% HF. Depths were measured by masking one edge of the 

sample with Apiezon wax before each etch so that a series of steps were 

formed. Depths were measured by the interference microscopy technique 

described in A6. 

When profiles of versus depth were inferred from spreading 

resistance data, they were also analysed using equation B3. 
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The slopes were measured by eye from the plots of log ? versus 

depth. A computer program was developed to convert the raw sheet 

resistance against depth data to impurity concentration profiles, 

however it was found to be quicker to do the analysis by hand I 
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APPENDIX C. Statistics of Partially Compensated Gold Doped Silicon 

The experimental determinations of the gold energy levels by Collins 

et al. (1957); Bruckner (1971) and Thurber et al. (1973) which were 

described in chapter 4, all involve achieving conditions in the silicon 

which ensure that the dominant temperature dependent factor in the change 

balance equation (7.1) is an exponential which involves the energy of only 

a single impurity level. A single example here will serve to illustrate 

how the energy levels were determined. It is necessary to carry the 

experiments out at low enough temperatures to ensure that the gold energy 

levels behave independently ; i.e. they are many kT apart. In n-type 

silicon, therefore, all of the gold centres may be considered as acceptors 

unless N. »N,. 
Au d 

Consider the situation where the sample contains a density of 

gold acceptors and a density of shallow donors such that and, 

therefore, the material is partially compensated. This arises because 

electrons from the donor 'drop' into the acceptor levels and only 

electrons are available for distribution between the donor level and 

the conduction band. It is assumed that all of the shallow donors are 

ionised. 

The electron concentration (using nondegenerate approximations) 

is given by equation 7.2 

n = exp 
Gc - Bp 
kT 

CI 

and the density of ionised gold acceptors is given by the Fermi 

probability function (equation 4.11) 

N 
N 

Au 
Au E.-E 

A F 
1 + g^ exp 

kT 

C2 

An expression for the density of neutral gold acceptor centres may also 

be written : 

N 
Au 

N 
Au 

1 + — exp g 
GA-Bp 

kT 

C3 
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C4 

Electron summation gives : 

n + N. = N, 
A d C5 

since in this situation all of the shallow donors will be ionised -

see chapter 7. 

A little algebraic manipulation of these expressions may be used to 

obtain the desired relationship linking the carrier concentration to the 

position of the gold acceptor level. 

o 
nN 

The ratio 
Au 

is given by : 
N, 

n.N 
Au 

n.N 
Au 

1 + g exp 
BA-Gpl 

kT 

N. 1 + — exp g kT , 
.N 
AU 

C6 

dividing throughout by — . exp. 
kT gives 

n 
n.N 

AU 

1 + g exp 
^A - Bp 

kT . 
g exp 

CA -

L kT . 

N. 
1 + g exp 

- Bp 

kT 

C7 

= n.g exp 
-SA - Gp 

kT 

Substituting for n from equation CI 

nN. 

N. 
= gfN^ exp 

E - E. -1 
c A 
kT 

C9 

using equations C4 and C5 : 

" * - Nj) 

n + N, g N^ exp 
Bg -

kT 
CIO 
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The compensation conditions and low temperature are chosen so that 

j and n « N - N^, which yields the desired relationship 

N, 

*Au - »d 
g exp 

E - E, 
c A 
kT 

Cll 

Similar derivations may be carried out for compensation conditions 

in which the other energy levels of interest are dominant. The expressions 

used by the authors cited above may all be obtained in this way. 
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APPENDIX D : Equilibrium Statistics of Recombination and Generation 

through a Deep Trap 

The transitions of carriers between the conduction and valence bands 

via an intermediate 'trap' energy level were depicted in figure 4.12. 

The theory of recombination-generation processes via such traps has been 

dealt with in detail by Hall (1952) and Shockley and Read (1952) . The 

basic equations governing the emission processes via such traps were 

quoted in Chapter 4 (equations 4.50 and 4.51) and are derived here. 

With reference to figure 4.12, the four processes are considered 

individually. The rate of the electron capture process (a) should be 

proportional to the concentration, n, of free electrons in the conduction band 

and also to the concentration of traps which are not already occupied 
rr 3 

by electrons. If the concentration of traps is per m , then the 

number which are unoccupied is given by equation 4.3 as : N (1 - F(E)); 

where F(E) is the Fermi probability function (equation 4.9). If E^ is 

the trap energy level and E^ is the Fermi level; then the rate of process 

(a) is given by : 

r a n N (1 - F(E)) D1 

3 
The constant of proportionality, which must have dimensions of m/second, 

is defined as the product V . a , where V , is the thermal velocity of the 
th n' th 

carriers ( = 3 VkT/m) and is the capture cross section of the trap for 

electrons. This quantity may be interpreted as a measure of how close the 

electron must come to the trap in order to be captured. As one might 

expect, the magnitude of a is generally of the order of atomic dimensions 

D1 may be written : 

r - V*. o n (1 - F(E)) D2 
a tn n t 

The emission process, (b), may be considered much more simply since 

the emission rate will be proportional to the concentration of centres which 

are occupied by electrons; N^.F(E). The constant of proportionality is 

defined as the emission probability e so that: 
D 

r. - e_ NL.F(E) D3 
D n t 
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One would expect e^ to depend on the density of unoccupied states 

in the conduction band and on the location of the trap level since the 

closer it is to E the higher the probability of emission; it will be 

shown below, that this is indeed correct. 

By analogy to process (a), the capture rate of holes, process (c) 

is given by : 

r - V JO p Ml .F(E) D4 
c th p ^ t 

and by analogy with (b), the rate of process (d) is given by: 

r, - e N. (1 - F(E)) 
d P t 

D5 

Once again, it is expected that e^ is related in some way to the 

density of centres not occupied by holes in the valence band and the location 

of the trap relative to the valence band. 

In equilibrium - i.e. with no external generation of carriers - the 

rates of the two processes describing transitions from a particular band 

must be equal, i.e. r^ = r^. 

Equating D2 and D3 and using the relationship for the electron 

concentration in equilibrium (equation 7.2) : 

[E - E. 
n = N exp -

c kT 
D6 

and equation 4.1 for F(E), the following relationship is obtained : 

E - E. 

Nf exp - kT 
D7 

It is seen that, as expected, e^ is related to the density of states 

and the trap level relative to E^; ĝ . is the degeneracy factor of the 

trap. 

One may similarly obtain an expression for e by equating r and r^: 

2 = — . V , a N exp -
p th p V 

Gc - Bv 

kT 
D8 

Equations D7 and D8 are those used in chapter 4. 
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APPENDIX E. Statistics of Occupancy for the Gold Energy Levels 

In situations where the gold energy levels interact (e.g. in Chapter 7) 

the simple occupancies of the levels predicted by the Fermi probability 

function (equation 4.1) must be modified to take into account the possibility 

of a given impurity centre being occupied in more than one way. (i.e. gold 

can be an acceptor or a donor). Shockley and Last (1957) have developed 

a general theory of the relative occupancies of the states of an impurity 

which gives rise to a number of energy levels in a semiconductor energy 

band gap. The relative probabilities of different charge conditions on 

the impurity are obtained by finding the charge distribution that maximises 

the probability. The resulting relationship for the relative concentrations 

of two adjacent charge states (i.e. differing by one increment of charge) 

is given by : 

N. 
J L - 1 

g; 
exp 

Ef - E 

kT 
El 

J 

where = density of impurities in charge state j 

= density of impurities in charge state j-1 

gj = degeneracy of the jth charge state 

Ep = the Fermi energy 

E = the energy required to convert the impurity from the jth 

state to the j-lth state of charge 

Substitutional gold may exist in any of three charge states, +1, 0 and 

-1 electronic charges. The energy required to go from the acceptor ionised 

state to the neutral state is E. and that required to go from the neutral 

state to the donor ionised state is Eg. If there are N gold acceptors, 

N* neutral gold atoms and N gold donors, then, taking the neutral 

situation as the energy zero : 

+ X - + ~ 
N ; N : N = g exp ( ^ — ) S g E2 

where g^, g^ and g are the degeneracies of the appropriate charge states 

From this expression the following relationship is obtained: 

4-
N N 

gj3 exp kT 

'E - E." 
-1 F A 

kT 

N E3 
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where g. 
g 

and gj) ~ X (see chapter 4). 

8 

The total gold concentration is made up of these three charge states 

giving : 

E4 N* + N* + N" - N 
Au 

To obtain the proportion of total gold which is in the positive charge 

state the above relationships are used as follows: 

- N, - N* - N* E5 
Au 

therefore, from E3 substituting in terms of for N and N* we obtain: 

4" rE - E l 
N -1 

g^ exp 
F A 

Bp - Bp 

-1 
g^ exp L kT 

gjj exp kT 

HAu - M 
N 

gĵ exp 
Ep - Bp 

kT 

E6 

rearranging : 

N. = N 
Au 

exp 
rBp - Ea-. 

kT 

gj3 exp 
Sp- Bp 

kT 

+ 1 + 

gg exp 
- Ep-

kT 

E7 

therefore 

N* " N 
Au 

1 + gp exp 
rSp - Bp 

kT 
—2 

1 + g^ exp 
rBp - ^A 

kT 
E8 

This expression, and a similar one for N , were used in the solution of the 

charge balance equation in Chapter 7. 
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APPENDIX F ; Determination of Thermal and Optical Emission Rates of Deep 

Level Impurities 

Determinations of the emission and capture rates of the gold acceptor 

and donor levels have been reviewed in Chapter 4 for cases where their 

temperature dependences have been used to obtain the activation energies 

of the gold levels. In this appendix a brief summary of the background to 

the techniques is given. This appendix is based on work described by 

C. T. Sah in numerous papers. A good review of all of the techniques 

pioneered by the group working with Sah may be found in Sah (1976). 

The basic S-R-H emission and capture processes have been discussed in 

Appendix D and Chapter 4. The carrier generation-recombination-trapping 

processes at imperfection centres, such as gold, can be characterized by 

six parameters: 

c^ the electron capture probability 

e^ the electron emission probability 

E^ the electron energy change during the transition. 

A similar set of three parameters, c , e and E characterize the 
P P P. , . 

hole transitions. The six parameters were characterized in appendix D. ̂  

A very simple consideration of these processes will illustrate the 

basis of the techniques. If, by some neans, a proportion of the traps 

are filled with electrons (process (a)) and the material subsequently 

depleted of free carriers, the only occurrence observed will be the 

emptying of the traps via process (b). The rate of this en^tying process 

will depend on, n^, the number of traps filled and e^, the emission rate 

(see appendix D). A rate equation may be written : 

dn 

-d§ - "T " 

The solution of this indicates that the rate of emission of electrons 

from the traps will be exponential with a time constant 1/e^^ If the 

conditions described above can be set up, the measurenent of this time 

constant allows the emission rate to be obtained without :the necessity of 

knowing the trap concentration. These conditions are easily arranged in 

p-n junctions, Schottky barrier diodes and MIS capacitors. A number of 

techniques based on this simple effect have been described by Sah et al,(1970) 
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The chosen device structure, which is doped with the impurity of interest, 

is operated in such a way as to fill the traps with the carrier of which the 

emission rate is required. The structure is then depleted of free carriers 

by reverse biasing in the case of junctions or switching into depletion in 

the case of MIS structures. The transient caused by the emission process 

is measured by monitoring the high frequency capacitance of the structure 

(which is proportional to the depletion width) or by monitoring the 

transient current flow. One of the techniques is described briefly below 

in order to illustrate the modus operandi. 

F1. Dark Capacitance Transient 

The sequence of events in the dark capacitance transient experiment 

is shown in figure F1 . A Schottky barrier diode (on n-type silicon) or 

a p*-n junction diode is illustrated. In the first stage (FI(a)) the 

diode is zero biased and the generation-recombination-trapping centres 

are filled with electrons. The diode is then switched into reverse bias 

(V^). The free carriers (electrons) on the 'n' side of the junction are 

immediately swept away by the electric field to leave a depletion region 
-12 

(F1 (b)) . The transit time for this process is very small : 10 seconds. 

The situation described earlier has now been achieved, i.e. there are no 

free carriers. Trapped electrons are now emitted from the g-r-t centres 

with a time constant defined as above. This rate may range from a few 

thousand per second to a few per hour depending on the temperature and 

thermal activation energy. When the trapped electrons are excited into 

the conduction band they are immediately swept out of the depletion region 

(fig. F% (c)). (If the trap is one which can trap both electrons and 

holes, then holes would be released and swept out of the depletion region 

in the opposite direction, for simplicity it is assumed that the electron 

trapping and emission process is dominant). If an electron is released 

and swept out of the space charge region in this manner, the net space 

charge within the region is increased. This increase reduces the width 

of the space charge layer and hence increases the space charge high 

frequency capacitance. The time constant of the capacitance increase 

will, therefore, yield the time constant of the emission process which is 

the reciprocal of the electron thermal emission rate. A typical capacitance 

transient is shown in figure F1 (d). 
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This measurement yields the kinetics of trapped majority carriers 

at traps whose energy levels are located in the majority carrier half 

of the band gap. Care must be taken in such measurements to ensure that 

high electric fields in the depletion region are not enhancing the emission 

rate although deliberate application of high fields does allow the emission 

rate field dependence to be observed. 

The other techniques used by various authors mentioned in Chapter 4 

are all based on this method. 
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APPENDIX G. Solubility Enhancement Caused by Excess Vacancies 

The assumption embodied in equation 6.58, that any solubility 

enhancement caused by excess vacancies affects all gold atoms, appears 

to contradict the previous statement that, at tibe solubility limit, 

the neutral gold concentration, Au, is invariant (section 6.2.1). Taking 

this into account, however, has a negligible effect on the final result. 

The model proposed in chapter 6 - that all of this 'extra' enhancement 

is in the form of (Au.P )pairs - implies that all of the additional gold 

atoms are negatively charged. The total amount of gold may be written as : 

Au(total) = Au + Au + (Au7X G1 

where Au~includes the Fermi-level enhancement and ion-pairing equilibrium 

effects. In very heavily-doped n-type silicon most of the gold is 

negatively charged (the Fermi level is close to E ) and any contributions 
x + . *" 

to the total concentration from Au and Au will be negligible, i.e. in the 

absence of the vacancy enhancement effect : 
— x + TOT 

Au >>Au + Au - Au (intrinsic). 
Fermi Ion 
Level + Pairing 
Effect Effect— 

G2 

and in the presence of the excess vacancy effect, we may write (as in 

equation 6.58) 

Total gold concentration = (Au )X-= 

Fermi Ion 
(Level + Pairing). Au (intrinsic) 
Effect Effect 

X G 3 

The only problem is knowing whether Au ions do occupy all of the 

excess vacancies - this is established experimentally by the 'push-out' 

experiments described in chapter 8 and is supported by the success of 

this theory (see table 6.3). 
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APPENDIX H 
CcwRj: 
CJn*j| *euue3T 13Z4 
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'jn,) 
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001)6 
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0040 
0 0 4 1 
004< 
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OOif 
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0 0 3 4 
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mls 
tmu 

i '\ * f * # , 
31 u 

it.OATPRjl 
•'nv CALCULATES POA ONE S6T OF OEOENEHACIES, 

M*STE% TEKPY 
I (TE i£^. 
!!r; ,L I •") ll, l ldCE,"̂ UCd,ME,HM 
&I '£ri • I '̂ Xis (Jy ) , VA<I S ( JO) ,¥ MDUO) (Rt5(J( 40i3)1 2) « 

l - i A n ) |5T , IJ , G « A : o ) , r u A ( . n i a ( 3 ) , SDO'jOKt W) ,5ACC (1 li) ( 
20H 1 ( 1 ; F US (1/.,1 ?) , 14(141 
C J 1 iu i V .1 < I , ̂AX I 5 , Vvft J, I , J , L ,R6 ; , 1 J ,001.0 , M NKES , 
1M4/̂ lj;<1/th,c1,E4,(3,Et,E5,PM|*,PM10,PH[N*U,PM|9*U,PM|AAU 

THE |MST*UCTIO^S I ' i lT IAL lSE THE MAG-TAPE FOil THE GRAPH PLOTS 

CALL >'L:)TSSr.,"J,:i) 
CALL 
CALL JLlT(<5.'<,3,*3) 
no io J : !MI , i 
K'3.64["S 

J A 10 L mUt C0UITE45 oseo TO LQAD THE ARRAYS OF RESULTS; 

SEA.1 THC VALJSS OF GOLD CO'ICN INTO THE ARRAYS 
UP TO 43 YALJc; OF GOLD CJ'iCN MAY BE INPUT, , 

0 0 3 ? 
0 0 4 8 
0 0 3 ? 
004U 
00*1 
0 0 4 4 
0043 
0 0 4 4 
0 0 4 5 
0 0 4 6 
0 0 4 f 
0 0 4 3 
0 0 4 ? 
0 0 5 0 
0 0 5 1 
0 0 3 4 
0 0 3 3 
00)4 
0 0 5 5 
0 0 5 6 
o*:r 
0 0 5 B 
00)P 
ooao 
00S1 
0 0 5 4 
0 0 9 3 
0 0 6 4 
0 0 9 5 
0 0 9 6 
OOAf 
00*0 
004? 
00/0 
0 0 7 1 
00/4 
00 ?3 
0 0 , ' 4 
OOf) 
00/6 
OOff 
00/d 
oo/y 
oo#o 
0 0 ^ 

0044 
00.13 

10 
C 
C 
C 
C 

7 0 
C 
C 
C 
g 
71 
C 
c 
c 
c 
c 
c 
0 
11 
c 
c 
c 
14 
C 
c 
c 
u 
c 
c 
c 
c 
c 
q 
c 

1 4 
5 
C 
c 
64 
1 5 

RElDt̂ fK) YNSU;;) 
F J.!MAT(E<J.S) 
if all forty tlchents of the array are not used then the last 
valie rehp i* |] 1,11 ell. 
if('mai1u!,eji1 ,11e 11)g0t071 
CQ1TIMVE 

ths e'eigy values for t,)c band'sap,shallow acceptor level, shallow 
o.inr level, iiolb do\0q level, golp acceptor level and golo-coupleo 
acceptor lfcveu ase read in, 
reaj(<,11iko.kl,e4,e3,ea,e5 
CALL cTOi'MI 

el w jh.uloj acceptor energy level relative to the valence band, 
e2 = shalli'.i wolor knessy level rel conduction band, 
e3 « ̂ oln r?y"r level rel val sand, 
e4 a j jlci acceptor level •'̂l com oano, 
E5 a .J.ILII L̂ u'LEU SHALLOW acceptor energy LEVEL '̂EL VAL BANS, 

F'aMATCnfV.O* 

read (4,1 4 j xh 
xhi 1 slpf h.h 
Ftll! !-\T(E1 3' 

t ^ aos tt'is, 
rla0|4,13i r 
FJr< l\T!K1, J) 

ga * okhe* sh41l0w acc ' 
cw # Ok3E% SH4LL0J p010R 
ua4 » ̂ cueh u 'lo acc 
Out * orCEk DONOR 
044 « aULO.CJJP SHAlinw ACC 
! ,1 a t 
sear14,14| s^(1j),ar{|j),aaallj),oda(1j),aoa(|j) 

» ' : Hr(5Fv,j; 

re 10 val̂ c pf shailo* donor cv^c* ahd shallow acc concs, 
re\'(4,1)) f~d,yha 
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020U 
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02V< 
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02V4 
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0ZU6 
02V/ 
02U3 
02V? 
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021Z 
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021". 
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023U 
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G'JT.i a1 
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0 2 3 4 
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63 
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ST\%T T"r 4IS*̂ 13 FOR n,TYdK 
jTITEl1,2tl) 
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