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Abstract

In the past years, several methods have been proposed to rank spacecraft and space debris objects depending on their effect on the space environment. The interest in this kind of indices is primarily motivated by the need of prioritising potential candidates of active debris removal missions and to decide on the required reliability for disposal actions during the design phase. The index proposed in this work measures the effect of the catastrophic fragmentation of the analysed spacecraft in terms of the resulting collision probability for operational spacecraft. The propagation of the debris cloud generated by the fragmentation and the estimation of the collision probability are obtained by applying an analytical approach based on the study of the density of the fragment cloud. The dependence of the proposed severity index on the mass of the spacecraft and on its semi-major axis and inclination is investigated. The index was computed for the objects in the DISCOS database and its results were compared to
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other formulations proposed in literature. A discussion on the results and on the comparison is presented.

*Keywords:* space debris, environmental index, debris cloud

1. Introduction

The long term evolution of the space debris environment appears to be highly affected by fragmentations of massive objects, such as intact large spacecraft and rocket bodies (Rossi et al., 2015b). For this reason, different metrics have been proposed to rank spacecraft depending on the consequences of their fragmentation on the space environment. The purpose of these analyses is twofold. First, one objective is to obtain a better insight on the critical parameters that have the largest influence on the space debris evolution. Second, the output of these rankings could lead to the identification of potential candidates for active debris removal missions: in such a scenario, it would be important to decide which spacecraft should be removed first to have the largest global beneficial effect.

Several authors have proposed different approaches to the problem and highlighted the relevance of having a quantitative measure of the environmental effect of an object in orbit, depending on its orbital parameters and physical characteristics (Utzmann et al., 2012; Bastida Virgili and Krag, 2013; Lang et al., 2013; Rossi et al., 2015b). Rossi et al. (2015a), for example, simulated different fragmentations, considering locations and targets representative of the distribution of intact objects in orbit. For each scenario, the number of objects present in orbit in the 200 years following the fragmentation was studied and used to measure the effect of the fragmentation. Alternatively, Rossi et al. (2015b) introduced a *criticality* index, which depends on the background debris density, the object residual lifetime, the mass, and its orbital inclination. Similar parameters were identified also by Utzmann et al. (2012). In these case, no simulation is performed, and the indices collect what are identified as the most relevant factors to provide an immediate measure of the criticality of the studied object. A different approach was presented by Lewis (2014), where the
The proposed environmental index is computed considering the spacecraft orbital region, the implementation of mitigation measures for the spacecraft and the long term effect of the selected measure.

These examples show how the proposed environmental indices focus on different aspects of the space debris environment, ranging from the likelihood of the breakup to happen to the evaluation of the long-term changes in the whole debris population. In the ECOB index (Environmental Consequences of Orbital Breakups) proposed in this work, only the effects of potential breakups, of spacecraft and rocket bodies, are studied. For this reason, ECOB is indicated in the following also as a severity index to stress that it does not consider the likelihood of breakups to happen, but only how dangerous they can be for other space objects. In particular, the effect of a breakup is measured by the resulting collision probability for a set of target spacecraft with the breakup fragments over time. A grid in semi-major axis, inclination, and mass is used to define possible initial conditions of the breakup. For each case, the evolution of the produced debris cloud is modelled applying an analytical method, which describes how the cloud density changes under the effect of atmospheric drag. Given the fragment density, the collision probability of the target is obtained applying the analogy with the kinetic theory of gases. Once the value of the index is known for any point in the grid, a simple interpolation can be used to compute the value of the index for any object.

The article is organised as follows. Section 2 will describe the debris cloud propagation method and Section 3 will introduce the structure of the proposed environmental index. Some preliminary results are presented in Section 4 and they will be used in Section 5 to specify the index computation. More detailed results will be presented in Section 6 and the comparison with other proposed environmental indices will be discussed in Section 7.
2. Debris cloud propagation method

According to the NASA breakup model (Krisko, 2011), for each trackable object produced by a fragmentation there are millions of objects in the size range between 1 mm and 5 cm. Considering these numbers, even low intensity fragmentations can easily produce some thousands objects, whose individual propagation would make the simulation prohibitive in terms of computational resources (i.e. time and RAM). Evolutionary studies on the debris population usually deal with this issue by setting a cut-off fragment size at 10 cm, so that only objects larger than this threshold are included in the simulations. However, especially when the impact of a single breakup is analysed, it could be relevant to include all objects that have the potential to interfere with other spacecraft, decreasing the threshold down to 1 mm. This change in the scope of the analysis can be achieved by abandoning the evaluation of the single fragments’ trajectories and studying the fragmentation cloud globally.

The propagation method cielo (debris Cloud Evolution in Low Orbits) was developed with this aim: within this approach, the fragmentation cloud is described in terms of its spatial density, whose evolution in time under the effect of drag is obtained by applying the continuity equation. A detailed description of the method can be found in Letizia et al. (2015b), whereas only a brief overview of the approach is provided here, focussing mostly on the new improvements with respect to Letizia et al. (2015b).

The simulation of a fragmentation event starts with the modelling of the breakup. The NASA breakup model (Johnson and Krisko, 2001; Krisko, 2011) is used for this purpose. The evolution of the fragment cloud from this time instant is affected both by the dispersion of the energy among the fragments and the effect of orbit perturbations. Considering only the case of fragmentations in LEO, the Earth’s oblateness spreads the fragments to form a band around the Earth. Once the band is formed, the atmospheric drag can be considered as the main perturbation and the continuity equation can be applied to obtain the cloud density evolution, following the approach firstly proposed by McInnes.
Compared to formulation by McInnes (1993), where the debris density is function of the radial distance from the Earth \((r)\) only, the method was extended to express the cloud density as function of semi-major axis \((a)\) and eccentricity \((e)\) (Letizia et al., 2015d). This extension results into an increase in the method applicability: whereas the description with the distance only can be applied to fragmentations starting from circular orbits between 800 and 1000 km, the formulation in \(a\) and \(e\) can be used also for orbital altitudes between 700 and 800 km. This means that the analytical method can be employed for the whole region where the majority of fragmentations occurred (Orbital Debris Program Office, 2014).

2.1. Density-only formulation

As briefly mentioned at the beginning of this section, the continuity equation is applied once the band is formed because only in that moment the hypotheses required to obtain an analytical solution hold. This means that alternative modelling techniques are required to describe the transition to the band. In Letizia et al. (2015b) this was done by numerically propagating the trajectory of the fragments for the months required to form the band. In the new version of the model used in this work this is done by applying a method similar to the one embedded in the continuity equation, which does not involve integrating the fragments’ trajectories. When the continuity equation is solved with the method of characteristics, the value of the solution at a certain time is obtained by reshaping the initial condition according to the change prescribed by the conservation of the solution along the characteristics. Similarly, modelling the first phase of the cloud evolution is equivalent to describe how the \((a, e)\)-plane changes from the initial time of breakup to the time of band formation \(T_B\) to reproduce the evolution in Figure 1, which shows the distribution of fragments on the \((a, e)\)-plane at the two time instants. Observe that this approach is equivalent to decompose the evolution of the cloud in two phases: a short-term one, driven by the Earth’s oblateness, and a long-term one, driven by atmospheric
drag. As the Earth’s oblateness does not affect the distribution in semi-major axis and eccentricity, the phase of spreading of the cloud to form a band is ignored. In other words, only the variation of the distribution in semi-major axis and eccentricity in the initial phase is modelled because it is the only element that affect the long term evolution of the cloud.

The method that describes the transition between the two states in Figure 1 is simplified by neglecting the variation of the eccentricity: only the variation of the semi-major axis $a$ due to drag is considered. This is done purely for computational reasons, to reduce the number of reference trajectories that are considered. For each point in the $a$-axis it is possible to compute the variation of $a$ in the time $T_B$ and obtain a modified grid by applying the semi-analytical propagation method (Colombo, 2014) to evaluate the effect of drag. Observe that the variation in $a$ depends on the area-to-mass ratio, so the computation should be repeated for each $A/M$ bin in which the cloud is divided (Figure 2). It was shown that the optimal number is ten bins in $A/M$ (Letizia et al., 2015b). A similar approach was used by Rossi et al. (1998), who consider also the effect of eccentricity, to develop a fast propagator for debris clouds; in this case,
this approach is used only for the initial evolution of the cloud, whereas the continuity equation is kept to describe the evolution when the band is formed.

Once each value of the initial grid is mapped into its modified value, it is possible to obtain the distribution $n(a, e, T_B)$ from the initial one $n(a, e, t_0)$ with the following algorithm. Let $a_j$ indicate the $j$-th point in the original grid and $a_k$ its modified value after $T_B$: this value is compared with a threshold value $R_E + h_{lim}$, with $R_E$ radius of the Earth and $h_{lim}$ equal to 50 km. If $a_k < R_E + h_{lim}$ the fragments originally at $a_j$ have re-entered and so $n(a, e, T_B)$ is not updated. If $a_k > R_E + h_{lim}$, the corresponding value of the density when the band is formed ($n(a_k, e, T_B)$) is obtained from the value at the breakup at the original semi-major axis ($n(a_j, e, t_0)$), so $n(a_k, e, T_B) = n(a_j, e, t_0)$. In this way, the initial distribution $n_0(a, e)$ at the band formation is known. The long term propagation is obtained by applying the continuity equation as in the previous version of the method (Letizia et al., 2015d).

The density-only method was tested to verify that its results are coherent with the results obtained with the previous approach. Figure 3 compares the density profile obtained from the all analytical approach with the one of the 1D method described in Letizia et al. (2015b) (indicated as density for band...
Figure 3: Fragment spatial density for a fragmentation at 800 km.
phase) and with the distribution obtained from the numerical propagation with a single run of the breakup model. In order to understand the applicability of density based approaches, only the effect of atmospheric drag is included in the numerical propagation as this is the only perturbation currently included in the continuum approach. Future work will aim to include additional perturbations in the density-based method, such as for example the solar radiation pressure, which are not included in the current study. The studied fragmentation is a non-catastrophic collision with a projectile of mass equal to 100 g and relative velocity equal to 1 km s$^{-1}$ and results in 2397 fragments at the breakup. The two methods (density for band phase and density-only) differ only for how the initial condition (at $T_B$) is obtained, whereas the long term propagation is obtained with the same method. One can observe how the density profile of the density-only method is very similar to the one where the density is used only in the band phase. In particular, the difference between the integral of the density profile obtained with an analytical method ($n_A$) and the one from numerical propagation ($n_N$) is lower than 10% for both cases (density for band phase and density-only). Another metric of the accuracy of the method is defined as

$$\text{err}_{\text{prof}} = \frac{\int|n_A - n_N| \, dh}{\int n_N \, dh},$$

which measures the mean absolute error between two density profiles. In both cases, $\text{err}_{\text{prof}} = 0.29$ was found, in line with previous results ([Letizia, 2016]).

Same results were obtained for other values of inclinations (i.e. 30° and 60°) suggesting that, as observed with the density for band phase approach, the accuracy does not depend on the inclination. These results confirm that the short term evolution of the trajectory of the fragments can be neglected if one is interested only in the evolution of the spatial density in the long term.

This variation in the model is particularly important because removing completely the numerical propagation of the fragments’ trajectory, also for a short phase as in ([Letizia et al., 2015b]), makes the computational effort of the model really independent on the number of fragments contained in the cloud. In this
way, any breakup can be simulated with the same computational time. In addition, also large events can be simulated without supercomputer facilities as also the request of RAM is fixed. This was verified by studying fragmentations with increasing number of objects.

2.2. Applicability to large clouds

In the case of non-catastrophic collisions, the number of fragments produced by a breakup depends on the collision velocity $v_c$ (Johnson and Krisko, 2001). Figure 4 shows the dependence on the number of the produced fragments on the collision velocity for a non-catastrophic collision with a projectile of 100 g. A way to test the density-only approach is to simulate breakups with increasing collision velocity to evaluate its computational time and assess whether, adopting this formulation, its dependence on the number of fragments is removed. Figure 5 shows the computational time for the simulation of breakup clouds resulting from non-catastrophic collisions with $v_c$ between 1 and 8 km/s and total fragment number ranging between 2000 and 12 000. In all cases, the computational time was always around 11 s on a machine with 4 CPU and 16 GB of RAM. There is only a weak dependence of the computational time on the num-
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Figure 4: Number of fragments produced by a non-catastrophic collision with a projectile of 100 g as a function of the impact velocity $v_c$ according to NASA breakup model (Johnson and Krisko, 2001).

Figure 5: Computational time for the simulation of breakup clouds resulting from non-catastrophic collisions with $v_c$ between 1 and 8 km/s and total fragment number ranging between 2000 and 12 000.
Figure 5: Computational time with the density-only method for non-catastrophic collisions with projectile mass equal to 100 g and different collision velocity $v_c$. 
ber of fragments and this is due to the process of grouping the fragments into the $A/M$ bins; once this phase is complete, the problem is formulated purely in spatial density and its propagation is independent from the number of fragments. This aspect makes the proposed density-only method very promising for evaluating many collision and explosion scenarios with different energies.

2.3. Continuity equation

Once $n_0$ is known, the continuity equation can be used to obtain the long term evolution of the density $n$. The evolution of the fragment density in the space of orbital parameters is written as (Letizia et al., 2015d)

$$n(a, e, t) = n_0(a, e) \frac{v_a(a)}{v_a(a)}$$

(2)

where $v_a$ is the rate of variation of the semi-major axis due to atmospheric drag. The expression of $v_a$ is derived from King-Hele (1987) and simplified in the following expression to solve the problem analytically

$$v_a(a) = -\sqrt{\mu_E R_F \frac{c_D A}{M'}} \rho_0 \exp \left( -\frac{a - R_F}{H} \right) f(R_F, \tilde{e}(a), H),$$

(3)

with $\mu_E$ gravitational constant of the Earth, $R_F$ radial distance where the fragmentation occurred, $c_D$ and $A/M$ respectively drag coefficient and area-to-mass ratio of the fragments, $\rho_0$ and $H$ atmospheric density and scale height at $R_F$. $f(R_F, \tilde{e}(a), H)$ is a function that collects the Bessel functions, which describe the effect of eccentricity

$$f = I_0(z) + 2\epsilon I_1(z) + O(\epsilon^2)$$

(4)

where $I_j$ is the Bessel function of the first kind and order $j$ with argument $z = R_F \tilde{e}(a)/H$. The function $\tilde{e}(a)$ describes the initial distribution of eccentricity with semi-major axis. This means that the cloud is propagated with the (strong) assumption that the distribution of eccentricity with semi-major axis is constant through the whole simulation. Further details can be retrieved in (Letizia et al.)
The value of the cloud spatial density is then obtained from the density in the space of orbital elements by applying, to the whole domain in \((a, e)\), expressions such as the ones by Kessler (1981) and Sykes (1990) to compute the probability of finding an object given its orbital parameters. The expression used is

\[
s(r) = \frac{1}{4\pi ra^2} \frac{1}{\sqrt{e^2 - (\frac{r}{a} - 1)^2}},
\]

where \(s(r)\) indicates the density as a function of the radial distance.

It is important to highlight that the continuity equation is used to model only the density as a function of the geocentric distance, whereas the cloud density depends also on the latitude and this should be taken into account when assessing the collision probability for a spacecraft crossing the fragment cloud. Among others, Kessler (1981) and Sykes (1990) have shown that the dependence on the distance \(r\) and on the latitude \(\beta\) can be described separately expressing the density \(S\) as the product of two components:

\[
S(r, \beta) = s(r)f(\beta).
\]

This is particularly useful in the application to debris clouds as the evolution of the two parameters occurs with different time scales and drivers. In fact, the purpose of the proposed method is to study the long term (i.e. years) effect of a fragmentation, whereas the latitude of a target spacecraft crossing the cloud evolves in a much shorter time scale (i.e. hours). Following the target latitude would require very short time steps for the integration, eliminating or reducing the advantage of having a fast propagator for the fragment cloud. For this reason, an average value over \(\beta\) is considered. The average density value can be found computing once the integral average of \(f(\beta)\) over one orbit period and applying it to rescale the spatial density at any time, recalling the hypothesis that the fragments’ and the target’s inclinations are not changing as the rotation of the Earth’s atmosphere is neglected. The dependence of the latitude \(\beta\) on
the orbital parameters is expressed by

\[ \beta = \arcsin [\sin (\omega + \nu) \sin i] \]  

(7)

where \( \omega, \nu, i \) refer, respectively, to the argument of perigee, the true anomaly and the inclination of the target spacecraft crossing the cloud. Introducing the argument of latitude \( u = \omega + \nu \) and writing the expression for the case of a target on a circular orbit, the scale factor of the spatial density can be computed as

\[ \bar{f} = \frac{1}{2\beta_{\text{max}}} \int_0^{2\pi} \frac{du}{\sqrt{\cos^2(\beta(u)) - \cos^2(\beta_{\text{max}})}} \]  

(8)

where \( \beta(u) \) is given by Equation 7. \( \beta_{\text{max}} \) is the maximum latitude covered by the band. For non-equatorial orbits \( \beta_{\text{max}} \) is set equal to the inclination where the fragmentation occurred \( i_F \) if \( i_F \leq \pi/2 \) and equal to \( \pi - i_F \) otherwise (Letizia et al., 2015c).

2.4. Collision probability

Once the cloud density at any time is known, it is possible to evaluate its effect on the collision probability for a spacecraft that crosses the cloud. The computation of the collision probability is based on the average number of collisions \( N \) in an interval of time (Kessler, 1981). This number is then used to obtain the cumulative collision probability for the target spacecraft through a Poisson distribution

\[ p_c(t) = 1 - \exp (-N) \]  

(9)

following the commonly used analogy with the kinetic gas theory (McKnight, 1990; Su and Kessler, 1985). Note that this analogy can be applied when the motion of different fragments is not correlated (Jenkin, 1996). The average number of collisions \( N \) in a given interval of time \( \Delta t = t - t_0 \) can be written as

\[ N = F \sigma \Delta t \]  

(10)
where $F$ is the flux of particles and $\sigma$ represents the collisional cross-sectional area [Kessler (1981)]. This last parameter is usually defined considering the dimensions of both the colliding objects [Kessler (1981)], but, in this work, it is substituted by the cross-sectional area of the target spacecraft. This is due to the fact that the only to objects smaller than 10 cm are considered in the current analysis as the application to a continuum approach to larger objects could be questionable. For this reason, the fragments in the cloud are much smaller than target satellite, so $\sigma \approx A_c$. The flux $F$ is equal to

$$F = S(r, t) \Delta v$$

(11)

where $S(r, t)$ is the value of the spatial density obtained with the analytical method based on the continuity equation and applying the scaling factor due to the distribution in latitude in Equation 8. $\Delta v$ is the average relative velocity between the targets and the fragments, which is also obtained from the orbital configuration of the target and the fragmentation [Letizia et al., 2015a]. In details,

$$\Delta v = \frac{\int \int C(a, e) n(a, e) \delta v(a, e) da de}{\int \int C(a, e) n(a, e) da de}$$

(12)

with

$$C(a_j, e_k) = 1 \quad \text{if} \quad a_j(1 - e_k) \leq r_T \leq a_j(1 + e_k)$$

(13)

and $C(a_j, e_k) = 0$ otherwise. In Equation 12 $\delta v$ indicates the estimated relative velocity between the target and the points in the $(a, e)$-plane where $n$ is evaluated

$$\delta v = \frac{2}{\pi} \sqrt{\chi + \eta} E \left[ \frac{2\eta}{\chi + \eta} \right]$$

(14)

with $E$ complete elliptic integral of the second kind and

$$\chi = v_T^2 + v_F^2 - 2v_T v_F \cos \gamma_F \cos i_T \cos i_F$$

$$\eta = 2v_T v_F \cos \gamma_F \sin i_T \sin i_F,$$
where
\[ v_F = \sqrt{2\mu \left( \frac{1}{r_T} - \frac{1}{2a_F} \right)} \cos^2 \gamma_F = \frac{a_F(1 - e_F^2)}{r_T(2a_F - 1)}, \]
the subscripts \( F \) and \( T \) refers to quantity of the fragments and of the target respectively.

### 3. Environmental index

The ability of the \textit{density-only} formulation to model large debris clouds with limited computational effort (both in terms of simulation time and RAM) makes it suitable to simulate a large number of breakup scenarios and build an environmental index based on the assessment of their consequences. In this work, the breakups of specific space objects are evaluated in terms of the effect on a set of \textit{target} objects, which represent the active satellites in LEO. This is done to assess how a breakup affects the operational aspects of space debris activities, namely if an increase in close conjunction alerts and collision avoidance manoeuvres should be expected. In addition, using active satellites as reference targets for the environmental index means that the consequences of a fragmentation are related to a potential loss for the spacecraft operators. An environmental index could also be used, prior to launch, to support the licensing phase in the evaluation of the planned post-mission disposal strategies. For example, a licencing system connected to an environmental index can distinguish between a CubeSat in orbit at 700km at low inclination and a 4000 kg satellite in a polar orbit at 800km. As the environmental impact of a potential breakup involving the two spacecraft is different, a higher level of reliability of the post-mission disposal may be requested in the latter case.

The propagation method Cielo, with the \textit{density-only} approach described in Section 2, allows the space of the most relevant object parameters (i.e. altitude, orbital inclination, and mass) to be \textit{mapped} onto a value of environmental index, enabling to identify the most critical orbital configurations. This approach requires two steps. First, the potential sources of fragmentations and which kind of fragmentations to simulate should be defined. Second, the target set should
be represented in such a way that the propagation of all the active satellites’
trajectories is not required. The next Sections will explain how these tasks are
performed. Observe that the structure of the index can be applied also with
different cloud propagation methods than Cielo, given that they can provide the
cloud spatial density with time. As an example, the same index structure could
be applied in GEO (Geosynchronous Earth Orbit), where different analytical
propagation methods are available [Valk et al., 2009], to study fragmentations
within the GEO protected region and in the GEO graveyard orbit.

3.1. Sources of fragmentation

To keep the severity index as general as possible, a set of fictitious sources is
defined to map the space of parameters for any possible space object; in other
words, a large set of virtual fragmentations is created. In particular, a grid in
semi-major axis, inclination, and spacecraft mass was used. The extremes of the
grid in semi-major axis are limited by the applicability of the method: the high-
est limit is set equal to 1000 km as for higher altitudes it will not be justifiable
to model the atmospheric drag and not the solar radiation pressure. The lowest
limit depends on the analytical formulation used for the propagation, which is
applicable to fragmentation above 700 km for a propagation period around 25
years [Letizia et al., 2015d]. For the mass of the fragmentation source, a grid
between 100 kg and 10 000 kg was defined. Observe that the only way to consider
the effect of the fragmenting mass within the NASA breakup model requires
simulating catastrophic collisions and not explosions or non-catastrophic colli-
sions. For all the simulated collisions the breakup of a spacecraft (rather than a
rocket body) is assumed, even if in the size range of interest the impact of this
hypothesis is minima[1]. The collision velocity is set equal to 10 km s$^{-1}$, which is
an average value for LEO and which was used also by [Rossi et al., 2015a]. The
mass of the colliding projectile is neglected. Using the NASA breakup model,

[1]The kind of object involved in the fragmentation affects the definition of the parameters
of fragments larger than 8 cm only.
the simulation of a catastrophic collision involving a mass equal to 1000 kg results in the generation of 2.4 million fragments larger than 1 mm. Even if the density-only formulation is only weakly dependent on the number of fragments, this large value results in a long computational time only for the initialisation of the cloud. For this reason, the lowest cut-off size of the fragments was set equal to 1 cm for the results discussed in this work. With this threshold, the fragment cloud produced by the catastrophic collision of an object with mass equal to 1000 kg still contains more than 45 000 objects with size between 1 and 10 cm.

3.2. Target set

The effect of the virtual fragmentations is assessed on a set of spacecraft targets. The selection of the possible targets follows an approach similar to the one proposed by Rossi et al. (2015a) to define representative fragmentations. The cross-sectional area \( A_c \) was identified as the most relevant parameter for a target. For this reason, the distribution of cross-sectional area across the LEO region was studied; also in this case, the semi-major axis was limited to \( 700 \text{ km} \leq a \leq 1000 \text{ km} \) as in the definition of the potential fragmentation sources. DISCOS database is used to extract the data of satellites orbiting in this region. Only satellites launched in the last ten years are included in the list, assuming that this criterion filters out inactive spacecraft. The studied LEO region is divided into cells in semi-major axis and inclination, applying the same grid used for the discretisation of possible fragmentation sources. For each cell, the cumulative cross-sectional area \( \sum A_c \) is computed. An example of this analysis is shown in Figure 6 which represents the distribution of the cross-sectional area on a grid with spacing equal to 50 km in semi-major axis and 30 degrees in inclination. The cells with the highest \( \sum A_c \) indicate the the most vulnerable orbital regions in case of fragmentations.

Once the distribution of \( A_c \) is known, the target set can be defined by selecting for each cell in Figure 6 a representative spacecraft for which the collision probability is computed. As it will be shown later, the environmental index is
obtained by combining the collision probability for each target, weighting their contribution depending on the share of $A_c$ of the cell they represent. A fixed number of targets can be used or the code can select the appropriate number of targets to represent a given percentage of the total $A_c$. In the results shown in Section 6 the second approach is used, setting the percentage equal to 90% of the total $A_c$.

Two main options for the selection of targets exist. The first one identifies a real object among the ones in the cell, which is then used to represent the whole cell. The identification can be done, for example, by choosing the object with the maximum/minimum $A_c$ within the cell or the one with $A_c$ closest to the average value in the cell. The second option defines a synthetic object with $A_c$ and mass equal to the average values in the cell, semi-major axis and inclination equal to the centre of the cell.

Figure 7 and Figure 8 show the evolution of the semi-major axis of the representative object (coloured line) and of all the objects in the cell (in grey) for the two cells with the highest cumulative cross-sectional area. In Figure 7 the representative object is selected as the one with $A_c$ closest to average value in the cell, whereas in the second case, Figure 8 a synthetic target is defined. As
Figure 7: Evolution with time of the semi-major axis of the objects in a cell (in grey). The coloured line refer to the representative object ($A_c$ closest to average value).

Figure 8: Evolution with time of the semi-major axis of the objects in a cell (in grey). The coloured line refer to the representative object (synthetic object).
expected, a synthetic object has an evolution more representative of the whole cell. Moreover, choosing a synthetic object offers a more robust representation of the satellite population with time. In fact, the input population changes with time because of the launch of new satellites. This would require to re-run the algorithm for the selection of representative targets after each launch. In the current study, it is assumed that the development of space activities the development of space activities in LEO will be similar also in the future, with comparable missions to the current ones in each orbital regime. One could then expect a limited variation of the average cross-sectional area and mass. A tolerance on their value may be introduced to decide when the selection of the targets needs to be repeated. The other two options for the choice of the representative object, namely maximum and minimum $A_c$ within a cell, could be used only to define the worst/best case, but one has to consider that $A_c$ has a direct impact not only on the dynamics, through the effect of atmospheric drag, but also on the collision probability.

Figure 7 and Figure 8 were also used to assess if the propagation of the target trajectory is really required or if the orbit can be considered unperturbed. The object from cell 2 ($90^\circ$, 700 km) is the one that experiences the maximum variation of the semi-major axis, equal to 40-50 km, depending on the object definition; for the other cells the variation is lower than 15 km. Given these numbers and the fact that the propagation of the targets’ trajectories is not expensive in terms of computational time, it was decided to keep the effect of atmospheric drag and Earth’s oblateness in the description of the targets’ trajectories. An alternative approach could be not to propagate the targets assuming that if they are active satellites, their altitude may be controlled during mission lifetime. The evaluation of this option is left for future work.

3.3. Index definition

The purpose of the current analysis is to rank the sources of fragmentations evaluating their impact on a set of targets (i.e. the representative objects). As only the consequences of a breakup are evaluated, the proposed environmental
index ECOb is defined as a simple sum of the collision probability on each target multiplied by the weighting factor \( w_j \). When synthetic objects are used, the index is simply

\[
\text{ECOB} = \sum_{j=1}^{N_{\text{tar}}} w_j p_{c,j}
\]

(15)

where \( N_{\text{tar}} \) is the total number of representative objects; \( p_{c,j} \) is the cumulative collision probability of the representative object of the \( j \)-th cell over the considered simulated time; \( w_j \) is the weighting factor defined as

\[
w_j = \frac{(A_c)_{\text{cell},j}}{(A_c)_{\text{tot}}},
\]

(16)

i.e. the ratio between the sum of \( A_c \) in the \( j \)-th cell and the total \( A_c \) on the whole target list. This definition of the weighting factor takes into account that each cell represents a different share of the total distribution of the cross-sectional area. In this way, the targets associated to a cell with high \((A_c)_{\text{cell}}\) have a larger impact on the value of the index. When the representative object is chosen among one of the real satellites, Equation 15 may be modified in

\[
\text{ECOB} = \sum_{j=1}^{N_{\text{tar}}} k_j w_j p_{c,j}
\]

(17)

with

\[
k_j = \frac{(\hat{A}_c)_{\text{cell},j}}{(A_c)_{SC,j}},
\]

(18)

to take into account the used value of \( A_c \) is different from the average value in the cell.

Observe that the weighting factors \( w_j \) are constant for the whole simulation, meaning that it is assumed that for the whole simulated time span the distribution of cross-sectional area will be constant. As mentioned before, this is equivalent to assume that, for the studied period, the space activities in the LEO region will be similar to the current ones.
4. Preliminary results

Some preliminary runs were performed using six reference targets and a coarse grid with a step equal to 50 km for the semi-major axis and 30 degrees in inclination. The purpose of these runs is to analyse the general structure of the index.

4.1. Effect of selection criteria

In Section 3.2 different options for the selection of the targets were discussed. Figure 9 represents the value of ECOB computed on the coarse grid. It shows the comparison between the use of real spacecraft or synthetic objects to define the target set. When real spacecraft are used, the satellite with \( A_c \) closest to the cell average is selected. The targets are superimposed to Figure 9 and indicated with the markers. The colour indicates the value of the index for a fragmenting spacecraft with values of semi-major axis and inclination equal to the ones of the centre of the cell. The mass of the virtual fragmenting spacecraft is equal to 1000 kg. One can observe how the distribution of the index is qualitatively similar because the value of \( A_c \) used in the two cases are close. This means that both the trajectory evolution and the computation of the collision probability will give similar results. This result can be interpreted also as a proof of the method robustness as the variation in semi-major axis and inclination within a single cell appear to have a limited impact on the final result.

4.2. Effect of propagation time

As introduced in Section 3, ECOB is function of the propagation time as it is obtained as the sum of the cumulative (over time) collision probability of the reference targets. The variation of the index with time was studied by producing a heat map similar to the ones in Figure 9 after different propagation periods. Figure 10 shows the results obtained after 5, 15, and 25 years. In this case, no weighting factor is applied to compose the index, so that the dependence on the time is more evident. In this way, one can observe that with longer time of propagation the relative importance of fragmentations at higher altitudes
Figure 9: Heat map for the criticality index for two different sets of targets. Fragmentation mass equal to 1000 kg. The markers indicate the reference targets.
Figure 10: Heat map for the criticality index at three different time instants. Fragmentation mass equal to 1000 kg. The markers indicate the reference targets.
increases. This is expected because if the time of propagation is longer, the fragments at lower altitudes may have the time to decay from the region where the targets are.

4.3. Effect of the mass

As explained in Section 3, ECOB depends on the mass of the fragmentation that determines the number of fragments in the debris cloud and its spatial density. One simulation, with propagation time equal to 25 years, was run to evaluate the variation of the index with semi-major axis and breakup mass of the fragmenting object. This setup was chosen to allow the comparison with the Environmental Criticality (EC) by Kebschull et al. (2014b) where the variation of the index with inclination is not considered. For the mass a log-spaced grid was used, with five bins ranging from 100 to 10,000 kg. The results of the simulation are shown in Figure 11.

Similarly to Figures 9b and 10c, also in Figure 11 the dependence on the semi-major axis is dominated by the distribution of the targets. The dependence on the mass is also easy to explain as when a spacecraft with larger mass fragments, a larger number of objects is produced and a larger collision probability is registered. For comparison, the results obtained with EC by Kebschull et al. (2014b) are shown in Figure 12. It is important to highlight that EC is based on very different principles from the ones used in ECOB, so the comparison can be only qualitative. In fact, the EC measures the change in the collision probability for the whole population (spacecraft, rocket bodies and debris) due to the fragmentation of a specific object, whereas ECOB considers only the collision probability for a selected set of objects representing the active satellites. In addition, in EC, several different fragmentation epochs are considered for a breakup, whereas in ECOB the effect of time is not present because the background debris population is not considered. Finally, EC takes into account the feedback effect, which is when a fragmentation triggers other new breakups, as

\footnote{Jan Siminski, Graduate Trainee, ESA, personal communication, 19/06/2015}
Figure 11: Heat map for ECOB as a function of the semi-major axis and the fragmenting mass.

Figure 12: Heat map for EC as a function of the semi-major axis and the fragmenting mass. Figure by Jan Siminski.
the debris environment evolution is studied with the model SANE [Kebschull et al., 2014a], whereas ECOB describes the interaction of a single fragment cloud with the selected targets. Besides these differences, Figure [12] shows a similar dependence on the mass and on the semi-major axis. If the feedback effect were dominant in this time scale, then Figure [12] would show a stronger dependence on the mass and a dependence on the semi-major axis driven by the altitude and not by the target distribution. This suggests that the feedback effect is not particularly relevant for simulation of 25 years.

A closer look on the results in Figure [11] reveals that the dependence of the index ECOB on the mass $M$ is predictable. Figure [13] shows the dependence of the index on the mass for different altitudes and one can observe how the curve is a straight line in the log-log representation. In particular, it can be found that

$$\text{ECOB}(M) = \left( \frac{M}{M_{\text{ref}}} \right)^{0.75} \cdot \text{ECOB}(M_{\text{ref}}), \quad (19)$$

where the exponent 0.75 is a direct result of the NASA breakup model. In fact, according to the model [Johnson and Krisko, 2001], the number of produced fragments larger than a given characteristic length is equal to

$$N_f(L_c) = 0.1(M)^{0.75}L_c^{-1.71}$$

with $M$ equal to the sum of the target mass and the projectile mass in the case of catastrophic collisions.

5. Index computation

The observation in Equation (19) is important because it allows the required number of simulations to be reduced, simplifying the computation of the index for a generic object. In fact, the index can be computed through simulations using a single reference value for the mass (i.e. 10 000 kg) and a grid in semi-major axis and inclination.
5.1. Post-processing

The value of the index on the plane of semi-major axis and inclination, with a fixed value of mass, can be stored and scaled to the value of the mass of the analysed fragmenting object. Then, finding the value of the index at the semi-major axis and inclination of the analysed object becomes a problem of fitting the surface defined by the value of ECOB in the grid of semi-major axis and inclination. The advantage of this approach is that the computational effort is required only to generate the surface (which as described in Section 3 is assumed to be slowly-changing if the development of space activities does not change abruptly). In this way, the reference surface is computed and stored, and severity index for all the objects in a database, such as DISCOS, can be quickly computed in post-processing, with a fitting procedure. Given the pairs \( \{(x_i^*, z_i^*)\}_i \), where \( x_i^* \) is a point of the grid in semi-major axis and inclination and \( z_i^* \) is the corresponding value of ECOB, the goal is to use these values to define a surface \( Z = \{(x_i, z_i)\}_i \) defined on the whole domain. Three options for the fitting were identified and tested with MATLAB.

- interpolation (Figure 14), which finds the value \( z_i \) at each point \( x_i \) of the domain using the values \( z_i^* \) at the nearest grid points; the number of the considered near grid points depends on the interpolation scheme (e.g.
Table 1: Methods for surface fit.

<table>
<thead>
<tr>
<th>Method</th>
<th>Adj. $R^2$</th>
<th>Storable</th>
<th>Parametric</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interpolation</td>
<td>(1)</td>
<td>(Yes)</td>
<td>(Yes)</td>
</tr>
<tr>
<td>Local regression smoothing</td>
<td>0.9966</td>
<td>(Yes)</td>
<td>No</td>
</tr>
<tr>
<td>Polynomial</td>
<td>0.9687</td>
<td>Yes</td>
<td>Yes</td>
</tr>
</tbody>
</table>

bilinear, bicubic, biharmonic) and in any case the value of the surface at the grid points is equal to the initial values, so that $Z(x_i^*) = z_i^*$;

- local regression smoothing methods (Figure 15), which uses least squares regression techniques in combination with a weighting function that gives larger importance to closer data points when computing the value $z_i$ of a generic point $x_i$ in the domain in this case is not assured that $Z(x_i^*) = z_i^*$;

- polynomial curve (Figure 16), which fits the data with a polynomial function in two dimensions, up to degree five.

In the three figures, the black dots represent the computed values of the index whereas the coloured surface is obtained by the different fitting methods. In all cases, representative targets are used, for a propagation time of 25 years and a fixed value of the fragmenting mass equal to 1000 kg.

The main features of the comparison are summarised in Table 1. In the case of interpolation, MATLAB offers different options for the curve to use (e.g. linear, cubic, or bi-harmonic spline): in any case the adjusted $R^2$ is obviously equal to one as $Z(x_i^*) = z_i^*$, so this cannot be used as a measure of the quality of the fit. Figure 14 shows in any case how, even with a coarse grid, the interpolation provides a good representation of the surface. The interpolation does not give a strictly parametric expression of the surface $Z$, but analytical methods can be easily implemented to describe the surface. When MATLAB is used, the output of the fit can be stored in a special type of variable and reused to compute the index for different objects. When MATLAB is not used, it may be necessary

---

Figure 14: Index interpolation with biharmonic spline.

Figure 15: Index fit through a local regression smoothing method.

Figure 16: Index fit to a polynomial curve.
to recompute the local interpolation for each object, but the operation is not expected to be computationally expensive.

When regression methods are applied, the whole shape of the surface is described. In this case MATLAB offers two options for the regression model: a linear or a quadratic one. The value of the adjusted $R^2$ is good, but this method is not parametric, has a more complex formulation and does not seem to offer any additional advantage compared to the interpolation. For this reason, the regression methods were discarded.

The third method, the polynomial curve, combines the positive features of the two previous approaches. Firstly, it describes the whole curve, so the coefficients needs to be computed only once and then the equation can be applied for the computation of the index for any object. Secondly, once the equation is obtained, it is completely independent from any programming language. However, the performance in terms of adjusted $R^2$ were not considered sufficient. Figure 16 shows the result for a polynomial curve of fifth order both in $x$ and $y$: the polynomial representation appears to smooth the curve, especially at the peak. For these reasons, the local interpolation was preferred.

5.2. Tool structure

The observations in the previous sections help defining the structure of the tool to compute the environmental index. This can be divided into two parts: first, the computation of index using a set of targets and a reference mass for the fragmentation on a predefined grid in semi-major axis and inclination; second, the computation of the index for different fragmenting spacecraft and rocket bodies.

The first part of the tool uses the method based on the continuity equation and it is highly computationally expensive, so that the super-computer facilities of the University of Southampton, IRIDIS, are required. Once this phase is concluded, the output consists in the matrix plotted in Figure 9 which can be easily saved and exported in different formats (e.g. ASCII file), depending on the user platform. The matrix represents the input of the code that actually
computes the environmental index for the objects of interest. The code performs the fitting of the surface using a local interpolation method and rescaling the index depending on the mass of the studied objects. The code can receive as an input a file containing the list of the objects to analyse. For example, the results in Section 6 are obtained using as a database the data extracted from DISCOS [Flohrer et al., 2013] considering objects in orbits between 700 and 1000 km. For each object its kind (i.e. rocket body, spacecraft, other) and its year of launch are specified, so that the user can choose to study only a subset of the list. A maximum number of the objects to study can also be specified.

5.3. Computational time

The tests with the coarse grid in Section 4 were used also to assess the computational time required by the simulations and identify the most effective parallelisation strategy to run cases with fine grids. Figure 17 shows the computational time for the cases as in Figures 9-10. The computational time refers to a machine with 4 CPU; the whole code is written in MATLAB and exploits its built-in parallel statements (e.g. parfor). The histogram in Figure 17 shows the computational time for the three main functions in the code

- **propTarget** propagates the target trajectories for the desired time frame considering drag and $J_2$;

- **buildLayer** simulates a catastrophic collision for a given breakup mass in each cell and compute the cloud spatial density, including fragments down to 1 cm, for the whole desired time window

- **addCollProb** computes the collision probability for each target and the value of the index on the studied grid applying a weighting factor, if specified.

Applying the same settings to compute a case with a fine grid as the one used in Section 6 would require more than 22 hours of computation with 4 CPU (that is 3.6 days in CPU time) assuming that the simulation is still manageable in terms of RAM.
For this reason, it was decided to use IRIDIS, the super-computer facilities at the University of Southampton, to run the simulations with fine grids. The computation of one layer was divided into columns (simulations with the same semi-major axis), which are launched as separate jobs, each one with 12 processors allocated (the maximum). In this way one exploits not only the parallel features in MATLAB, but also the possibility of running multiple jobs at the same time. The submission of the jobs is fully automated with a simple bash script. The whole setting allows obtaining a full layer in a period of time between one and three hours (depending on the availability of processors on the server). The real computational time (summing the running time of each job) would be around 19 hours (equal to almost six days of CPU time).

6. Results

Once the structure of the index was set, some simulations with a fine grid in semi-major axis and inclination were run. In this case, the grid is spaced of 10 km in semi-major axis and 10 degrees in inclination. The same grid is used both for the generation of the fragmentations and for the selection of the representative targets. Using, as before, the threshold of 90% for the represented
$A_c$, 15 targets are identified, as shown in Figure 18. These targets are derived from the data from DISCOS considering only spacecraft (no rocket bodies) in orbit between 700 and 1000 km, and launched in the last ten years. The parameters of these targets are listed in Table 2. A reference breakup mass equal to 10 000 kg was used. A propagation time of 25 years was considered.

As already presented in Figure 6, the cross-sectional area is not uniformly distributed across the whole LEO region: active satellites are mostly concentrated in polar orbits and this explains the distribution of the targets in Figure 18. The concentration of targets at latitudes around 80 degrees results in a much higher index in these regions. For fragmentations at these latitude, the targets can spend a large part of their orbits in the area (the extremes of the band) where the spatial density is maximum. The map appears quite symmetrical with respect to $i = 90$ degrees, so the possibility of reducing the grid in inclination to $[0, 90^\circ]$ may be investigated in the future. For what concerns the semi-major axis, a high density of targets around 800-850 km makes this region the one with the highest environmental index.

The map in Figure 18 was combined with a database generated from DISCOS that contains all objects in orbits between 700 and 1000 km to evaluate the environmental index of objects already in orbit. Note that in this case, differently from the list used to define the target set, there is no filter on the launch date, and both rocket bodies (RB) and payloads (PL) are present. In this way, the index can be used to assess the environmental impact of both failed/not planned disposal strategies for payloads and of not sufficient passivation measures for rocket bodies.

As in Figure 18, Figure 19 represents the value of ECOB computed for a reference mass equal to 10 000 kg and propagation time equal to 25 years, but in this case a contour plot is used to represent the surface obtained with the

---

\footnote{The failure of a rocket body due to insufficient passivation measures may be modelled more accurately by an explosion than by a collision. The two classes of fragmentation produce fragments with a different distribution in size and in energy. For this reason, future work may investigate the difference in ECOB if explosions are modelled instead of catastrophic collisions.}
Figure 18: Resulting index for catastrophic collisions with breakup mass equal to 10000 kg. Collision probability measured on the 15 targets indicated by a marker. Propagation time equal to 25 years.

Table 2: Parameters of the 15 representative targets. $\bar{h} = a - R_E$; $\bar{M}$ and $\bar{A}_c$ refer to average value in the cell.

<table>
<thead>
<tr>
<th>ID</th>
<th>$\bar{h}$ [km]</th>
<th>$i$ [deg]</th>
<th>$\bar{M}$ [kg]</th>
<th>$\bar{A}_c$ [m$^2$]</th>
<th>$w$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>820</td>
<td>100</td>
<td>1533</td>
<td>14.45</td>
<td>0.2310</td>
</tr>
<tr>
<td>2</td>
<td>700</td>
<td>100</td>
<td>1332</td>
<td>15.48</td>
<td>0.1237</td>
</tr>
<tr>
<td>3</td>
<td>720</td>
<td>100</td>
<td>3048</td>
<td>9.81</td>
<td>0.0784</td>
</tr>
<tr>
<td>4</td>
<td>850</td>
<td>100</td>
<td>1298</td>
<td>9.41</td>
<td>0.0752</td>
</tr>
<tr>
<td>5</td>
<td>770</td>
<td>100</td>
<td>1705</td>
<td>11.22</td>
<td>0.0717</td>
</tr>
<tr>
<td>6</td>
<td>830</td>
<td>100</td>
<td>1820</td>
<td>11.05</td>
<td>0.0706</td>
</tr>
<tr>
<td>7</td>
<td>910</td>
<td>70</td>
<td>7000</td>
<td>16.22</td>
<td>0.0519</td>
</tr>
<tr>
<td>8</td>
<td>760</td>
<td>100</td>
<td>1054</td>
<td>12.63</td>
<td>0.0404</td>
</tr>
<tr>
<td>9</td>
<td>790</td>
<td>100</td>
<td>436</td>
<td>2.35</td>
<td>0.0301</td>
</tr>
<tr>
<td>10</td>
<td>750</td>
<td>100</td>
<td>523</td>
<td>5.24</td>
<td>0.0251</td>
</tr>
<tr>
<td>11</td>
<td>750</td>
<td>90</td>
<td>605</td>
<td>15.71</td>
<td>0.0251</td>
</tr>
<tr>
<td>12</td>
<td>850</td>
<td>70</td>
<td>3250</td>
<td>15.21</td>
<td>0.0243</td>
</tr>
<tr>
<td>13</td>
<td>840</td>
<td>100</td>
<td>2200</td>
<td>15.10</td>
<td>0.0241</td>
</tr>
<tr>
<td>14</td>
<td>720</td>
<td>50</td>
<td>172</td>
<td>2.87</td>
<td>0.0183</td>
</tr>
<tr>
<td>15</td>
<td>980</td>
<td>80</td>
<td>820</td>
<td>10.78</td>
<td>0.0172</td>
</tr>
</tbody>
</table>
Figure 19: Contour plot of the environmental index for a breakup mass equal to 10000 kg and propagation time of 25 years. The markers indicate the ten objects, from DISCOS data, with the highest environmental index. The size of the marker is proportional to the mass of the object.

Table 3: Top ten objects with the largest environmental index ECOB among DISCOS data considering all objects in orbits between 700 and 1000 km. \( \bar{h} = a - R_E \).

<table>
<thead>
<tr>
<th>ID</th>
<th>COSPAR Name</th>
<th>Type</th>
<th>( \bar{h} ) [km]</th>
<th>( \dot{i} ) [deg]</th>
<th>Mass [kg]</th>
<th>ECOB</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2004-021B</td>
<td>SL-16 R/B</td>
<td>845</td>
<td>70.9997</td>
<td>9000</td>
<td>0.032896</td>
</tr>
<tr>
<td>3</td>
<td>2007-029B</td>
<td>SL-16 R/B</td>
<td>845</td>
<td>70.9753</td>
<td>9000</td>
<td>0.032837</td>
</tr>
<tr>
<td>1</td>
<td>2000-006B</td>
<td>SL-16 R/B</td>
<td>841</td>
<td>71.0029</td>
<td>9000</td>
<td>0.032679</td>
</tr>
<tr>
<td>7</td>
<td>1990-046B</td>
<td>SL-16 R/B</td>
<td>844</td>
<td>70.9989</td>
<td>8226</td>
<td>0.030711</td>
</tr>
<tr>
<td>5</td>
<td>1992-093B</td>
<td>SL-16 R/B</td>
<td>842</td>
<td>71.0226</td>
<td>8226</td>
<td>0.030682</td>
</tr>
<tr>
<td>10</td>
<td>1993-016B</td>
<td>SL-16 R/B</td>
<td>843</td>
<td>71.0068</td>
<td>8226</td>
<td>0.030667</td>
</tr>
<tr>
<td>9</td>
<td>1988-102B</td>
<td>SL-16 R/B</td>
<td>840</td>
<td>71.0004</td>
<td>8226</td>
<td>0.030476</td>
</tr>
<tr>
<td>4</td>
<td>1985-097B</td>
<td>SL-16 R/B</td>
<td>838</td>
<td>71.0039</td>
<td>8226</td>
<td>0.030420</td>
</tr>
<tr>
<td>6</td>
<td>1987-041B</td>
<td>SL-16 R/B</td>
<td>835</td>
<td>71.0084</td>
<td>8226</td>
<td>0.030223</td>
</tr>
<tr>
<td>8</td>
<td>1988-039B</td>
<td>SL-16 R/B</td>
<td>828</td>
<td>71.0160</td>
<td>8226</td>
<td>0.029394</td>
</tr>
</tbody>
</table>
interpolation. The markers indicate the ten objects with the highest environmental index among the ones in the database. In particular, the location of the marker indicates the object orbital parameters and the size of the markers is proportional to the object mass. In this case, the markers have all similar size because all objects belong to the same family as shown in Table 3. The objects in Table 3 are sorted by the value of the environmental index ECOB, whereas the ID in the first column is related to the object mass, with ID = 1 for the most massive object in the database. All objects in Table 3 belong to the same family, SL-16 R/B: they combine high mass and orbits within the most critical regions.

The same analysis was performed also considering only spacecraft launched at least ten years ago. The results are shown in Table 4 and Figure 20. Also in this case, most objects belong to the same family (Cosmos satellites) with the exception of Envisat. It presents a much larger environmental index due to its large mass.

From these two examples, the proposed environmental index appears able to give insight into the effect of different breakups on active satellites. A further formalisation of the index may include levels such as the severity number defined in (European Cooperation for Space Standardisation, 2009) to evaluate different failure modes of missions. In that case, four levels of severity are defined (i.e. catastrophic, critical, major, negligible) that could be related to the value of the environmental index. Observe that the connection between the environmental index and the severity levels cannot be done by setting a simple numerical threshold for the index. In fact, the absolute value of the index will change every time that the target set is redefined. The connection to the severity levels may be done by identifying for each level a reference fragmentation (e.g. the breakup of Envisat to represent a catastrophic level of severity). When another space object is evaluated, its index is compared to the ones of the reference fragmentations to assess its level of severity. This would also give an immediate meaning to the value of the index. The definition of such a scale will be investigated in future work.
Figure 20: Contour plot of the environmental index for a breakup mass equal to 10000 kg and propagation time of 25 years. The markers indicate the ten objects with the highest environmental index, considering only spacecraft launched more than ten years ago. The size of the marker is proportional to the mass of the object.

Table 4: Top ten objects with the largest environmental index ECOB among DISCOS data considering only spacecraft launched more than ten years ago and in orbits between 700 and 1000 km. $\bar{h} = a - R_E$.

<table>
<thead>
<tr>
<th>ID</th>
<th>COSPAR Name</th>
<th>Type</th>
<th>$\bar{h}$ [km]</th>
<th>$i$ [deg]</th>
<th>Mass [kg]</th>
<th>ECOB</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>2002-009A</td>
<td>PL</td>
<td>766</td>
<td>98.3338</td>
<td>8111</td>
<td>0.028247</td>
</tr>
<tr>
<td>32</td>
<td>2002-056A</td>
<td>PL</td>
<td>801</td>
<td>98.2865</td>
<td>3680</td>
<td>0.018946</td>
</tr>
<tr>
<td>39</td>
<td>1990-046A</td>
<td>PL</td>
<td>845</td>
<td>71.0418</td>
<td>3221</td>
<td>0.015260</td>
</tr>
<tr>
<td>36</td>
<td>1984-106A</td>
<td>PL</td>
<td>846</td>
<td>71.0240</td>
<td>3221</td>
<td>0.015245</td>
</tr>
<tr>
<td>34</td>
<td>1985-097A</td>
<td>PL</td>
<td>848</td>
<td>70.9634</td>
<td>3221</td>
<td>0.015166</td>
</tr>
<tr>
<td>40</td>
<td>1988-039A</td>
<td>PL</td>
<td>842</td>
<td>71.0020</td>
<td>3221</td>
<td>0.015163</td>
</tr>
<tr>
<td>38</td>
<td>1987-041A</td>
<td>PL</td>
<td>846</td>
<td>70.9001</td>
<td>3221</td>
<td>0.015133</td>
</tr>
<tr>
<td>37</td>
<td>1987-027A</td>
<td>PL</td>
<td>850</td>
<td>70.9178</td>
<td>3221</td>
<td>0.015092</td>
</tr>
<tr>
<td>35</td>
<td>1985-042A</td>
<td>PL</td>
<td>824</td>
<td>71.1123</td>
<td>3221</td>
<td>0.014349</td>
</tr>
<tr>
<td>25</td>
<td>1999-068A</td>
<td>PL</td>
<td>703</td>
<td>98.2107</td>
<td>5190</td>
<td>0.013461</td>
</tr>
</tbody>
</table>
It is also important to highlight the limitations of the proposed index. The propagation method used for the fragment clouds considers only the effect of drag, whereas at altitudes above 800 km solar radiation pressure becomes relevant too. An improvement in the propagation method could provide more accurate results on the cloud propagation. In addition, the propagation method limits the extent of the analysis both in altitudes (700-1000 km) and in time (maximum 25 years). Finally, no feedback effect can be considered with the current formulation. Some of these aspects are considered in alternative environmental indices, to which ECOB is compared in the next section.

7. Comparison with other formulations

The proposed index ECOB was compared to the other environmental index formulations developed in the framework of the ESA study *Fragmentation Consequence Analysis for LEO and GEO Orbits*.

7.1. Comparison with EC and FOM

As already mentioned, EC is the index developed by Kebschull et al. (2014b). EC is based on the computation of the change in the collision probability for the whole debris population due to the fragmentation of a selected object. A catastrophic collision is simulated at different time instants within the considered time window and its effect on the global debris population is obtained by applying an analytical model of the debris evolution, SANE. The proposed index of criticality takes into account both the consequences of the fragmentation $c_{\text{impact}}$ and its probability of happening $c_{\text{risk}}$

$$EC = c_{\text{risk}} \cdot c_{\text{impact}} = \sum_{t=t_0}^{t_f} [(c_{\text{risk}})_t \cdot (c_{\text{impact}})_t],$$

(20)

where $t_0$ and $t_f$ are the extremes of the considered time interval. The probability of a fragmentation happening is computed as

$$(c_{\text{risk}})_t = \Phi A_c (t - t_0),$$

(21)
with \( \Phi \) flux of the background debris population on the object’s orbit. The value of \( \Phi \) is obtained with SANE as the product of the debris density at the object’s orbit and the relative velocity between the objects and the debris population.

The effect of the fragmentation is computed as

\[
(c_{\text{impact}})_t = \sum_{t=t_{\text{frag}}}^{t_{\text{end}}} (\Delta p) \Delta \tau = \sum_{t=t_{\text{frag}}}^{t_{\text{end}}} (\Phi_{\text{frag}} - \Phi_{\text{no frag}}) A_c (t - t_{\text{frag}}), \tag{22}
\]

where \( \Phi_{\text{frag}} \) and \( \Phi_{\text{no frag}} \) are respectively the flux in the scenario with the studied fragmentation and the flux without the fragmentation and \( \Delta \tau = t_{\text{end}} - t_{\text{frag}} \).

Radtke et al. (2014) compares EC with an alternative index developed by Airbus (Utzmann et al., 2012). The index by Airbus, called Figure Of Merit (FOM), is computed as

\[
\text{FOM} = \Phi A_c M^{0.75} \Delta t_{\text{orb}} \tag{23}
\]

where \( \Phi \), in this case with units \([m^{-2} \text{yr}^{-1}]\), is the debris flux in the object’s orbit, \( A_c \) and \( M \) are respectively the cross-sectional area and the mass of the object, \( \Delta t_{\text{orb}} [\text{yr}] \) is the remaining orbital lifetime.

The proposed index ECOB was computed for the top 20 objects with the highest criticality according to EC (Radtke et al., 2014): the list of objects is reported in Table 5 and for each object the criticality estimated by the three methods is shown. Note that it is more interesting to study the ranking obtained with the different approaches more than the numerical value of the indices for the studied cases. For this reason, the results were analysed studying the correlation among the methods. Firstly, Figure 21 shows the correlation between the proposed index ECOB and FOM. The results show a good coherence between the two methods except for the case of Envisat and MetOp-A. For Envisat, the large difference may be explained by the fact that FOM takes into account the exposure of the object to the background population (\( \Phi A_c \)). This term is particularly relevant for Envisat as its orbit is within the most affected region by the Iridium-Cosmos fragmentation. On the other hand, the value for MetOp-A
Table 5: Top 20 objects with the highest criticality according to EC (Radtke et al., 2014). $\bar{h} = a - R_E$.

<table>
<thead>
<tr>
<th>ID</th>
<th>COSPAR</th>
<th>Name</th>
<th>Type</th>
<th>$\bar{h}$ [km]</th>
<th>$i$ [deg]</th>
<th>Mass [kg]</th>
<th>ECOB</th>
<th>FOM</th>
<th>EC</th>
<th>Rank ECOB</th>
<th>Rank FOM</th>
<th>Rank EC</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1998-043G</td>
<td>SL-16</td>
<td>RB</td>
<td>807.5</td>
<td>98.39</td>
<td>8226</td>
<td>0.036078</td>
<td>401.6</td>
<td>2.638</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
<tr>
<td>17</td>
<td>2004-021B</td>
<td>SL-16</td>
<td>RB</td>
<td>845</td>
<td>71</td>
<td>9000</td>
<td>0.032895</td>
<td>405.1</td>
<td>0.0463</td>
<td>2</td>
<td>2</td>
<td>17</td>
</tr>
<tr>
<td>18</td>
<td>2000-006B</td>
<td>SL-16</td>
<td>RB</td>
<td>841</td>
<td>71</td>
<td>9000</td>
<td>0.032676</td>
<td>385.2</td>
<td>0.0463</td>
<td>3</td>
<td>4</td>
<td>18</td>
</tr>
<tr>
<td>19</td>
<td>1990-046B</td>
<td>SL-16</td>
<td>RB</td>
<td>844</td>
<td>71</td>
<td>8226</td>
<td>0.030724</td>
<td>368.5</td>
<td>0.04173</td>
<td>4</td>
<td>6</td>
<td>19</td>
</tr>
<tr>
<td>20</td>
<td>1992-093B</td>
<td>SL-16</td>
<td>RB</td>
<td>842.5</td>
<td>71.02</td>
<td>8226</td>
<td>0.030685</td>
<td>367.9</td>
<td>0.04173</td>
<td>5</td>
<td>7</td>
<td>20</td>
</tr>
<tr>
<td>2</td>
<td>1998-045B</td>
<td>SL-16</td>
<td>RB</td>
<td>840</td>
<td>71.01</td>
<td>8226</td>
<td>0.030502</td>
<td>370.7</td>
<td>2.638</td>
<td>6</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>3</td>
<td>1987-027B</td>
<td>SL-16</td>
<td>RB</td>
<td>836.5</td>
<td>71</td>
<td>8226</td>
<td>0.03033</td>
<td>360.5</td>
<td>2.638</td>
<td>7</td>
<td>12</td>
<td>3</td>
</tr>
<tr>
<td>4</td>
<td>1988-039B</td>
<td>SL-16</td>
<td>RB</td>
<td>828.5</td>
<td>71.02</td>
<td>8226</td>
<td>0.029418</td>
<td>347.3</td>
<td>2.638</td>
<td>8</td>
<td>19</td>
<td>4</td>
</tr>
<tr>
<td>5</td>
<td>2002-009A</td>
<td>ENVISAT</td>
<td>PL</td>
<td>765.5</td>
<td>98.33</td>
<td>8111</td>
<td>0.028224</td>
<td>1236.9</td>
<td>0.867</td>
<td>9</td>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>6</td>
<td>2006-044A</td>
<td>METOP-A</td>
<td>PL</td>
<td>820.5</td>
<td>98.67</td>
<td>4086</td>
<td>0.023197</td>
<td>112.6</td>
<td>0.7502</td>
<td>10</td>
<td>66</td>
<td>6</td>
</tr>
<tr>
<td>10</td>
<td>1999-008A</td>
<td>ARGOS</td>
<td>PL</td>
<td>828</td>
<td>98.71</td>
<td>2490</td>
<td>0.016619</td>
<td>173.6</td>
<td>0.4283</td>
<td>11</td>
<td>44</td>
<td>10</td>
</tr>
<tr>
<td>9</td>
<td>1998-043A</td>
<td>RESURS O1-N4</td>
<td>PL</td>
<td>810.5</td>
<td>98.47</td>
<td>2775</td>
<td>0.016316</td>
<td>276.7</td>
<td>0.4834</td>
<td>12</td>
<td>25</td>
<td>8</td>
</tr>
<tr>
<td>7</td>
<td>1998-045A</td>
<td>COSMOS 2360</td>
<td>PL</td>
<td>850.5</td>
<td>70.85</td>
<td>3171</td>
<td>0.014848</td>
<td>198.9</td>
<td>0.7431</td>
<td>13</td>
<td>29</td>
<td>7</td>
</tr>
<tr>
<td>8</td>
<td>1989-089A</td>
<td>COBE</td>
<td>PL</td>
<td>877</td>
<td>98.98</td>
<td>2245</td>
<td>0.014195</td>
<td>104.6</td>
<td>0.5082</td>
<td>14</td>
<td>67</td>
<td>9</td>
</tr>
<tr>
<td>11</td>
<td>1993-061A</td>
<td>SPOT 3</td>
<td>PL</td>
<td>828.5</td>
<td>98.85</td>
<td>1891</td>
<td>0.013593</td>
<td>151.5</td>
<td>0.3161</td>
<td>15</td>
<td>56</td>
<td>11</td>
</tr>
<tr>
<td>15</td>
<td>1993-061H</td>
<td>ARIANE 40</td>
<td>RB</td>
<td>787</td>
<td>98.86</td>
<td>1764</td>
<td>0.010021</td>
<td>176.7</td>
<td>0.0929</td>
<td>16</td>
<td>41</td>
<td>15</td>
</tr>
<tr>
<td>13</td>
<td>1998-017B</td>
<td>ARIANE 40</td>
<td>RB</td>
<td>780.5</td>
<td>98.46</td>
<td>1764</td>
<td>0.00965</td>
<td>180</td>
<td>0.0929</td>
<td>17</td>
<td>35</td>
<td>13</td>
</tr>
<tr>
<td>12</td>
<td>1995-021B</td>
<td>ARIANE 40+</td>
<td>RB</td>
<td>766.5</td>
<td>98.73</td>
<td>1764</td>
<td>0.009093</td>
<td>182.6</td>
<td>0.0929</td>
<td>18</td>
<td>33</td>
<td>12</td>
</tr>
<tr>
<td>16</td>
<td>1990-005H</td>
<td>ARIANE 40</td>
<td>RB</td>
<td>766</td>
<td>98.79</td>
<td>1764</td>
<td>0.009081</td>
<td>162.8</td>
<td>0.0929</td>
<td>19</td>
<td>48</td>
<td>16</td>
</tr>
<tr>
<td>14</td>
<td>1991-050F</td>
<td>ARIANE 40</td>
<td>RB</td>
<td>756.5</td>
<td>98.7</td>
<td>1764</td>
<td>0.008683</td>
<td>139.3</td>
<td>0.0929</td>
<td>20</td>
<td>60</td>
<td>14</td>
</tr>
</tbody>
</table>
may be explained by the fact that, as it is an operational spacecraft, in FOM its orbital lifetime is computed as

\[ \Delta t_{\text{orb}} = \Delta t_{\text{act}} + 25 \]

where \( \Delta t_{\text{act}} \) is the remaining mission duration. In this way, its orbital lifetime results much shorter than Envisat, even if MetOp-A is on an orbit with higher altitude. The distinction between active and not-active satellites is not trivial; moreover, one can be interested in evaluating the environmental impact of a spacecraft without considering post-disposal manoeuvres exactly to assess how necessary those manoeuvres are. For this reason, active and inactive objects are treated in the same way in the computation of ECOB.

Figure 22 shows the analysis on the correlation between EC and the proposed index ECOB. Also in this case it is important to remark that the two indices rely on very different models. In both cases it is true that not only the mass plays an important role in the value of the index, but also the orbital region. However, for ECOB this refers to the interaction with the reference targets, whereas for EC also the effect of the background population is considered. Observing the results in Figure 22 there is an evident difference in the evaluation of the
objects with ECOB between 0.03 and 0.04. These objects are all SL-16 R/B with similar mass and similar orbits. For this reason, their ECOB (and also their FOM) is similar. However, the ranking with EC is very different, with four objects with the highest criticality and the other ones with the lowest criticality among all the 20 tested objects. This result is explained by the lack of interpolation between cells in the evaluation of the background population within SANE (Radtke et al., 2014). A small difference is present also in the evaluation of Cosmos 2360: with ECOB this object is less critical than objects with smaller mass (i.e. Argos and Resurs O1-N4) because its inclination is such that it is not in the most critical area. On the other hand, EC does not consider the dependence on the inclination, so the object is ranked 7th versus 13th with ECOB.

It can be concluded that ECOB gives consistent results as a small change in the orbit results in a small change in ECOB. This does not happen with EC, but the behaviour can be easily fixed by implementing the interpolation of the background population. The dependence on the inclination, not present in FOM and in SANE, appears relevant in ECOB. On the other hand, differently from ECOB, FOM allows for an immediate computation, whereas EC for a very long-term analysis of fragmentations (e.g. more than 100 years).
7.2. Comparison with CONCEPT

The tool developed by the University of Southampton, independently from this work, CONCEPT, is based on the capabilities of the evolutionary model, DAMAGE, and a two-stage process to evaluate the criticality of a given object. Firstly, the evolution of the background population is simulated with DAMAGE and its state at different time steps is saved and stored. Secondly, the fragmentation of the object is superimposed to the scenario, by propagating all fragments produced by the breakup and larger than 10 cm. At each time step CONCEPT evaluates the probability of a collision for the fragments, so that consequent events can be modelled. The criticality index $C_{\text{dam}}$ is based on the difference in the total number of objects between the case with fragmentation and the reference case with no breakup. A Monte Carlo approach is adopted to give statistical meaning to the results. An alternative criticality index $P_{\text{con}}$ is defined; it indicates the probability that a run with the fragmentation has a larger number of objects than the reference scenario (Lewis, 2015).

Table 6 presents a subset of the objects analysed by Lewis (2015): only objects in LEO in orbits between 700 and 1000 km were analysed. Table 6 shows for each object its main features and the criticality as computed in DAMAGE, CONCEPT, and with the proposed index ECOB.

Analysing the results more in detail, Figure 23 shows the correlation between the criticality index computed by DAMAGE and ECOB. The two methods appear to give different results, especially for the three objects (ID 4, 7, 12) highlighted in the figure. These three objects have relative high altitude that results in a long orbital lifetime of their fragments. The simulation time frame is equal to 200 years versus only 25 years for ECOB, so this may explain the difference in the results as 25 years may not be enough to observe the large effect of the altitude. However, this does not explain why the index $C$ for ID 1 and ID 8 is not as high as for ID 4.

Figure 24 shows the comparison with the criticality index computed in CONCEPT. Also in this case there is not a strong correlation between the indices. The large difference in the evaluation of the object with ID 12 is due to the
Table 6: Objects in LEO with the highest criticality according to CONCEPT (Lewis, 2015). $\bar{h} = a - R_E$.

<table>
<thead>
<tr>
<th>ID</th>
<th>Name</th>
<th>Type</th>
<th>$\bar{h}$ [km]</th>
<th>$i$ [deg]</th>
<th>Mass [kg]</th>
<th>ECOB</th>
<th>$C_{dam}$</th>
<th>$P_{con}$</th>
<th>Rank ECOB</th>
<th>Rank $C_{dam}$</th>
<th>Rank $P_{con}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>SL-16 R/B</td>
<td>RB</td>
<td>844</td>
<td>71</td>
<td>8300</td>
<td>0.030931</td>
<td>0.6285</td>
<td>0.6632</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>Envisat</td>
<td>PL</td>
<td>759</td>
<td>98.2</td>
<td>8050</td>
<td>0.027263</td>
<td>0.2784</td>
<td>0.6102</td>
<td>2</td>
<td>5</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>Vostok R/B</td>
<td>RB</td>
<td>853</td>
<td>81.2</td>
<td>2750</td>
<td>0.019124</td>
<td>0.0764</td>
<td>0.5807</td>
<td>3</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>5</td>
<td>Meteor-2</td>
<td>PL</td>
<td>859</td>
<td>81.2</td>
<td>2750</td>
<td>0.018812</td>
<td>0.1285</td>
<td>0.6133</td>
<td>4</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>12</td>
<td>SL-16 R/B</td>
<td>RB</td>
<td>997</td>
<td>99</td>
<td>8000</td>
<td>0.017804</td>
<td>0.8475</td>
<td>0.8744</td>
<td>5</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>10</td>
<td>SSO S/C R/B</td>
<td>PL</td>
<td>780</td>
<td>98.5</td>
<td>4000</td>
<td>0.017254</td>
<td>0.1569</td>
<td>0.5961</td>
<td>6</td>
<td>6</td>
<td>9</td>
</tr>
<tr>
<td>11</td>
<td>NOAA-19</td>
<td>PL</td>
<td>855</td>
<td>99</td>
<td>1000</td>
<td>0.008560</td>
<td>0.0083</td>
<td>0.5744</td>
<td>7</td>
<td>13</td>
<td>11</td>
</tr>
<tr>
<td>3</td>
<td>SL-8 R/B</td>
<td>RB</td>
<td>771</td>
<td>74</td>
<td>1400</td>
<td>0.006715</td>
<td>0.0691</td>
<td>0.5617</td>
<td>8</td>
<td>11</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>SL-14 R/B</td>
<td>RB</td>
<td>948</td>
<td>82.5</td>
<td>1410</td>
<td>0.006122</td>
<td>0.4323</td>
<td>0.6503</td>
<td>9</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>8</td>
<td>SL-8 R/B</td>
<td>RB</td>
<td>969</td>
<td>83</td>
<td>1400</td>
<td>0.005256</td>
<td>0.0968</td>
<td>0.6298</td>
<td>10</td>
<td>9</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>SL-8 R/B</td>
<td>RB</td>
<td>985</td>
<td>74</td>
<td>1400</td>
<td>0.004582</td>
<td>0.3861</td>
<td>0.6362</td>
<td>11</td>
<td>4</td>
<td>5</td>
</tr>
<tr>
<td>1</td>
<td>SL-8 R/B</td>
<td>RB</td>
<td>976</td>
<td>65.8</td>
<td>1400</td>
<td>0.004098</td>
<td>0.1105</td>
<td>0.6425</td>
<td>12</td>
<td>8</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>Iridium</td>
<td>PL</td>
<td>778</td>
<td>86.4</td>
<td>700</td>
<td>0.003484</td>
<td>0.0351</td>
<td>0.5521</td>
<td>13</td>
<td>12</td>
<td>13</td>
</tr>
</tbody>
</table>
Figure 23: Correlation between the proposed index ECOB and the criticality index computed in DAMAGE.

Figure 24: Correlation between the proposed index ECOB and the criticality index computed in CONCEPT.
The fact that this object generates a large feedback effect when CONCEPT is used. This object has a large mass, so it produces a large cloud with fragments with long orbital lifetime due to the high initial altitude. For this reason, the fragments can collide with other objects and generate new fragmentations. This behaviour was partially present also in the simulation with DAMAGE and it is the reason why this object has a such a large criticality index according to the analysis by [Lewis (2015)]. In the proposed index ECOB the feedback effect cannot be modelled, so this can explain the difference in the results.

7.3. Comparison with CSI

Rossi et al. (2015b) define a criticality index that takes into account four key-elements: environmental dependence, lifetime dependence, mass, and inclination. All these factors are combined in one index, Ξ, that is called the Criticality of Spacecraft Index. The expression of Ξ is

\[
Ξ = \frac{M}{M_0} \frac{D(h)}{D_0} \frac{\text{life}(h)}{\text{life}(h_{1000})} \frac{1 + k \Gamma(i)}{1 + k},
\]

where

- \(\frac{M}{M_0}\) factors in the mass of the analysed spacecraft \(M\), divided by a reference mass \(M_0 = 10\,000\, \text{kg}\)
- \(\frac{D(h)}{D_0}\) considers the effect of the environment through \(D(h)\), which is the spatial density of objects at the orbital altitude \(h\), normalised by \(D_0\), the spatial density of objects at 770 km
- \(\frac{\text{life}(h)}{\text{life}(h_{1000})}\) compares the expected orbital lifetime of the object given its orbital altitude \(h\) to the orbital lifetime of an object with \(h_{1000} = 1000\, \text{km}\)
- \(\frac{1 + k \Gamma(i)}{1 + k}\), with \(k = 0.6\) and \(\Gamma(i) = (1 - \cos i)/2\), considers the effect of inclination.

The objects evaluated by Rossi et al. (2015b) and their value of Ξ are listed in Table 7, where also the value of ECOB is reported. Figure 25 shows clearly
Table 7: Comparison with the Criticality of Spacecraft Index as defined by Rossi et al. (2015b). \( h = a - R_E \).

<table>
<thead>
<tr>
<th>ID</th>
<th>Type</th>
<th>Type</th>
<th>( h ) [km]</th>
<th>( i ) [deg]</th>
<th>Mass [kg]</th>
<th>( \Xi )</th>
<th>ECOB Rank</th>
<th>Rank ECOB</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>RB</td>
<td>843.84</td>
<td>71</td>
<td>9000</td>
<td>0.139</td>
<td>0.032861</td>
<td>10</td>
<td>1</td>
</tr>
<tr>
<td>11</td>
<td>RB</td>
<td>843.44</td>
<td>70.98</td>
<td>9000</td>
<td>0.139</td>
<td>0.032803</td>
<td>11</td>
<td>2</td>
</tr>
<tr>
<td>13</td>
<td>RB</td>
<td>849.14</td>
<td>70.88</td>
<td>8226</td>
<td>0.135</td>
<td>0.030435</td>
<td>13</td>
<td>3</td>
</tr>
<tr>
<td>1</td>
<td>RB</td>
<td>994.04</td>
<td>99.25</td>
<td>9000</td>
<td>0.313</td>
<td>0.019288</td>
<td>1</td>
<td>4</td>
</tr>
<tr>
<td>9</td>
<td>PL</td>
<td>953.94</td>
<td>64.98</td>
<td>4955</td>
<td>0.143</td>
<td>0.010199</td>
<td>9</td>
<td>5</td>
</tr>
<tr>
<td>4</td>
<td>PL</td>
<td>963.94</td>
<td>65.04</td>
<td>4955</td>
<td>0.143</td>
<td>0.010199</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>15</td>
<td>PL</td>
<td>963.14</td>
<td>65.08</td>
<td>4955</td>
<td>0.131</td>
<td>0.009426</td>
<td>15</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>PL</td>
<td>964.94</td>
<td>64.99</td>
<td>4955</td>
<td>0.131</td>
<td>0.009426</td>
<td>3</td>
<td>8</td>
</tr>
<tr>
<td>14</td>
<td>PL</td>
<td>965.34</td>
<td>64.86</td>
<td>4500</td>
<td>0.131</td>
<td>0.009422</td>
<td>14</td>
<td>9</td>
</tr>
<tr>
<td>12</td>
<td>PL</td>
<td>968.44</td>
<td>64.7</td>
<td>4500</td>
<td>0.135</td>
<td>0.009114</td>
<td>12</td>
<td>10</td>
</tr>
<tr>
<td>7</td>
<td>PL</td>
<td>968.34</td>
<td>65.28</td>
<td>4500</td>
<td>0.135</td>
<td>0.009114</td>
<td>7</td>
<td>11</td>
</tr>
<tr>
<td>6</td>
<td>PL</td>
<td>971.14</td>
<td>64.81</td>
<td>4500</td>
<td>0.151</td>
<td>0.008399</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>8</td>
<td>PL</td>
<td>977.04</td>
<td>64.99</td>
<td>4500</td>
<td>0.154</td>
<td>0.008065</td>
<td>8</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>PL</td>
<td>987.54</td>
<td>64.98</td>
<td>4500</td>
<td>0.163</td>
<td>0.007637</td>
<td>5</td>
<td>14</td>
</tr>
<tr>
<td>2</td>
<td>PL</td>
<td>987.54</td>
<td>64.98</td>
<td>4500</td>
<td>0.163</td>
<td>0.007637</td>
<td>2</td>
<td>15</td>
</tr>
</tbody>
</table>
that the two indices predict very different criticality for the objects in Table 7. As in the case of CONCEPT, the same kind of object (a SL-16 R/B at high altitude) presents a much higher criticality index than the others. The simple expression of Ξ allows to analyse in detail the reason of this result. Figure 26 compares the four components of Ξ for all the tested objects. The spacecraft with ID1 presents the largest mass, the longest lifetime, and the most critical inclination among all 15 objects. When ECOB is computed the mass and the inclination contribute to a large value of the criticality index, but the altitude actually reduces the criticality of the object. In fact, its orbit appears to be far from the ones with the largest effect on the selected targets (Figure 27). The opposite happens for the objects with ID 10, 11, 13, which have a large ECOB because they are in an orbital region with a large influence on the reference targets, but a small Ξ because of their orbital lifetime. The same observation explains the negative correlation in the cluster of objects in the bottom left of Figure 25; for these objects, ECOB increases when their altitude decreases because their distance from the targets’ orbits decreases, whereas Ξ increases if the altitude increases. This observation reflects the fact that two indices are measuring the environmental impact on two distinct set of objects: ECOB only active satellites in a medium term timespan, whereas Ξ on the whole LEO region with an indefinite timespan. Both descriptions are possible, but it should be clarified which is more relevant to rank the criticality of space objects.

8. Conclusions

This paper proposed an environmental index based on the assessment of the effect of breakups on operational satellites. The population of operational satellites is analysed by considering the distribution of the spacecraft cross-sectional area in semi-major axis and inclination, for satellites in orbit between 700 and 50

---

5These objects have orbital parameters similar to Cosmos satellites launched in 1976, 1986, 1988; however, the mass in Table 7 does not match the data in DISCOS database, so it was not possible to identify the objects.
Figure 25: Correlation between the proposed index ECOB and Ξ as defined by Rossi et al. (2015b).

Figure 26: Analysis of the components of Ξ for the objects in Table 7.
1000 km. The distribution was sampled in such a way to obtain a set of representative targets, whose trajectories are propagated and which are used to compute the collision probability due to the simulated fragmentation.

For the fragmentation initial conditions, a variation in semi-major axis, inclination, and mass is considered. The simulated breakup is a catastrophic collision so that, applying the NASA breakup model, a direct dependence of the number of produced fragments on the fragmenting mass can be included. Once the debris cloud is generated, its density is propagated by applying the analytical method cielo to describe the effect of atmospheric drag. Given the spatial density of the cloud, the collision probability of the targets is obtained by applying the kinetic theory of gases. The sum of the cumulative collision probability over 25 years for all the representative targets gives the value of the environmental index.

The index is computed for some defined grid points in semi-major axis and inclination, whereas the values for different masses can be derived by simply rescaling the results corresponding to a reference mass value. The environmental index for a generic space object is obtained by interpolation of the values
on the grid points. The environmental index was assessed for all the objects present in the DISCOS database and in orbit between 700 and 1000 km. The results appear consistent and highlight the contribution of the inclination, with maximum values of the environmental index for the fragmentations occurring at orbital inclinations close to the targets’ one. In this configuration, the targets cross the fragment cloud at the latitudes with maximum density, resulting in high collision probability. Also the fragmentation altitudes affects the environmental index, which is higher for altitudes close to the ones populated by operational spacecraft. The proposed environmental index was compared to other four formulations proposed in the literature, which consider different aspects of the problem (e.g. distinguishing between active and inactive objects, evaluating the likelihood of the fragmentation to happen). For all cases, an explanation of the differences in the results was proposed. The comparison also suggests the importance of a clear definition of the scope and purpose of environmental indices to identify which aspects are essential to their definition.
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