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1. INTRODUCTION

Financial markets facilitate international trade, aggregate, discount and convey information concerning the future prospects of organizations and economies, and are enablers of economic growth. Given their importance, financial markets have attracted much research, including the modeling of market prices. Applications of such prediction models include the management of financial risks (W.-S. Chen & Du, 2009) and the support of investment decisions (Chang, Liu, Lin, Fan, & Ng, 2009; de Oliveira et al., 2013; C.-J. Huang et al., 2008).

It is common practice to demonstrate the merit of a novel machine learning (ML) model for time series forecasting using financial market data such as stock or commodity prices, currencies, or financial indices. We survey such experiments in our literature review and show that many studies report high levels of forecasting accuracy. Some studies also identify opportunities to trade profitably on model predictions (Chang et al., 2009; de Oliveira et al., 2013; Doeksen, Abraham, Thomas, & Paprzycki, 2005; C.-J. Huang et al., 2008; Huck, 2010; Kara, Acar Boyacioglu, & Baykan, 2011; Schumaker & Chen, 2009). However, few of these studies discuss the implications for market efficiency (see Table 1).

The success of financial time series forecasting demonstrated by ML experiments is surprising given the theory and evidence from the financial economics literature. More specifically, the efficient market hypothesis (EMH) suggests that current stock prices discount available information and that it is not possible to obtain systematic returns by exploiting any predictability of prices (Malkiel, 2003). This theory is widely supported by financial economists (Fama, 1970, 1991). For example, Jensen (1978, p. 96) claims that “there is no other proposition in economics which has more solid empirical evidence supporting it.”

Our research is motivated by the need to develop an understanding of the reasons for the disagreement between the EMH and empirical evidence in the ML literature. Given the prominence of the EMH, for example in the design and regulation of financial markets, such understanding is important. In addition, the paper helps fill a research gap, as cross-fertilization between the ML and financial economics literatures is limited. For example, the ML community relies on advanced, data-driven forecasting methods in the form of, for example, support vector machines (SVM) or artificial neural networks (ANN). Such methods are rarely considered by financial economists who prefer econometric, often linear methods (Campbell & Thompson, 2008; Fama & French, 1993, 2012). Contradictory findings may thus result from different modeling cultures. In addition, few ML studies discuss their empirical findings in the light of the EMH. The feasibility of predicting a financial market with accuracy above 80 percent seems to be taken for granted in the ML literature, although
such figures suggest significant inefficiency, with important implications for the use of financial markets as effective allocative mechanisms. In summary, the objectives of this study are to: (i) examine the magnitude of disagreement between previous findings of the ML and financial economics literature, (ii) investigate the experimental factors in ML studies which may help explain this discrepancy, and (iii) explore the implications for studies examining financial market efficiency.

To achieve our objectives, we compare the predictive accuracy of the most widely used ML and econometric methods and find that the best ML methods outperform the best econometric methods. In doing so we extend previous ML studies in financial time series forecasting (de Oliveira et al., 2013; Kara et al., 2011) by performing an independent evaluation of ML methods (i.e., we do not propose a new method, which may bias an evaluation (Hand, 2006)). This enables us to examine the degree to which previous findings in the ML literature (i.e., high forecasting accuracy) generalize to novel experimental conditions. For example, unlike most previous studies, which examine forecast accuracy and resulting trading profitability in one financial market, either within a day or across trading days, we examine forecast accuracy and trading profitability across a large number of financial markets. We then compare the performance of forecasts of market prices within a day and across trading days, which allows us to make three contributions: First, we assess the degree to which factors associated with forecasting methodology (e.g., forecasting method and horizon, etc.) affect predictive accuracy and trading profitability. Second, our results enable us to provide guidance on how to organize benchmarking experiments in financial time series forecasting and to identify the origins of disagreement between the ML and the financial economics literatures. Third, we examine the implications that results from ML-based forecasting studies should have on the financial economists’ prevailing view of widespread market efficiency. In particular, we attempt to build a bridge between the ML and the financial economics domains. This is important because advances in either domain are rarely reflected in the other. Thus, our study is a first step toward unlocking the potential for collaborative gains.

The remainder of the paper is organized as follows: In the following section, we review related work in the financial and ML literatures. Next, we develop six hypotheses concerning how different methodological factors affect predictive accuracy. We then elaborate on our experimental design, before presenting empirical results and discussing their implications. We conclude with a summary of our main findings.

2. RELATED WORK

2.1 The Efficient Market Hypothesis
It is widely believed that financial markets are efficient in aggregating diverse sources of information concerning an asset’s future prospects. In particular, the EMH states that asset prices reflect all relevant information and it is impossible to generate excessive returns through ‘more informed’ (e.g., model-guided) investment decisions (Fama, 1970). Milder versions of the EMH relax the assumption of prices incorporating all relevant information: semi-strong and weak form efficient markets being ones where prices reflect all publicly available information and historic price information, respectively.

The EMH is based on the belief that market participants make rational decisions and that any mis-pricing will quickly be eliminated by those seeking to gain from these anomalies. However, persistent evidence of irrationality has been identified, such as overreaction (Bondt & Thaler, 1985) and the disposition effect (Dhar & Zhu, 2006; Grinblatt & Keloharju, 2001; Shefrin & Statman, 1985). Furthermore, persistent market anomalies, such as the January effect (Keim, 1983) and the weekend effect (French, 1980), have been observed and these are difficult to explain in terms of the EMH. In addition, Lo et al. (2000) show that technical analysis can be used to predict stock movements.

Proponents of the EMH argue that market efficiency is a simplification that may not always hold true, but will on most occasions and for most investors. Equally, they argue that anomalies may appear, but will disappear when they become known to the market. In addition, the ability to predict certain market prices does not imply that these can be exploited to earn excess profit (Malkiel, 2003). Summing up the literature, Fama (1998) indicates that although some studies appear to identify market inefficiency, the EMH cannot be rejected unless three elements are present: endurance - the inefficiency should survive in the long term; homogeneity - the inefficiency should be apparent in the same form across different markets; robustness - the methodology used to demonstrate the inefficiency should be sufficiently robust to provide confidence that the inefficiency exists. It is in this light that we examine the literature which employs ML for financial market prediction.

2.2 Price Prediction in Financial Markets using Machine Learning
Despite financial economists’ widespread belief in the veracity of the EMH, a large body of ML literature examines the predictability of financial market prices and the profitability of model-based trading (see Table 1). For example, financial market forecasting is a popular application domain to develop new modeling methodologies and to demonstrate their potential. The prevailing approach is to develop dynamic regression models, which predict
future market prices on the basis of past movements in those prices and other price time series (e.g., stocks, indices, currencies, etc.).

A researcher faces many degrees of freedom in organizing a forecasting study. We believe that the specific choices made may have a sizeable effect on the observed results. Consequently, previous findings related to price predictability are best appraised in the context of the specific experimental conditions under which they were obtained. To that end, we review previous studies and their experimental design in Table 1. The common denominator is that all these studies employ some advanced prediction method to forecast price developments in some financial market. In particular, we concentrate on studies that consider support vector machines (SVM) and/or artificial neural networks (ANN). Due to their ability to recognize patterns in nonlinear, dynamic time series data (Chang et al., 2009; Lee, 2009; Żbikowski, 2015), these methods are especially popular in financial market forecasting. Additional factors, other than the prediction method, considered in Table 1 are the financial instrument that is being forecast (individual stocks and indices), the geographic market, the forecasting horizon, whether the study uses a static or dynamic approach to simulate model-based trading, and whether it uses technical indicators among the covariates. We further motivate these factors when developing our hypotheses in Section 3.

The information in Table 1 suggests that previous studies predominantly seek to forecast financial indices in Asian markets and the Taiwanese market in particular, although US markets also occur frequently. Only six out of 28 studies consider other markets (e.g., Australian, German). Overall, ANN is the most popular prediction method and only four studies consider both ANN and SVM. One of the interesting findings is that very few studies evaluate prediction models in a dynamic fashion. Rather, the prevailing approach, used in 25 out of 28 previous studies, is to split a financial time series into a training and a hold-out test set. We refer to this approach as ‘static’ because it uses the same prediction model throughout the whole testing period, without updating. A dynamic approach such as sliding-window cross-validation performs model training and evaluation multiple times using smaller chunks of sequentially ordered data (Lessmann, Sung, & Johnson, 2011).

The merit of technical analysis is hotly debated in the financial economics literature (Fama, 1970; Lesmond, Schill, & Zhou, 2004; Lo et al., 2000). Advocates of technical analysis stress the predictive ability of technical indicators, whereas opponents refute their value. Nonetheless, technical indicators are widely used in previous ML studies, with 21 out of 28 studies using these indicators, possibly together with other covariates (e.g. financial news).
Table 1 also summarizes previous studies according to whether they: (a) predict the direction of price movements (e.g., rise or fall); (b) predict actual price changes; (c) examine whether investing according to model predictions would produce a profit; (d) discuss their findings in the light of the EMH.

Predicting price direction/size of changes involves forecasting a discrete target variable (i.e., classification)/continuous target variable (i.e., regression). In the former case, Table 1 also reports the directional accuracy, which can be as high as 90 percent (Patel et al., 2015). Clearly, a model that forecasts the direction of price/market movements correctly in 90 out of 100 cases, say days, would facilitate enormous profits, contradicting the view that financial markets are efficient. The directional accuracies shown in Table 1 therefore illustrate the disagreement between (several) ML forecasting studies and studies in the financial economics literature. If the results of the ML studies are reproducible across markets in the long term, the excess returns will be strong evidence against the EMH and most asset pricing models. However, this implication is discussed in only 3 of 28 studies (see Table 1). Our objective is to identify the factors that explain this disagreement.

3. HYPOTHESIS DEVELOPMENT

To shed light on the origin of differences in findings concerning market efficiency in the finance and ML literature, we develop a series of hypotheses. These examine the extent to which experimental factors in ML studies affect forecast accuracy and trading profit derived from forecasts and whether the best performing ML technique outperforms the best performing econometric modelling procedures.

The financial economics literature suggests that informational efficiency differs between established and emerging financial markets (Griffin, Kelly, & Nardari, 2010; Ojah & Karemera, 1999); established markets being more efficient and, thus, more difficult to predict. One argument to support this view is regulation. For example, in a highly regulated market, governmental institutions create and enforce detailed rules concerning the release of new information that might affect a company’s stock prices. In general, these rules enforce greater and wider disclosure of relevant information. Consequently, capitalizing on private information becomes illegal and less likely.

The relevance of regulation for our study is that selecting a particular financial market for analysis might predetermine the level of predictive accuracy. Specifically, a selection bias toward easier to predict/less efficient markets could explain the high forecasting accuracy reported in the ML literature. However, this is a valid explanation only if predictability and market efficiency do indeed differ with market maturity. To clarify this, we test:
**H1a:** Predictive accuracy is higher in emerging cf. mature markets, and  

**H1b:** Model-based trading gives higher profits in emerging cf. mature markets.

Another explanation for observing high accuracy/profits in forecasting studies could be the methods used for model assessment. Most ML stock price forecasting studies use a static approach to evaluate model performance (see Table 1), where predictions are generated by a model that is trained with a fixed set of samples. This enables a large number of samples to be included in the training set, which increases the opportunity to recognize price patterns. The static approach is based on the assumption that stock markets exhibit long-term memory (Lo, 1991). However, it disregards the latest price information, which never enters the (single) training set. Sliding-window cross-validation, on the other hand, evaluates a model from multiple origins of a financial time series (i.e., trading periods) and thus uses recent samples for model training. We compare the static approach and sliding-window cross-validation to examine the effect of model assessment methods on model performance.

A static model evaluation paradigm might overestimate the performance of a prediction model. For example, by selecting a single evaluation period (i.e., the test set) the static approach suffers the risk of picking a *lucky sample*. Consider for example the years 2008/2009. Global stock prices all over the world fell significantly in response to the subprime credit crises. In such a period, a naïve forecasting model, which simply predicts price decreases, would display high accuracy, although it does not embody any predictive insight. The risk of over-estimating the value of a model is far less using sliding-window cross-validation, since this repeats the evaluation of a prediction model multiple times.

Consequently, we test the following hypotheses:

**H2a:** Predictive accuracy is higher under a static model evaluation approach, and  

**H2b:** Model-based trading gives higher profits under a static model evaluation regime

The predictive performance of any forecasting model depends largely on the degree to which the covariates are correlated with the target variable. Many financial market forecasting models are auto-regressive models, where the covariates refer to past realizations of the target variable. For example, to predict the closing price of stock X on day t, a model might use the closing prices of X at day t-1, t-2, etc. Indicators from technical analysis are another type of covariate. They apply additional transformations of prices with the goal of creating more informative variables. The value of technical indicators remains an open question. For example, Lo et al. (2000) find some indicators with practical value. Similarly, Brock et al. (1992) conclude that trading strategies that rely on technical indicators can produce excess
returns. However, other studies argue that technical indicators have little predictive value and do not facilitate profitable trading, (e.g., Fama, 1970; Lesmond et al., 2004).

Many ML studies employ technical indicators but several studies do not, relying rather on raw prices or simple price differences (e.g., closing price – opening price) (see Table 1). Informative covariates play a key role in predictive modeling. The use or omission of technical indicators may, therefore, affect the degree of predictive accuracy considerably. More specifically, the financial economics literature may under-estimate the degree of inefficiency in financial markets because the predictive value of technical indicators in that literature has been underestimated. ML studies commonly use advanced data-driven models that discern nonlinear relationships and complex variable interactions automatically, but these models are not common in financial economics studies. It may be that ML studies, therefore, extract full information value from the technical indicators. To clarify the influence of technical indicators on predictive accuracy and market efficiency, we test:

\( H3a: \text{Predictive accuracy is higher if a model incorporates technical indicators, and} \)

\( H3b: \text{Model-based trading gives higher profits if a model incorporates technical indicators} \)

We also examine the degree to which the selection of a specific forecasting horizon affects predictive accuracy. In general, one expects accuracy to decrease when forecasting further ahead (Hyndman & Athanasopoulos, 2014). This view is supported by the EMH, which predicts that time may be needed for stock prices to fully reflect all available information (Fama, 1970); possibly explaining the rising interest in high-frequency trading (Chordia, Goyal, Lehmann, & Saar, 2013; Menkveld, 2013).

The information reported in Table 1 indicates that previous ML studies in financial time series forecasting predominantly consider forecast horizons of one day or more; possibly because financial data of such granularity is freely available online, whereas high-frequency, intraday data is not available for free. This could indicate that previous forecasting studies, albeit evidencing market inefficiency, have actually underestimated the degree of inefficiency, because they do not consider short forecasting horizons (e.g., intraday forecasting). To examine this proposition we test the following hypotheses:

\( H4a: \text{Predictive accuracy is higher for shorter forecast horizons, and} \)

\( H4b: \text{Model-based trading gives higher profits if forecasting shorter periods into the future} \)

A number of studies have suggested that SVM outperform ANN in terms of predictive accuracy (e.g., W.-H. Chen, Shih, & Wu, 2006; W. Huang et al., 2005; K. Kim, 2003; Ou & Wang, 2009; Tay & Cao, 2001). Consequently, to examine the effect of the ML forecasting
model on predictive accuracy for financial time series and on the assessment of market
efficiency, we test the following hypotheses:

\( H5a: \) Accuracy is higher for predictions based on SVM (cf. ANN), and

\( H5b: \) Model-based trading gives higher profits when using SVM (cf. ANN) for prediction

The financial economics and ML literature examining forecasting accuracy largely rely on
econometric and ML methods, respectively. To examine whether the adoption of econometric
vs. ML methods effects predictive accuracy, we perform a comparison of the commonly
employed ML methods (ANN and SVM) with the commonly employed econometric models:
autoregressive model (AR), generalized autoregressive conditional heteroscedasticity model
(GARCH) and autoregressive integrated moving average model (ARIMA) (Charles, Darné, &
Kim, 2011). According to our experiments, reported in online Appendix A, AR outperforms
ARIMA and GARCH. We also find that SVM outperforms ANN. In order to assess the effect
of the forecasting model (econometric vs. ML) on predictive accuracy for financial time series
and on assessment of market efficiency, we test the following hypotheses:

\( H6a: \) Accuracy is higher for predictions based on the best performing ML cf. econometric
method (i.e. SVM vs. AR), and

\( H6b: \) Model-based trading gives higher profits when based on predictions from the best
performing ML cf. econometric method (i.e. SVM vs. AR)

The proposed set of hypotheses, enable us to examine the extent to which various factors,
such as emerging market data, static evaluation setting, technical indicators, shorter
forecasting horizon and selected models (e.g. SVM vs ANN and econometric vs. ML),
influence the accuracy of financial time series forecasting. Integrating such insight with
information how ML studies are typically conducted (i.e., Table 1) enables us to explain
apparent inconsistencies between the results of the ML and financial economics literatures.

4. EXPERIMENTAL DESIGN

We investigate the influence of five experimental factors (market maturity, model
simulation methodology, covariate composition, forecast horizon and prediction method
(SVM vs. ANN; best ML (SVM) vs. best econometric (AR)): see Table 2) on the
predictability of price movements in financial markets and the profitability of model-based
trading. We test hypotheses based on these experimental factors using a data set of 34
financial time series. Whilst this is not a large sample, it facilitates a reasonably inclusive
study, since most major markets in the world are examined. In addition, since most ML
studies use only a single financial time series, our study is relatively large and we feel,
therefore, that the conclusions can be relied upon.
More specifically, we examine all combinations of factors in a full-factorial setup. To illustrate our procedure, consider one experiment with specific choices for each of the experimental factors. For example, the experimental setup could be such that we use SVM to forecast the FTSE 100 using a forecasting horizon of one day, excluding technical indicators from the covariates and measuring forecast accuracy using a static evaluation approach. This experiment produces a set of predictions for all periods (i.e., days) of the test set, from which we can calculate forecast accuracy and the profitability of model-based trading. Having completed the first experiment, we change one factor (e.g. incorporate technical indicators among the covariates), and repeat the forecasting simulation. We continue this process for all combinations of factor levels (see Table 2) and all financial time series. This enables us to compare predictability across different experiments and to examine the impact of the experimental factors. The design is similar to that of Gerlein, McGinnity, Belatreche and Coleman’s (2016) study in which repeated experiments are performed to clarify the influence of several factors (e.g., the size of sliding window and the number of covariates), on the prediction performance of simple ML classifiers. In the following subsections, we discuss the factors and motivate our choices of individual factor levels.

4.1. Data, Variables, and Forecasting Horizon

We obtain our data from TickWrite Data Inc. It comprises time series of financial indices from 34 markets for both established and emerging markets over a 6-year period (2008-14). An exception is the Brazilian market for which we have data for 4 years (2010-14). We included as many markets as possible to cover both mature and less mature markets, since one of the aims of the study is to examine the influence of market maturity. It was important for comparability that the same period was employed for each market included in the study. This restricted the sample period because the availability of intraday data is limited and, for many markets, is only available from 2008 onwards. This forced us to choose the data period 2008 to 2014, where intraday data is available for most markets.

Table 3 summarizes the data set. We have focused on predicting national stock indices because these indices are used in the majority of previous ML studies that predict direction of price changes (e.g. Bodyanskiy & Popov, 2006; de Oliveira, Nobre, & Zárate, 2013; C.-J. Huang, Yang, & Chuang, 2008; W. Huang, Nakamori, & Wang, 2005; Pan, Tilakaratne, & Yearwood, 2005; Qian & Rasheed, 2007).

http://www.tickdata.com/
4.1.1 Market maturity

To test our first hypotheses (H1a and H1b) related to market maturity, we use the World Bank income level\(^4\) to categorize financial markets (fourth column in Table 3): 26 markets in our sample stem from high income (mature) economies and 8 from middle income (less mature) economies. This approach to categorization is consistent with previous experiments (Choong, Baharumshah, Yusop, & Habibullah, 2010; Claessens, Klingebiel, & Schmukler, 2006). However, idiosyncrasies of particular classification systems may introduce bias. To test the robustness of our findings in relation to market maturity, we also employ market maturity classifications provided by the Morgan Stanley Capital Index (MSCI) (Zunino et al., 2009) and the International Monetary Fund (IMF) (J. H. Kim & Shamsuddin, 2008).

4.1.2. Model simulation methodology

We examine hypotheses related to the model simulation methodology employed. In particular, we compare results from the most common approach adopted, namely a ‘static model evaluation’ (e.g., de Oliveira et al., 2013), with those from a ‘dynamic model evaluation’ (e.g., Lessmann et. al., 2011). The full details of these approaches are provided in 4.2.2. These models are developed using a fixed number of data points (e.g. days or hours) or ‘sliding window size). In comparing results for the static and dynamic approaches, we examine the effect of alternative sliding window sizes of 25, 50 and 100.

4.1.3 Model covariates

To test hypotheses related to the effect of technical indicators (H3a and H3b), we consider the seven technical indicators that have been included in at least one study in our literature survey (these, together with the papers in which they appear are shown in Table 4). We develop sixteen covariates by varying parameters of these technical indicators, using popular variations found in the literature (e.g., Bollen et al., 2011). In addition, we create a second set of covariates using the characteristic points of a financial time series, namely, the opening, closing, highest and lowest price and the change of price (from opening to closing) observed in a predefined interval (e.g. 1 day). To test H3a and H3b, we compare the predictive ability of forecasting models incorporating covariates based on the reference values (open, high, low, close and change) to models that incorporate both the reference values and the sixteen technical indicator-based covariates. We deliberately employ simple covariates as a

---

\(^4\) http://data.worldbank.org/about/country-and-lending-groups
benchmark against which to examine the predictive value of the technical indicators because some previous research studies question the value of their informational content (Lesmond et al., 2004). Clearly, these suspicions will be confirmed if technical indicators cannot improve the accuracy of predictions of a model based solely on a simple benchmark.

[Table 4 about here]

4.1.4 Forecast horizons

To test hypotheses concerning the influence of different forecast horizons on market predictability and model-based trading profitability (H4a and H4b), we compare forecast horizons of one day and one hour. A horizon of one day is selected as it is the predominant setting in previous research (see Table 1). We selected an alternative horizon of less than one day because a comparison of intraday forecasting models and models that forecast one day or more ahead has, to our best knowledge, not been undertaken. We select one hour for the intraday setting to gain the benefits of a short forecast horizon (which increases the difference between the intraday setting and the setting where models predict one day into the future) whilst reducing the high computational costs associated with performing a large number of comparisons of computationally complex forecasting models for even shorter horizons. To compare experiments with forecast horizons of one day and one hour, we need to align the time periods of forecast model training, validation and testing. To illustrate this, consider a test set of five trading days. In the daily setting, a model produces five individual predictions of price change direction (one for each day), which we aggregate to estimate the accuracy of the (daily) model. To compare this model on an equal footing to an alternative model that predicts one hour ahead (i.e., in the hourly settings), the latter should predict the same test set of five days. To achieve this, we let the hourly model produce one prediction for every hour for each of the five days in the test set. For example, if a stock exchange opens from 9am to 5pm (i.e, 8 hours), we create 8*5=40 predictions, estimate the accuracy of the hourly model on the basis of these 40 predictions, and compare this accuracy with that of the daily model.

4.1.5 Forecasting methods

A large number of ML prediction methods are available (Hastie et al., 2009). However, we focus on the two methods predominantly used in the ML literature on financial time series forecasting, SVM and ANN (Ballings, Van den Poel, Hespeels, & Gryp, 2015). One of the explanations for their popularity for time series forecasting (cf. other advanced techniques such as bagged or boosted decision trees), is that they are better-suited to handle continuous
covariates (Lessmann, Baesens, Seow, & Thomas, 2015), which occur frequently in financial time series forecasting (e.g., prices, price differences or technical indicators).

In its basic form, a SVM can be characterized as a regularized linear classifier, which estimates the target label, $y$, of an observation $x$ by means of a linear function. Let the vector $\beta$ and the scalar $\beta_0$ denote the coefficients and the intercept of such a linear function. Then, to develop a SVM, one solves the following mathematical program:

$$
\min_{(\beta_0, \beta)} L = \|(\beta_0, \beta)\|_2 + \lambda \sum_{i=1}^{n} \max(1 - y_i(\beta \cdot x + \beta_0), 0).
$$

(1)

To prevent an SVM from overfitting the training data, the first term on the right-hand side of (1) penalizes model complexity through minimizing the magnitude of the model coefficients (Hastie et al., 2009). The second term measures the degree to which the model fits the training data accurately and is called the Hinge loss (Hastie et al., 2009). The scalar $\lambda$ is a meta-parameter of SVM that allows the user to control the trade-off between high model fit and low model complexity (Smola & Schölkopf, 2004).

In our study, the scalar $y$ refers to the change in direction (up or down) of a financial index in a future period (i.e., next day or next hour) and $x$ represents a vector of covariates which we use to predict $y$ (previous values of $y$, technical indicators, etc.). We estimate the vector of model parameters, $\beta$, during model training. We then compute predictions, $\hat{y}$, as follows:

$$
\hat{y} = \text{sign}(\beta \cdot x + \beta_0)
$$

(2)

SVMs are able to implicitly project the input data into a nonlinear feature space of higher dimension. Creating a linear model in the transformed space is equivalent to creating a nonlinear model in the original input space (Cristianini & Shawe-Taylor, 2000). The nonlinear transformation of the data is (computationally) feasible because the dual program of (1) incorporates the input data only in the form of scalar products. Using a kernel function, SVMs are able to compute the scalar product in the feature space directly (i.e., without actually transforming the data). We use the radial-basis-kernel-function, which is the standard kernel in SVM applications (Keerthi & Lin, 2003).

ANNs are another nonlinear prediction method. In general, a feed-forward neural network consists of input, hidden and output layers, where each layer has multiple information processing units called neurons. The neurons of one layer are fully-connected to the neurons of the next layer. The neurons in the input layer are simply the original covariates. We design our ANNs such that the output has only one neuron, which is the standard setup for regression and binary classification problems (Hastie et al., 2009). In the former case, the output neuron models the value of the continuous target variable and in the latter case the posterior
probability of the discrete target variable. The number of neurons in the hidden layer, $Z$, is a meta-parameter. Let $\mathbf{a}_z$ be a vector of weights that connect the input neurons to the $z^{th}$ hidden neuron, $b_z$ a threshold attached to hidden neuron $z$, and let $g^h$ be a nonlinear function. We can then write the output of the hidden layer as follows:

$$
G(\mathbf{a}_z, b_z, \mathbf{x}) = \left[ g^h \left( b_1 + \sum_{j=1}^{m} a_{1j} x_j \right) \right]_{z \times 1} 
$$

In a similar way, the result of the ANN, $f(\mathbf{x}, \beta, \mathbf{a}_z, b_z)$, is:

$$
f(\mathbf{x}, \beta, \mathbf{a}_z, b_z) = g^o \left( \sum_{z=1}^{Z} \beta_z G(\mathbf{a}_z, b_z, \mathbf{x}) \right),
$$

where $\beta$ denotes the weight vector that connects the hidden and the output layer, and $g^o$ is the function that transforms the result of the output neuron. We follow Chang et al. (2009) and choose $g^o$ and $g^h$ to be logistic functions. This allows us to interpret the output of the neural network as an estimate of the posterior probability of an upward/downward price change.

To determine the parameters of the ANN ($\mathbf{a}_z$, $b_z$, and $\beta$), one minimizes a suitable loss-function using gradient-based methods. Specifically, we create an ANN model through solving (5) using a quasi-Newton algorithm, where $\lambda$ is once more a regularization parameter to penalize model complexity and prevent overfitting.

$$
\min_{\beta} L = \sum_{i=1}^{n} (y_i - f(\mathbf{x}_i, \beta))^2 + \lambda \| \beta \|_2.
$$

ANN and SVM contain two meta-parameters. First, the regularization term $\lambda$ appears in both models. The second meta-parameter for SVM is a parameter of the radial-basis kernel function, (denoted by $\gamma$). For ANN, the second meta-parameter determines the number of neurons in the hidden layer. We employ grid-search to identify suitable values for the meta-parameters of ANN and SVM (Cherkassky & Ma, 2004). In particular, based on recommendations from the literature (Berry & Linoff, 1997; Xu & Chen, 2008), we define candidate values for each meta-parameter and empirically assess all possible combinations of meta-parameter settings. We select the combination with maximal forecast accuracy on a separate validation sample to compute predictions for an out-of-sample test set. Table 5 reports the candidate settings for meta-parameter values.

[Table 5 about here]
4.2. Performance Measurement

4.2.1. Indicators of predictive accuracy

As indicated above, our target variable is ‘direction change’: 1 if the index prices increase from one period to the next (e.g., from day \( t \) to day \( t+1 \)), and 0 otherwise. We assess the predictive accuracy of a forecasting model in terms of the percentage of correctly classified observations (hit rate).

Since the main aim of the paper is to examine the influence of methodological factors on prediction performance, we do not attempt to optimize accuracy. Previous ML studies generally focus on one specific market. However, to achieve our objective, we attempt to forecast all markets with a consistent, clearly documented methodology. This facilitates replicability across indices, which we consider an integral part of our research. Consequently, we deliberately do not try to maximize predictive accuracy for an individual index.

We estimate the profitability of trading on a forecasting model’s predictions based on a simple trading strategy, which we call ‘follow prediction’. In particular, we assume that a trader, via futures contracts, buys into the market if the predicted ‘direction change’ equals 1, and sells otherwise. We calculate the return on investment (ROI) in period \( t \) (\( roi_t \)), as follows:

\[
roi_t = 1 + \frac{ABS[Cl_t - Cl_{t+1}]}{Cl_t} \times PC_t,
\]

where \( Cl_t \) is the closing price of the financial index at period \( t \) and \( PC_t \) is 1 if the model-predicted ‘direction change’ in period \( t+1 \) is correct, and -1 otherwise. We employ this ROI formula as we use the information available in period \( t \) to predict the ‘direction change’ in period \( t+1 \). A period is either one day or one hour, depending on the experimental setting. Consequently, we obtain a profit/loss if the prediction is correct/wrong. The overall ROI over all test periods \( t = 1, 2, \ldots, T \) is then calculated as follows:

\[
ROI = \prod_{t \in T} roi_t,
\]

4.2.2. Model evaluation and simulation of model-based training

To test the accuracy of forecasting models, we distinguish two approaches for out-of-sample model evaluation. The standard approach in the literature is to split a financial time series into three non-overlapping sets for model training, validation, and testing (see Table 1). The training set is used to estimate the parameters of the forecasting model (e.g., \( \beta \) in (1)). The validation set is used to tune meta-parameters (e.g., the regularization parameter \( \lambda \) in (1)) by means of empirical experimentation. A fully-specified model with fixed meta-parameters
is then developed on the union of the training and validation sets (to maximize data utilization) and applied to generate predictions for the observations in the test set. To measure forecast accuracy, the predictions are compared to the actual values of the target variable in the test set. This allows us to compare models in terms of their predictive accuracy on hold-out data. We call this approach a static evaluation, because the same model is used to forecast all observations in the test set (de Oliveira et al., 2013; Kara et al., 2011).

To implement the static approach we split the data points in a financial time series chronologically: 50, 25 and 25 percent for training, validation and testing, respectively. Our data set, which runs from February 2008 to February 2014, contains 1,500 trading days for each of the 34 financial time series. Consequently, by way of example, when developing forecasting models to predict one day ahead, we use the last 25% of trading days (375) for hold-out testing. The models that we eventually compare (e.g., SVM vs. ANN) are trained and validated on the preceding 75% (1,125) of trading days. In particular, we use the first 50% (750) of trading days to train the forecasting models with alternative meta-parameter settings (see Table 5) and assess their accuracy on the following 375 trading days (our validation sample). The validation sample predictions reveal the best meta-parameter setting for a given time-series. We use this setting to estimate a final model using the full 1,125 days sub-sample and use the resulting model to predict the hold-out test set.

We contrast the static model evaluation approach to a dynamic sliding-window cross-validation (Lessmann et al., 2011). Here, we use the same data partitioning as in the static setting. For example, when developing forecasting models to predict one day into the future we again use the first 50% (750) days of a time series to estimate one forecasting model per meta-parameter setting (e.g., 12 settings for ANN). Every meta-parameter setting provides a candidate model. However, we use these candidate models to develop predictions for a single data point, namely for day 751, which is the first day in the validation partition. Next, we shift the training and validation window one period (day) forward. That is, using days 2 to 751 for model training, we estimate one forecast model per meta-parameter setting and let the resulting models predict day 752. We repeat the estimation of models and prediction of one day ahead until we have developed predictions for all days in the validation period (i.e., days 751 to 1,125). We then calculate the accuracy of candidate forecasting models on the validation sample and select the meta-parameters that give maximal accuracy.

This dynamic approach differs from the static approach in that every data point of the validation set is predicted with a different model. In other words, we update forecasting
models to incorporate recent information (e.g., we train forecasting models that predict the price ‘direction change’ for trading day 752 on a data set that includes trading day 751).

After completing model selection in the dynamic approach we collect predictions for the test set. To that end, we proceed as in the model selection step. For example, when comparing SVM and ANN models used to predict one day ahead, for each day of the test set we estimate one SVM and ANN model. Considering, for example, the first day in the test set (day 1,126), we use the preceding days to train the forecasting models and let them predict trading day 1,126. We then shift the evaluation window one period forward and repeat. The main difference to the model selection stage is that we do not consider all meta-parameter settings. Instead, we estimate one SVM and one ANN model, for which we use the best meta-parameter values as identified in the preceding model selection step. In summary, each data point of the test set is predicted with a different forecasting model, but all models use the same settings for meta-parameters.

If the forecast horizon is not one day but one hour, we proceed in exactly the same way as described. However, the size of the initial data sample is much larger because we now have one data point per opening hour of the stock exchange.

Sliding-window cross-validation offers some degrees of freedom. In particular, when predicting a particular data point (e.g., day), one can either use all previous data points for model training or work with a fixed training window (Lessmann et al., 2011). We opt for the latter approach and use a window size of 50. Using a fixed window size (cf. all available trading days prior to a day \( t \)) has the advantage that it decreases computational costs. More importantly, assuming that stock returns show no long-term memory (Cheung & Lai, 1995; Lo, 1991), using very old data for training a forecasting model might actually harm its accuracy. However, we acknowledge that the choice of the window size might affect the results of sliding-window cross-validation. Therefore, to secure reliability, we empirically analyze alternative window sizes of 25 and 100 data points.

5. EMPIRICAL RESULTS

5.1. Tests of the Hypotheses of Experimental Factors on Market Predictability

The experimental design includes five main factors: market maturity, model simulation methodology, covariate composition, forecast horizon and prediction method (SVM vs. ANN; best ML (SVM) vs. best econometric (AR))(see Table 2). Each factor has two alternative settings (e.g., SVM and ANN for the factor prediction method) and these are compared in multiple simulations. That is, we obtain 272 individual prediction results for SVM and ANN
(34 financial markets × 2 forecast horizons × 2 covariate compositions × 2 model simulation methodologies), enabling us to show the performance difference of the two prediction methods. We compare prediction results for other factors in a similar way. We provide an overview of the empirical results in Figure 1, which reports the distribution across the experimental factors for predictive accuracy and ROI.

A number of conclusions emerge from the results presented in Figure 1. First, a model-based trading approach produces higher ROI in high (cf. middle) income markets. More specifically, the majority of prediction models produce a ROI greater than one in high income markets; suggesting that profitable trading on model predictions is possible and questioning market efficiency in the corresponding markets. In middle income markets, a larger number of prediction models do not produce a profit, although the median ROI is still greater than one.

We also examine the performance of the forecasting models at the individual market level. We obtain a distribution of prediction performances for each market because we develop multiple models to examine the other experimental factors: forecast horizon, prediction model, etc. These results are displayed in Figures 2 and 3.

In summary, the main finding from the results displayed in Figures 2 and 3 is that the selection of the financial market exerts a major influence on the observed level of predictability and thus market efficiency. Our analysis of the literature reveals that previous ML studies predominantly rely on data from a single market. The wide variation that we observe in market efficiency between markets suggests that this focus on a single market risks over- or under-estimating the potential for prediction across all financial markets.

The results presented in Figure 1 indicate that a sliding-window methodology typically indicates lower levels of accuracy and ROI than a static methodology. This suggests that the cross-validation method employed affects prediction performance and should be considered in future comparisons. The static approach, which prevails in prior research (see Table 1),
benefits from using a larger number of samples for model training compared to the sliding-window cross-validation. The dynamic approach benefits from including the most recent samples. Therefore, our results indicate that including recent price information does not improve stock market prediction more than incorporating a larger number of samples. This supports the view that financial markets exhibit long-term memory (Lo, 1991).

The results presented in Figure 1 suggest that technical indicators for financial market modeling do not offer much advantage over simple covariates, as the accuracy and ROI distributions of the two settings are similar. This is surprising since we deliberately select simple covariates in the form of reference prices (open, high, low, close) as a benchmark for the technical indicators. For example, we do not consider price differences or moving averages, which have been used in prior research (see Table 1). Therefore, our results provide strong evidence against using technical indicators for financial time series forecasting.

The results displayed in Figure 1 suggest that predictive accuracy is lower when forecasting price movements one hour (cf. one day) ahead but the ROI distribution does not display much difference between the two settings. However, it is noteworthy that both daily and hourly forecasting horizons produce, on average, a positive return (i.e., ROI > 1).

Our results support previous findings that SVM perform better than ANN in financial market modeling (K. Kim, 2003; Ou & Wang, 2009; Tay & Cao, 2001). The median accuracy and the median ROI are higher for SVM compared to ANN. In addition, the distribution of ROI displays less spread for SVM, implying greater stability of SVM-based prediction models. The lower quartile of the ROI distribution is higher for SVM (cf. ANN) and the ROI distribution of ANN shows an outlier value where ROI drops below 50%, whereas SVM do not suffer from such large losses. SVM can thus be considered more robust.

To formally test our hypotheses, we examine the statistical significance of observed mean differences across factor levels. We achieve this using regression analysis. In particular, we estimate the following regression models to explain predictive accuracy and ROI:

\[ \text{Accuracy} = \alpha + \beta_{MI}MI + \beta_{ST}ST + \beta_{T}T + \beta_{D}D + \beta_{SVM}SVM + \varepsilon, \]  
\[ \text{ROI} = \alpha + \beta_{MI}MI + \beta_{ST}ST + \beta_{T}T + \beta_{D}D + \beta_{SVM}SVM + \varepsilon, \]

where \( MI, ST, T, D \) and \( SVM \) are dummy variables, taking the value 1 for middle income markets, a static model simulation, when using technical indicators alongside basic price covariates (open, high, low, close and change), a daily forecast horizon and SVM, respectively, and taking the value 0 otherwise (i.e. for high income markets, a dynamic model simulation, when only using basic price covariates, an hourly forecast horizon and ANN).
To formally test our hypotheses related to the relative performance of, what we show to be, the best ML and econometric models (i.e. SVM and AR, respectively), we estimate the following regression models to explain predictive accuracy and ROI:

\[
\text{Accuracy} = \alpha + \beta_{MI} MI + \beta_{ST} ST + \beta_{T} T + \beta_{D} D + \beta_{SVM} SVM + \varepsilon, \quad (10)
\]

\[
\text{ROI} = \alpha + \beta_{MI} MI + \beta_{ST} ST + \beta_{T} T + \beta_{D} D + \beta_{SVM} SVM + \varepsilon, \quad (11)
\]

where \(MI, ST, T, D\) and \(SVM\) are dummy variables, taking the value 1 for middle income markets, a static model simulation, when using technical indicators alongside basic price covariates, a daily forecast horizon and the best performing ML model (SVM) prediction, respectively, and 0 otherwise (the reference model is AR).

If we expect a regression model to go through the origin, we can remove the intercept term from the model without introducing bias in estimating coefficients. In the case of prediction accuracy, *going through the origin* means the average accuracy is 0%. However, since the accuracy of randomly guessing the price direction is around 50%, the accuracy of our models are unlikely to be around 0%. Similarly, the regression line for ROI is also unlikely to go through the origin, unless our models generate huge negative returns and lose all the original capital. Consequently, we expect that the regression lines for both accuracy and ROI will not go through the origin. Hence, we include the intercept terms to avoid potential bias in estimating the parameters of the regression models (Brooks, 2014). Tables 6 and 7 summarize the results of the regression analyses for accuracy and ROI, respectively, related to the comparison of the two commonly employed ML methods (SVM and ANN). Tables 8 and 9 summarize the results of the regression analyses for accuracy and ROI, respectively, related to the comparison of the best performing ML and econometric methods (SVM and AR).

The F-statistics and their corresponding p-values displayed in Tables 6-9 confirm the statistical significance of the four regressions. The adjusted R\(^2\) values suggest that the independent variables explain about 20 (21) percent and 17 (23) percent of the observed variation in predictive accuracy and ROI, respectively (The numbers in brackets relating to the regressions incorporating the best performing ML and econometric methods (SVM and AR). These R\(^2\) values may appear rather low. However, it is important to remember that the development of prices in financial markets is driven by a multitude of factors, many of which are not considered in this study. As a consequence, the performance of the prediction models exhibit substantial unexplained variation. However, it is noteworthy that R\(^2\) is higher in the regression of predictive accuracy. This emphasizes the subtle difference between predicting market movements using a ML model and trading profitably on model-predictions. Our
results show that the degree to which the latter is possible depends even more on external factors other than the prediction method (and on other factors considered in this study). As we discuss below (see Section 6), this has important implications for conclusions regarding market efficiency.

We first examine results related to experiments simply incorporating ML forecasting models (SVM and ANN). The results presented in Table 6 and Table 7 demonstrate that the effect of all experimental factors (other than covariate composition) on predictive accuracy and ROI is statistically significant. This confirms the relevance of the chosen factors and that the potential of sophisticated technical indicators to help predict financial market movements (over that achievable via simple reference-price based covariates) might be limited. Note that we also run experiments in the markets in which data are available for longer periods (8 ~ 30 years). The corresponding results, which are available in online Appendix C, agree with those presented in the main part of the paper.

In interpreting the other results of the regression, it is important to remember the reference model that forms the basis of the comparison. Given our coding of the independent variables, the reference model is an ANN model that predicts price movements in high income markets using simple reference prices as covariates one hour ahead and is evaluated using sliding-window cross-validation. Considering the regression coefficient of the intercept in the accuracy regression model (Table 6), such a model produces a directional accuracy of 51 percent. Assuming that the distribution of hourly price movements is roughly balanced, this is only a little better than random. However, we observe in the ROI regression (Table 7) that the seemingly small improvement over a random model is enough to produce a sizeable profit, with a ROI of about 18 percent. The regression coefficient of market maturity (-0.1496) indicates that profitability erodes in middle income markets. Similarly, ROI decreases with forecast horizon. Keeping everything else constant, predicting one day into the future reduces ROI approximately 4 percentage points (regression coefficient of -0.0442). However, predictive accuracy increases in a setting with a daily forecast horizon (regression coefficient 0.0174 in Table 6). The results also confirm that a static model simulation methodology (cf. sliding-window cross-validation) and using SVM instead of ANN both significantly increase accuracy and ROI. It is worth noting that the significance of the intercept terms in both the regressions reported in Tables 6 and 7 supports our decision to include these terms.

To complement the analysis of the five experimental factors, Table 6 and Table 7 also include measures of effect size. In particular, Cohen’s d captures the mean difference between groups in standard deviation units. As a rule of thumb, values of 0.2, 0.5, and 0.8 indicate
small, medium, and large effect sizes, respectively (Cohen, 1969). The Cohen’s d results displayed in Tables 6 and 7, indicate that market maturity, prediction model (SVM vs ANN), and model simulation methodology have a medium effect on predictive accuracy and ROI. Effect sizes for the factor covariate composition are small, which supports the lower levels of significance that we observe for this factor. Finally, the forecast horizon has a medium to large effect on predictive accuracy but only a small effect on ROI. For completeness, we include an additional measure of effect size in Table 6 and Table 7, the amount of variation that is explained by an individual factor – commonly referred to as partial $\eta^2$ in analysis of variance. Overall, the results are in line with those related to the Cohen’s d.

We now turn to our analysis of the regressions incorporating the best performing ML and best performing econometric models. As discussed above, the results displayed in Tables 6 and 7, show that SVM outperforms ANN. This result is line with that reported in the literature (W.-H. Chen et al., 2006; W. Huang et al., 2005; K. Kim, 2003; Ou & Wang, 2009; Tay & Cao, 2001). Our experiments also show that AR outperforms ARIMA and GARCH (see online Appendix A). To formally test hypotheses 6a and 6b, we compare SVM and AR by examining the statistical significance of observed mean differences across factor levels in our estimations based on equations (10) and (11).

The results presented in Table 8 and Table 9 demonstrate that SVM significantly outperforms AR in terms of accuracy and ROI, providing support for Hypotheses 6a and 6b. It is important to note that the effects of all experimental factors (with the exception of covariate composition) on predictive accuracy and ROI are statistically significant. The significance and direction of the effect of the experimental factors on accuracy and ROI are in line with the results discussed above for the regressions based on the two most commonly employed ML techniques (i.e. equations (8) and (9)). This confirms that most of the experimental factors have a significant effect on the predictive accuracy and ROI achievable using both ML and econometric methods.

5.2. Sensitivity Analysis

To confirm the robustness of our conclusions, we perform additional experiments related to different sliding window sizes and different systems for classifying market maturity.

5.2.1. Analysis of Sliding Window Size

In sliding-window cross-validation, the size of the training window is a potentially important parameter that might affect the observed level of predictive accuracy. Thus, to investigate whether the above conclusions are robust toward alternative settings, we perform
experiments with sliding window size 25 and 100. We estimate the following regression models to explain predictive accuracy and ROI:

\[
\text{Accuracy} = \alpha + \beta_{MI} MI + \beta_{SW25} SW25 + \beta_{SW50} SW50 + \beta_{SW100} SW100 + \beta_T T + \beta_D D + \beta_{SVM} SVM + \epsilon, \quad (12)
\]

\[
\text{ROI} = \alpha + \beta_{MI} MI + \beta_{SW25} SW25 + \beta_{SW50} SW50 + \beta_{SW100} SW100 + \beta_T T + \beta_D D + \beta_{SVM} SVM + \epsilon, \quad (13)
\]

where \(MI, SW25, SW50, SW100, T, D\) and SVM are dummy variables, taking the value 1 for middle income markets, when the sliding window size is 25, 50 and 100, when using technical indicators alongside basic price covariates, a daily forecast horizon and SVM prediction, respectively, and 0 otherwise. Recall that the data to estimate these equations also includes the results of (static) forecasting models that are not subject to a sliding window evaluation. Therefore, using three dummies to encode the three settings for sliding window size is appropriate and does not create linear dependence among covariates.

The results of regressions (12) and (13) are shown in Table 10. For both accuracy and ROI, all of the coefficients of SW25, SW50 and SW100 are negative, indicating that accuracy and ROI are significantly higher under a static model evaluation compared to using a dynamic sliding-window cross-validation. For both accuracy and ROI, the coefficients of sliding window size 100 are very close to that of sliding window size 50, whereas the coefficient of sliding window size 25 is much lower than the others. Hence, increasing the size of the sliding window appears to improve prediction performance, but the marginal benefit appears to decrease. We take the small differences between the results for window sizes of 50 and 100 as evidence that the choice of 50 is appropriate and does not affect the conclusions of the comparison of alternative model evaluation regimes (sliding-window vs. static).

5.2.2. Analysis of Different Market Maturity Classification Methods

There are several stock market maturity classification methods. For example, Claessens et al. (2006) and Choong et al. (2010) classify stock market development based on the income level data of World Bank (as used in our main analysis), Zunino et al. (2009) use the Morgan Stanley Capital Index (MSCI), and Kim and Shamsuddin (2008) adopt the International Monetary Fund (IMF) classification.

To examine whether the adoption of different classification methods could lead to a different conclusion regarding the impact of market maturity, we estimate the following regression models to explain predictive accuracy and ROI:

\[
\text{Accuracy} = \alpha + \beta_{IMFE} IMFE + \beta_{ST} ST + \beta_T T + \beta_D D + \beta_{SVM} SVM + \epsilon, \quad (14)
\]
ROI = \alpha + \beta_{\text{IMFE}} IMFE + \beta_{ST} ST + \beta_T T + \beta_D D + \beta_{\text{SVM}} SVM + \epsilon, \quad (15)

\text{Accuracy} = \alpha + \beta_{\text{MSCIE}} MSCIE + \beta_{ST} ST + \beta_T T + \beta_D D + \beta_{\text{SVM}} SVM + \epsilon, \quad (16)

ROI = \alpha + \beta_{\text{MSCIE}} MSCIE + \beta_{ST} ST + \beta_T T + \beta_D D + \beta_{\text{SVM}} SVM + \epsilon, \quad (17)

where IMFE, MSCIE, ST, T, D and SVM are dummy variables, taking the value 1 for IMF emerging markets, MSCI emerging or frontier markets, a static model simulation, when using technical indicators alongside basic price covariates (open, high, low, close and change), a daily forecast horizon and SVM prediction, respectively, and 0 otherwise. Table 11 provides details of the manner in which different markets are classified using the World Bank, the IMF and the MSCI classification systems.

Table 12 and Table 13 summarize the results of the regression analyses for accuracy and ROI, respectively. All the estimated coefficients of IMFE and MSCIE are negative and statistically significant. That is, predictive accuracy and the profitability of model-based trading are higher in the markets with greater (cf. lower) maturity. This confirms the conclusion we drew based on the World Bank classification system.

6. DISCUSSION

We first discuss our results relating to the factors that influence the prediction accuracy and the profitability of trading on the forecasts based on the most commonly employed ML techniques (SVM and ANN). These results demonstrate that the selection of the data source (i.e., the financial market being forecast) significantly and substantially influences the observed level of prediction accuracy and the profitability of trading on the forecasts. The impact on the profitability of trading on the forecasts is particularly large (Cohen’s d equal to 0.6264). However, we cannot accept hypotheses H1a and H1b because the direction of the influence differs from expectations. Specifically, we find that predictive accuracy and the profitability of model-based trading are higher in financial markets with high (cf. medium) income levels. This is surprising since regulations and rules related to information disclosure should be further developed in such markets. On the other hand, the markets in the high- and medium income groups differ in many ways. It may be that the middle-income markets we consider are sufficiently regulated to rule out the effect of information disclosure policies on market predictability. An analysis of the predictability of low-income markets might give further insights into which other factors might govern the relationship between market income-level and predictability, and thus explain the result observed. Unfortunately, intraday time series data of sufficient length for markets with low income levels is not available from
our data provider (TickWrite Data Inc.). Consequently, a focused comparison of high vs. low income markets with forecasting horizons of one day or above might be a fruitful avenue for future research. An important implication of our findings is that the financial market selected for a forecasting study has a significant effect on the resulting accuracy of the forecasts. This implies that results which have been observed for one market may not be generalized to a different market. Drawing conclusions from findings derived from a single market, as is undertaken in the majority of existing ML studies, may mask the true degree of informational efficiency in financial markets. Rather, researchers are well-advised to test novel forecasting methods on multiple financial time series. This will offer a clearer picture of the relative advantages of competing methods and enhance the generalizability of empirical studies.

Our results offer support for hypotheses H2a and H2b, that predictive accuracy and the profitability from model-based trading are higher when evaluating forecasting models using a static train/test set approach (cf. a dynamic approach). The results suggest that the selection of the cross validation method is influential on prediction performance. This suggests that there are considerable risks in drawing conclusions regarding market efficiency based on the results of a single cross validation method.

The results suggest that the prediction performance of ML techniques are more sensitive to the size of samples than to the use of more recent price information. ML techniques make predictions by recognizing patterns. One potential price pattern is long-term memory, which describes stock price behavior with autoregressive models (Greene & Fielitz, 1977; Lo, 1991; Mandelbrot, 1971). Our results suggest that the size of the training sample is a key ingredient of prediction performance. In our experimental settings, there are over 700 samples in the training set for a static approach. The width of a sliding window is fixed at 50, so the training set is always the latest 50 samples before the predicted sample. Hence, the higher accuracy we observe from the static approach implies that the size of the training set is at least as important as recent price information in predicting stock prices. On the other hand, doubling the size of the training window to 100 observations, as we have done in the sensitivity analysis, has not increased predictive accuracy substantially over the 50 observation window size. This suggests that the trade-off between the recency and size of data in financial time series forecasting experiments is indeed complex and would benefit from future research. However, from a practical point of view, ignoring the possibility and necessity to update a prediction model, the static approach appears naïve and is very unlikely to be adopted. For example, consider an experiment where stock prices are forecast one day into the future and we have a
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financial time series of four years. Assuming there are roughly 350 trading days per year, this gives 1400 data points. A 70:30 train/test set split will reserve 420 of these data points (i.e., trading days) as a hold-out test set. Such an evaluation implies that a trader uses her stock prediction model for more than a year without updating. We argue that this is not realistic. More importantly, a static model methodology is vulnerable to selecting a test set that does not represent the overall population well (i.e., lucky sample effect).

Our results lead us to reject $H3a$ and $H3b$. In particular, our results suggest that the performance of a forecasting model that includes technical indicators is not significantly better than one that uses basic reference prices as covariates. We find that even advanced nonlinear prediction methods such as SVM and ANN, which are able to discern complex relationships among covariates and the target variable, are unable to distill predictive information from technical indicators beyond that contained in basic price covariates. Consequently, our results further support previous criticism of technical indicators (Fama, 1970; Lesmond et al., 2004) and cast doubt on their value for predictive modeling.

Our results also suggest that the length of the forecast horizon has a significant effect on predictive accuracy and the profitability from model-based trading. However, the forecast horizon appears to have a different effect on the predictability (cf. profitability) of model-based trading. In particular, we find evidence in favor of $H4b$, in that the profitability of model-based trading is higher for an hourly (cf. daily) forecast horizon. On the other hand, predictive accuracy is significantly higher if forecasting price movements a day (cf. hour) into the future. Furthermore, the size of the forecast horizon effect on the profitability of model-based trading is small (Cohen’s $d$ equal to 0.1795), whereas the forecast horizon effect on predictive accuracy is actually the largest effect observed in the study (Cohen’s $d$ equal to 0.7105). We suggest that two effects maybe important to explain these results. First, a market that is more volatile is ceteris paribus harder to predict. Moreover, the (weak form) EMH suggests that stock prices can take some time to reflect all information. Consequently, volatility is higher in short-term forecasting, which, in turn, suggests lower predictive accuracy. However, in terms of the profitability of model-based trading, another effect comes into play. Second, forecasting shorter horizons creates more opportunities to trade on model predictions. We can only trade one daily forecast in a day, but multiple hourly forecasts. Furthermore, hourly forecasts and trading allow an investor to exploit the variation of prices within a day. In summary, the volatility argument predicts less accuracy from model-based trading for a forecasting horizon of one hour (cf. one day). However, the feasibility of higher trading frequency and the opportunity to capitalize on intraday price movements suggests that
ROI might be higher in the intraday setting. Consequently, the positive effect on profitability for higher frequency trading may be larger than the negative influence of volatility. Given that predictive accuracy is not directly linked to trading frequency and intraday price movements, it is certainly plausible that we observe higher accuracy for a daily forecast horizon. There, higher intraday volatility is the only relevant effect and this effect has a negative influence on accuracy.

It is important to note that the results observed in the forecast horizon comparison have implications for market efficiency. In particular, the review of previous forecasting studies indicates a bias toward forecast horizons of one day or above in the ML literature. Many such studies report very high accuracies (see Table 1), which, in the light of the EMH, is surprising. However, the results observed in this study demonstrate that predictive accuracy and trading profit are not perfectly correlated in financial time series forecasting. Market efficiency is only questioned if empirical evidence suggests that trading on model-based predictions produces excessive returns. Hence, observing high accuracy contradicts the EMH only if the corresponding prediction models facilitate profitable trading. We observe that this is not necessarily the case. More specifically, we find a forecast horizon of one day, the setting predominantly considered in previous ML research, to be associated with higher accuracy. However, we demonstrate that this forecast horizon is associated with less model-based trading profit than a shorter horizon of one hour. Consequently, the disagreement between the financial economics and the ML literatures concerning market efficiency might be less than the results of published studies suggest.

Our results also support H5a and H5b that SVM predict price movements more accurately than ANN and also produce higher trading profits. Furthermore, Cohen’s d suggests that the effect is large (0.4154 for accuracy and 0.4842 for ROI). This finding is interesting given the recent history of the application of SVM and ANN. The former gained much popularity in early 2000, leading to a partial replacement of standard feedforward ANN. However, with the advent of extreme learning machines (G.-B. Huang, Chen, & Siew, 2006) and, more recently, deep neural networks (Schmidhuber, 2015), attention has shifted back to neural prediction models. It seems likely that such advanced types of neural networks will be applied in the domain of financial time series forecasting. An implication of our results is that studies which aim to investigate the potential of these and advanced prediction methods for financial time series forecasting should routinely compare them with SVM, since SVM predict price movements with high accuracy. In other words, SVM represents an important benchmark for assessing the marginal utility of new methods.
Our results also support \( H6a \) and \( H6b \) that the best ML model (which we show to be SVM) predicts price movements more accurately than the best econometric method (which we show to be AR) and also produces higher trading profits. Furthermore, Cohen’s \( d \) suggests that the effect is sizeable (0.51 for accuracy and 0.66 for ROI). These results are in line with the literature that ML techniques outperform econometric methods (Donaldson & Kamstra, 1999; Pai & Lin, 2005). Our results, therefore, show that ML techniques, such as SVM and ANN, are useful techniques for detecting market anomalies. The conventional approach in the financial economics literature (Fama, 1970; Fama & French, 1993) is to use autocorrelation and linear regression models to examine the relation between explanatory factors and stock prices. (e.g., Keim, 1983; French, 1980). ML methods work in a different way. They are trained to recognize patterns in a data-driven manner and do not require human intervention. We find that such an approach facilitates profitable model-based trading, even when using models with fairly naive covariates. Both ANN and SVM achieve an ROI greater than one in most of our settings and the reference setting in particular (see Figures 1 and 3). Clearly, studies that scrutinize the degree to which financial markets are efficient must ensure that a modeling method is employed that fully exploits all predictive information contained in the covariates. Our results indicate that ML methods are well suited for this task and, thus, deserve a place in the financial economists’ toolbox.

7. CONCLUSIONS

The EMH predicts that excess returns cannot be earned in a systematic way, by, for example, model-based trading. However, many ML-based financial time series forecasting studies seem to find ways to anticipate market developments with surprisingly high accuracy. The direction of price movements in these studies is often predicted with 80 percent accuracy and above. Some studies also report that their models facilitate profitable trading (Bitvai & Cohn, 2014). We set out to clarify the origins of the apparent contradiction between the ML and EMH literatures. To that end, we perform an extensive forecasting benchmark in which we use two established ML methods to predict price movements in most major stock markets and we compare, what we show to be, the best ML and econometric models, for predicting these movements. This study, to our best knowledge, is the first to compare intraday and daily ML and econometric prediction models across most major markets.

We find that the maturity of a financial market, the prediction method, the horizon for which it generates forecasts, and the methodology to simulate model-based trading all have a significant effect on market predictability and the feasibility of profitable model-based trading. Consequently, decisions that forecasting studies have taken with respect to these
factors can help explain the results observed. This is not true for our last experimental factor, covariate composition, since we find that popular technical indicators are no more predictive than basic reference prices.

Overall, we do not find overwhelming evidence which contradicts the EMH, since the results cannot be said to pass Fama’s (1998) tests of endurance, homogeneity and robustness; the EMH acknowledging that stock prices are partly predictable in the short run in some markets. Most of the predictive accuracies we observe are well below 60 percent. However, the level of accuracy we observe is substantially lower than that commonly published in previous research and it is acknowledged that we might have increased the levels of accuracy by including more sophisticated covariates. Consequently, we would suggest that inefficiency may exist in some markets.

However, the EMH is a theory related to general market behavior and acknowledges that anomalies can occur at certain times and in certain situations. In this context, the importance of our results lie in the insight they provide into the methodological issues which might explain the difference between the prevailing view in support of the EMH in the financial economics literature and the high accuracy in predicting financial market prices achieved in ML studies. Clearly, our results suggest that the econometric models generally employed in the financial economics literature may have led to overly pessimistic views of the degree to which financial price series can be predicted. It is clear from our results that practitioners interested in predicting financial time series are well-advised to consider ML techniques in their arsenal of methods. In fact, to aid this process, we show in Table B.1 in online Appendix B, the experimental settings that have given the best results for each individual market.

Furthermore, our analyses help to provide a realistic estimate of the potential and limitations of ML techniques for financial index forecasting. In particular, they suggest that the following factors may have given a false sense of the degree to which the results of ML studies contradict the EMH: First, there may be a bias toward the specific markets studied, with an emphasis on those that might be easier to predict. Second, there may have been a focus on less suitable model evaluation methodologies (i.e., a static approach as opposed to sliding-window cross-validation), which are prone to give optimistic estimates of model accuracy. Third, the focus on forecast horizons of one day and above in prior research may have led to a false impression of the predictability of financial markets. In summary, our study provides some evidence that it would be unwise to draw conclusions regarding the degree to which financial markets in general are inefficient from the accuracy figures reported in some previous ML financial time series forecasting studies.
The main implication of the EMH is that, in an informational efficient market, it is not possible to obtain systematic, excessive returns from trading the predictions of a forecasting model. The results of our study indicate an imperfect link between the predictive accuracy of a forecasting model and the profitability of trading on the model’s forecasts. For example, we show that predicting the direction of price movements one day into the future produces higher accuracy compared to predicting prices one hour into the future, but produces a lower return from model-based trading. Consequently, through concentrating on forecast horizons of one day and above, the predictive accuracy that previous studies observe tends to be higher than what would be observed if examining shorter, intraday, forecast horizons. However, our results suggest that even then this does not necessarily imply that the corresponding models would facilitate profitable trading. For example, we find a forecast horizon of one day to be associated with relatively lower ROI and the returns observed have not taken account of transaction costs (which might well make our results consistent with the implications of the EMH (Malkiel, 2003)).

Our study has focused on predicting national stock indices because these indices are used in the majority of previous ML studies that predict direction of price changes. However, to confirm the robustness of our findings, it would be useful to extend the analyses to prediction of stock prices associated with a variety of industry sectors. It would also be useful to incorporate data from a wider range of middle income markets and to employ higher frequency data, once sufficient data becomes available. It should also be noted that due to data availability issues outlined in section 4.1, our main analyses were conducted using data from 2008-14, a period which covered two financial crises, the US subprime mortgage crisis and the European sovereign debt crisis. Clearly, these unexpected events may have influenced our results. However, additional analyses, reported in online Appendix C, for the 13 stock indices for which we were able to obtain a longer time series of data, produced similar conclusions to the earlier analyses. This gives some comfort that our results are robust to unexpected events such as financial crises. It would be valuable if future studies which employ longer time series of data could confirm this view.

Our results also have implications for the financial economics literature. In particular, we provide empirical evidence for the ability of advanced ML techniques in the form of SVM and ANN to detect market anomalies across many major financial markets. ML methods are rarely employed by financial economists. However, these techniques can capture complex nonlinear interactions in a financial data set and approximate their relationship to a target variable. This is probably the reason we find evidence that the best ML method (SVM)
outperforms the best econometric method (AR) when predicting financial prices. Consequently, our results suggest that ML methods offer the prospect of studying informational efficiency and, thus, providing financial economists with new insights concerning the manner in which financial markets employ information.
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