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A METHOD FOR CONSTRAINED MULTIOBJECTIVE
OPTIMIZATION BASED ON SQP TECHNIQUES∗

JÖRG FLIEGE† AND A. ISMAEL F. VAZ‡

Abstract. We propose a method for constrained and unconstrained nonlinear multiobjective
optimization problems that is based on an SQP-type approach. The proposed algorithm maintains a
list of nondominated points that is improved both for spread along the Pareto front and optimality
by solving single-objective constrained optimization problems. These single-objective problems are
derived as SQP problems based on the given nondominated points. Under appropriate differentia-
bility assumptions we discuss convergence to local optimal Pareto points. We provide numerical
results for a set of unconstrained and constrained multiobjective optimization problems in the form
of performance and data profiles, where several performance metrics are used. The numerical results
confirm the superiority of the proposed algorithm against a state-of-the-art multiobjective solver and
a classical scalarization approach, both in the quality of the approximated Pareto front and in the
computational effort necessary to compute the approximation.
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1. Introduction. In this paper we address the following inequality and equality
constrained multiobjective optimization problem:

(1.1) min
x∈Ω

f(x) = (f1(x), . . . , fm(x))T

with

(1.2) Ω = {x ∈ Rn : gj(x) ≤ 0, j = 1, . . . , p, hl(x) = 0, l = 1, . . . , q} ,

where fi : Rn → R (i = 1, . . . ,m) are assumed to be twice continuously differentiable
objective functions all bounded from below, and gj : Rn → R (j = 1, . . . , p) and hl :
Rn → R (l = 1, . . . , q) are assumed to be once continuously differentiable constraint
functions. We allow p = 0 and q = 0, in which case problem (1.1) is unconstrained.

Although applications for this type of problem can be found in many fields of
engineering and science (see, for example, in [5, Part III] and [16]), implementations
of available algorithms are somewhat limited to evolutionary algorithms or similar
heuristics, or deterministic single point algorithms based on, for example, scalariza-
tion approaches (see, e.g., [7, 11, 13] or the various scalarization methods described
and analyzed in [10]). The former lack a convergence proof and have a low rate of
convergence, but usually provide an approximation to the Pareto front. The latter
rely on a multistart procedure in which different scalarization parameters are used
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in different restarts to obtain an approximation to the Pareto front and consequently
often have difficulties in finding an approximation to the Pareto front that is of good
quality in all areas of the front. Our algorithm is independent of any scalarization
parameters and does not need any complex initialization procedures.

Herein we propose an algorithm for constrained multiobjective optimization that
tracks and updates a finite set of points Xk from one iteration k to the next, in
contrast to standard algorithms for single-objective optimization where just one point
xk ∈ Rn is used. The proposed mechanism, based on two main stages, allows the
algorithm to compute a high-quality approximation to the Pareto front. The first
stage is used to enrich the set of points Xk with additional nondominated points,
while the second stage is used to drive each element in the given set of points to
optimality. Both stages rely on standard derivative based optimization subproblems,
allowing the overall algorithm to enjoin many of the good properties of derivative
based optimization algorithms.

The remainder of this paper is as follows. In the next section, we introduce some
definitions and motivate the proposed algorithm. Within this motivation, we develop
appropriate techniques on how to handle constraints, how to improve a nondominated
set of points, and how to drive each element of a given set of points to local Pareto
optimality. Section 3 describes optimization subproblems that will be used to compute
search directions in both algorithmic stages, setting the stage for the description of
the full algorithm in section 4. Convergence of the algorithm is addressed in section
5, while section 6 describes details of the implementation. Finally, section 7 presents
extensive numerical results, before we conclude with section 8.

2. Definitions and motivation for the algorithm. When several objective
functions are present, as it is in our case for problem (1.1), obtaining a point that
simultaneously minimizes every function is usually not possible, since it is common
that the objectives conflict with each other. There are several approaches to address-
ing such a problem, such as those reported in [5], for example. Our approach relies
on the Pareto dominance concept for comparing two points. To briefly describe the
concept, we make use of two orders induced by the cones

Rm
+ = {z ∈ Rm : zi ≥ 0 (i = 1, . . . ,m)} and Rm

++ = {z ∈ Rm : zi > 0 (i = 1, . . . ,m)},

defined by

f(x) �f f(y) ⇔ f(y)− f(x) ∈ Rm
+

and

f(x) ≺f f(y) ⇔ f(y)− f(x) ∈ Rm
++.

Given two points x, y in Ω, we say that x ≺ y (x dominates y) if and only if
f(x) ≺f f(y). We further say that x weakly dominates y (x � y) if and only if
f(x) �f f(y). A set of points X ⊆ Ω is said to be nondominated (or indifferent)
when no point in the set is dominated by any other point in the set, i.e.,

∀x ∈ X : �y ∈ X : f(y) ≺f f(x).

The concept of Pareto dominance is also used to characterize global and local
optimality, by defining the Pareto front. For this, we need the following definition.
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Definition 2.1. A point x∗ ∈ Ω is said to be a global Pareto minimizer of f in Ω
if there does not exist a y ∈ Ω with f(y) �f f(x∗) (i.e., y � x∗) and f(x∗) �= f(y).
If there exists a neighborhood N (x∗) of x∗ such that the previous property holds in
Ω ∩ N (x∗), then the point x∗ is called a local Pareto minimizer of f .

The global Pareto front is the image of the set of global Pareto minimizers un-
der the function f . Likewise, the Pareto front is the image of the set of all Pareto
minimizers, global or local under the function f .

The goal of our algorithm is to determine a set of Pareto optimal points of f , i.e.,
to determine a set X∗ where each x∗ ∈ X∗ is such that there exists a neighborhood
N (x∗) of x∗ with

�y ∈ Ω ∩N (x∗) : f(y) �f f(x∗) and f(y) �= f(x∗)

and where X∗ serves as a good approximation of the full set of Pareto points.
We next provide a necessary condition for Pareto optimality, i.e., a notion of

criticality. The criticality definition presented herein is an extension of the criticality
definition for unconstrained multiobjective optimization used in [14]. This criticality
condition for a given feasible point x̄ can be seen as the nonexistence of a feasible
direction d ∈ Rn along which all the objective functions are decreasing. We can
formalize this as follows. Define the linearized cone at x̄ as usual, i.e.,

L(x̄) := {d ∈ Rn : ∇gj(x̄)
T d ≤ 0, j ∈ A(x̄), ∇hl(x̄)

T d = 0, l = 1, . . . , q},

where A(x̄) = {j ∈ {1, . . . , p} : gj(x̄) = 0} is the index set of the inequality constraints
active at x̄. Then we say that a point is Pareto critical if for all d ∈ L(x̄) there exists
an i = i(d) ∈ {1, . . . ,m} such that

∇fi(x̄)
Td ≥ 0.

Likewise, we call a Pareto critical point x̄ strongly Pareto critical if for all d ∈ L(x̄)
we either have ∇fi(x̄)

T d = 0 for all objectives i, or there exists an index i = i(d) ∈
{1, . . . ,m} such that

∇fi(x̄)
Td > 0.

Denote the set of local Pareto points by P , the set of all Pareto critical points
by PC, and the set of all strongly Pareto critical points by SC. Clearly, we have

SC ⊆ PC.

The relationship between Pareto points and Pareto critical points is given in the next
theorem.

Theorem 2.2. Let x̄ be a local Pareto point, and let Abadie’s constraint qualifi-
cation hold at x̄. Then x̄ is also a Pareto critical point. Thus, if Abadie’s constraint
qualification holds at all Pareto points, we have

P ⊆ PC.

Proof. Let x̄ be a local Pareto point. Suppose that x̄ is not Pareto critical. Then
there exists a d ∈ L(x̄) with ∇fi(x̄)

T d < 0 for all objectives i. Under Abadie’s
constraint qualification, L(x̄) is equal to the tangent cone of the set of feasible points
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at x̄, and thus there exist sequences xk ∈ Ω and tk > 0 such that d = limk→∞(xk −
x̄)/tk, limk→∞ tk = 0, and limk→∞ xk = x̄. Accordingly, ∇fi(x̄)

T (xk − x̄) < 0 for all
objectives i and all k large enough. Now fi(xk) = fi(x̄)+∇fi(ξi,k)

T (xk − x̄) with ξi,k
a point on the line segment between xk and x̄. A standard continuity argument shows
that fi(xk) < fi(x̄) for all objectives and all sufficiently large k, a contradiction.

An elementary example shows that not all Pareto points are strongly Pareto
critical: in the unconstrained case, let m = 2, n = 1, and f1(x) = x2 as well as
f2(x) = (x − 1)2. Obviously, P = [0, 1]. For x = 0 ∈ P , the Jacobian of f = (f1, f2)
is [0,−2], and so clearly x /∈ SC, as ∇f2(x)d = −2d < 0 for any d > 0. We will show
below that, under certain conditions, one can show that missing critical points of
particular objective functions is the worst that can happen when considering strongly
Pareto critical points instead of Pareto critical points.

Let C be the set of points which are critical in the classical sense for at least
one of the objective functions; i.e., x ∈ Ω is critical if and only if there exists an
i ∈ {1, . . . ,m} such that for all directions d �= 0 with d ∈ L(x) we have ∇fi(x)

T d ≥ 0.
In case Abadie’s constraint qualification holds at the optimal point x, then x is a
KKT point. This shows that if Abadie’s constraint qualification holds at all points
in C, then the set C is closed, as the set of KKT points is closed, and C is a finite
union of such sets.

We will make use of the set of Geoffrion-optimal points, characterized in the usual
way, i.e.,

G =

{
x ∈ Rn | ∃w ∈ Rm

++ : x ∈ argmin
x∈Ω

m∑
i=1

wifi

}
.

Pareto optimality and criticality are related as follows.

Theorem 2.3. Let x ∈ Ω be a point such that there exists a w ∈ Rm
++ such that x

is a KKT point for the problem of minimizing
∑m

i=1 wifi over Ω. Then x is also
Pareto-critical.

Proof. Farkas’s lemma provides us with
∑m

i=1 wi∇fi(x)
T d ≥ 0 for all d ∈ L(x),

which means that for each d ∈ L(x) there must be an i with ∇fi(x)
T d ≥ 0, i.e.,

Pareto criticality holds at x.

Theorem 2.4. If Abadie’s constraint qualification holds at each point in G \ C,
we have

G \ C ⊆ SC ⊆ PC.

Moreover, if all functions fi, gj are convex and h is affine linear, we have

G \ C ⊆ P \C ⊆ cl(G) \ C = cl(G) \ cl(C) ⊆ cl(G \ C) ⊆ cl(SC) ⊆ cl(PC).

Proof. Now let x ∈ G\C and assume that Abadie’s constraint qualification holds
at x. Then there exists a w ∈ Rm

++ such that x minimizes
∑m

i=1 wifi over Ω. Let
d ∈ L(x). Then

m∑
i=1

wi(∇fi(x))
T d ≥ 0.

As such, we either have (∇fi(x))
T d = 0 for each term of the sum, or there must be

at least one index ī with (∇fī(x))
T d > 0. As a consequence, x ∈ SC.

For the rest of the proof, note that

G ⊆ P,
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and, due to Theorem 2.2, thus also G ⊆ PC (see also, e.g., [15]). In addition, if all
functions fi, gj are convex and h is affine linear, we have

P ⊆ cl(G);

see, e.g., [20, p. 76].

Due to Theorems 2.3 and 2.4 we can thus, under appropriate assumptions, con-
centrate on the sets PC and SC, and we will make use of this in the next subsection.
Additionally, the proposed algorithm relies on two different mechanisms that are de-
scribed in the two subsections that follow. The first one consists of improvements of
a set of nondominated points in the sense that points will be further spread along the
Pareto front (instead of being clustered in a particular area), while the second con-
sists in driving a given set of nondominated points to local Pareto optimality. Both
mechanisms can be seen as improvement techniques for a particular notion of Pareto
optimality that also handles constraints, to be introduced in the next subsection.

2.1. Handling constraints. Each inequality and equality constraint can be
seen as an additional objective to optimize. While objective functions are to be
minimized, constraint functions must achieve a specific value or stay in a certain
range of values. Defining

c+ = max{0, c},

for arbitrary real numbers c ∈ R we have that each feasible point x satisfies

g+j (x) = 0, j = 1, . . . , p, and |hl(x)| = 0, l = 1, . . . , q.

For constrained optimization problems we further extend the concept of weak
Pareto dominance by saying that x weakly dominates y (x � y) if and only if

f̄(x) �f̄ f̄(y) ⇔ f̄(y)− f̄(x) ∈ R(m+p+q)
+

with
f̄(x)T := (f(x)T ,Φ(x)T ) and Φ(x)T := (g+(x)T , |h(x)T |).

The strong dominance concept is defined in a similar way.
Clearly, for points x and y feasible for (1.1)–(1.2) we have that

f(x) �f f(y) ⇔ f̄(x) �f̄ f̄(y),

while a point infeasible for (1.1)–(1.2) never weakly dominates a point feasible for this
problem, whilst a feasible point can weakly dominate an infeasible point.

This Pareto dominance concept extension for constrained multiobjective opti-
mization allows the proposed algorithm to deal with points infeasible for (1.1)–(1.2)
during the optimization process.

In what follows we need the concept of a merit function that will measure the
progress over a sequence of iterates. We will use the following variant of the classical �1
merit function:

(2.1) φ(x, σ) =

m∑
i=1

fi(x) + σ

⎛
⎝ p∑

j=1

(gj(x))
+ +

q∑
l=1

|hl(x)|

⎞
⎠ ,

where, as usual, σ is a positive penalty parameter.
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In a single-objective case, in which we want to minimize, say, the ith objective
function (i ∈ {1, . . . ,m}), we will use

φi(x, σ) = fi(x) + σ

p∑
j=1

(gj(x))
+ + σ

q∑
l=1

|hl(x)|,

with σ playing the same role as above.
Note that φ as well as all φi are usually nondifferentiable, although directional

derivatives φ′(x, σ; d) at x in any direction d �= 0 exist. See Lemma 16.4 in [3] for
additional details.

2.2. Improving a nondominated set of points. Let X be a set of nondom-
inated points, with points in X feasible or infeasible for (1.1)–(1.2), and let d ∈ Rn

be a direction of descent for at least one objective function at one point in X that,
locally, forces feasibility; i.e., given some x ∈ X , there exists an i such that

(2.2a) ∇fi(x)
T d < 0,

(2.2b) gj(x) +∇gj(x)
T d ≤ 0, j = 1, . . . , p,

(2.2c) hl(x) +∇hl(x)
T d = 0, l = 1, . . . , q,

and there exists t̄ > 0 such that for all t ∈ ]0, t̄] we have

(2.2d) φi(x + td, σ) ≤ φi(x, σ) + μtφ′
i(x, σ; d)

for some μ ∈]0, 1[ and some σ > 0.

Theorem 2.5. Given xk ∈ X and a descent direction d satisfying equations (2.2),
there exists a t0 > 0 such that

(2.3) f̄(xk) �f̄ f̄(xk + td) ∀t ∈ ]0, t0],

i.e., xk + td is not dominated by xk. Define a ∈ Rp and b ∈ Rq by

aj :=

{
1 : gj(x) = 0,
0 : otherwise,

bl :=

{
1 : hl(x) = 0,
0 : otherwise

(j = 1, . . . , p, l = 1, . . . , q), and r := (aT , bT )T . Then for all ε > 0 there exists a
t0 > 0 such that we have Φ(xk)− Φ(xk + td) + εr ∈ Rp+q

+ for all t ∈ ]0, t0].

Proof. The proof for (2.3) follows from the differentiability of fi and (2.2a), since
we have

lim
t→0

fi(xk + td)− fi(xk)

t
= ∇fi(xk)

Td < 0,

implying that there exists t1 > 0 such that

fi(xk + td) < fi(xk) ∀t ∈ ]0, t1]

holds, and by this we conclude that f̄(xk) �f̄ f̄(xk + td).
We prove the second statement by considering each constraint type individually

for a given j = 1, . . . , p or l = 1, . . . , q.
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• Suppose gj(xk) > 0. Since we have ∇gj(xk)
T d ≤ −gj(xk), we arrive at

∇gj(xk)
T d < 0, and by the differentiability of gj we see that there exists a

t2 > 0 such that gj(xk+ td) ≤ gj(xk) for all t ∈ ]0, t2] (d is a descent direction
for gj), i.e., we have g+j (xk + td) ≤ g+j (xk) for all t ∈]0, t2].
If gj(xk) < 0, we have gj(xk + td) < 0 for all t > 0 smaller than some t3 > 0,
and thus g+j (xk + td) = g+j (xk) = 0 for all t ∈ ]0, t3].
Finally, suppose gj(xk) = 0, which results in

lim
t→0

gj(xk + td)

t
≤ 0.

If the limit attains a negative value, then we have gj(xk + td) < 0 for all
t ∈]0, t4] and g+j (xk+td) = g+j (xk) = 0 for all t ∈ ]0, t4]. It remains to consider
the case where gj(xk + td) approaches zero from above, i.e., limt→0 gj(xk +
td) = 0 and gj(xk + td) > 0. For this case, recall that for all ε there exists a
t5 > 0 such that |gj(xk + td)| < ε for all t ∈ ]0, t5], resulting in g+j (xk + td)−
g+j (xk) < ε for all t ∈ ]0, t5].

• As above, we consider three cases for the equality constraints as well. From
(2.2c), we have ∇hl(xk)

T d = −hl(xk), resulting in

lim
t→0

hl(xk + td)− hl(xk)

t
= −hl(xk).

If hl(xk) > 0, then there exists a t6 > 0 such that hl(xk + td) − hl(xk) < 0
for all t ∈ ]0, t6], resulting in hl(xk + td) < hl(xk). We may further assume,
without loss of generality, that t6 is such that hl(xk+ td) ≥ 0 for all t ∈ ]0, t6],
resulting in |hl(xk + td)| < |hl(xk)| for all t ∈ ]0, t6]. If hl(xk) < 0, then
there exists a t7 > 0 such that hl(xk + td) − hl(xk) > 0 for all t ∈ ]0, t7],
resulting in hl(xk + td) > hl(xk). We may further assume, without loss of
generality, that t7 is such that hl(xk + td) ≤ 0 for all t ∈ ]0, t7], which results
in |hl(xk + td)| < |hl(xk)| for all t ∈ ]0, t7].
Finally, if hl(xk) = 0, then

lim
t→0

hl(xk + td)

t
= 0,

and for all ε > 0 there exists t8 > 0 such that |hl(xk+td)| < ε for all t ∈ ]0, t8],
resulting in |hl(xk + td)| − |hl(xk)| < ε for all t ∈ ]0, t8].

By considering all cases above and taking t0 = min{t1, t2, t3, t4, t5, t6, t7, t8}, the result
follows.

The computation of a particular search direction that satisfies conditions (2.2) is
described in the next section.

By taking each point in X and computing, for each individual objective function,
a search direction d that locally improves this point with respect to that objective, we
can update the set X by all newly computed nondominated points; i.e., the set X is
enriched with new nondominated points. It is easy to see that this procedure is indeed
a heuristic to spread feasible points along the Pareto front, instead of allowing the
set X to cover a small part of the front only: let xk and xk + td be feasible for (1.1),
let xk be nonstationary for the ith objective function, and let t ∈]0, t̄]. Then we have
from (2.2d) that ‖f(xk) − f(xk + td)‖ ≥ −μt∇fi(xk)

T d > 0, i.e., as long as xk + td
is not dominated by any other point in the set X , the vector f(xk + td) is not close
to f(xk), and in this sense the spread of the set X is improved.
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2.3. Driving a nondominated set of points to local Pareto optimality.
The previous section provided us with a strategy to enrich a given set X with new
nondominated points. However, there is of course no guarantee that after this en-
richment the set X is formed of Pareto points only. While the search direction d
considered in the previous section is a sufficient descent direction for at least one ob-
jective function, there is no control over what happens with the remaining objective
function values. In order to drive a point x ∈ X to Pareto optimality we now need to
compute a search direction d that satisfies the following conditions.

There exists an i0 such that

(2.4a) ∇fi0(xk)
T d < 0,

(2.4b) ∇fi(xk)
T d ≤ 0, i ∈ {1, . . . ,m} \ {i0},

(2.4c) gj(xk) +∇gj(xk)
T d ≤ 0, j = 1, . . . , p,

(2.4d) hl(xk) +∇hl(xk)
Td = 0, l = 1, . . . , q,

and there exists an t̄ such that for all t ∈ ]0, t̄ ],

(2.4e) φ(xk + td, σ) ≤ φ(xk, σ) + μtφ′(xk, σ; d)

with some μ ∈ ]0, 1[ and some σ > 0.

Theorem 2.6. Given xk ∈ X and a descent direction d satisfying equations (2.4),
define w ∈ Rm by

wi :=

{
1 : ∇fi(xk)

Td = 0,
0 : otherwise

(i = 1, . . . ,m), and r̄ ∈ Rm+p+q by r̄ := (wT , aT , bT )T , with a, b defined as in Theorem
2.5. Then for all ε > 0 there exists a t0 > 0 such that

(2.5) f̄(xk + td) �f̄ f̄(xk) + εr̄ ∀t ∈ ]0, t0].

Proof. The proof is similar to that of Theorem 2.5. Equation (2.4a) results in
fi0(xk+ td) < fi0(xk). Equations (2.4c) and (2.4d) result in Φ(xk)−Φ(xk+ td)+ εr ∈
Rp+q

+ . From (2.4b) we obtain that for i = {1, . . . ,m} \ {i0},

lim
t→0

fi(xk + td)− fi(xk)

t
= ∇fi(xk)

Td ≤ 0.

If ∇fi(xk)
T d < 0, then there exists a t9 > 0 such that

fi(xk + td) < fi(xk) ∀t ∈ ]0, t9].

But if ∇fi(xk)
T d = 0, then for all ε > 0 there exists a t10 > 0 such that

|fi(xk + td)− fi(xk)| ≤ ε ⇒ fi(xk + td)− fi(xk) ≤ ε,

and the proof follows.

A particular technique to compute the search direction d that satisfies equa-
tions (2.4) is described in the next section.
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3. The search directions. There are several possibilities to obtain a search di-
rection with properties described in equations (2.2) and (2.4). The strategy described
herein consists in using quadratic approximations to the objective functions and linear
approximations to the equality and inequality constraints, as in an SQP method.

A search direction in equations (2.2) with respect to the ith objective function
can be obtained by solving the following quadratic optimization problem:

min
d∈Rn

∇fT
i (xk)d+

1

2
dTHid

subject to (s.t.) gj(xk) +∇gj(xk)
T d ≤ 0, j = 1, . . . , p,

hl(xk) +∇hl(xk)
Td = 0, l = 1, . . . , q,

(3.1)

where Hi is a symmetric positive definite matrix.
The following results relate problem (3.1) to the search direction (2.2) and the

merit function in use. Note that item 5 of the theorem below, showing that the solution
of the quadratic program above is a direction of descent for the merit function φi, is
a direct consequence of known results for SQP methods.

Lemma 3.1. For each i = 1, . . . ,m, let d̄ be an optimal solution to problem (3.1).
Then d̄ satisfies the following conditions:

1. If xk is feasible for problem (1.1), then ∇fi(xk)
T d̄ ≤ 0.

2. Let xk be infeasible for problem (1.1), and let r be defined as in Theorem 2.5.
Then for all ε > 0 there exists a t̄ > 0 such that Φ(xk)−Φ(xk+td̄)+εr ∈ Rp+q

+

for all t ∈ ]0, t̄ ].
3. Let d̄ �= 0, let r be defined as in Theorem 2.5, and define r̂ ∈ Rm+p+q by

r̂ := (0Tm, rT )T , with 0m = (0, . . . , 0)T ∈ Rm. Then for all ε > 0 there exists
a t̄ such that

f̄(xk) ⊀f̄ f̄(xk + td̄)− εr̂ ∀t ∈ ]0, t̄ ].

4. If d̄ = 0, then xk is feasible for (1.1) and there does not exist a d feasible
for (3.1) such that ∇fi(xk)

T d < 0; i.e., no further improvement for the
objective function fi is possible along feasible directions.

5. If d �= 0, then there exists a t̄ such that for all t ∈ [0, t̄ ] and σ > 0 sufficiently
large, we have

φi(xk + td, σ) ≤ φi(xk, σ) + μφ′
i(xk, σ; d)

for all μ ∈ ]0, 1[.

Proof.
1. This result follows by noting that if xk is feasible to problem (1.1), then d = 0

is a feasible point for problem (3.1), and∇fi(xk)
T d̄ ≤ ∇fi(xk)

T d̄+ 1
2 d̄

THid̄ ≤
∇fi(xk)

T d+ 1
2d

THid = 0, since Hi is a positive definite matrix.
2. If xk is infeasible to problem (1.1), then there exists a j or a l such that

gj(xk) > 0 or hl(xk) �= 0. By using a similar reasoning to that in the proof of
Theorem 2.5, it follows that for all ε > 0 there exists a t̄ such that gj(xk+td̄) <
gj(xk) or |hl(xk + td̄)| < |hl(xk)| for all t ∈ ]0, t̄ ].

3. The result follows from item 1, item 2, and Theorem 2.5 as follows. If d̄ �= 0
and xk is feasible for problem (1.1), then d̄THid̄ > 0, since Hi is positive
definite. Using item 1 results in ∇fi(xk)

T d̄ < 0; i.e., there exists a t̄ such
that f(xk+ td̄) < f(xk) for all t ∈ ]0, t̄ ]. The result follows by noting that the
case where d̄ �= 0 and xk is infeasible falls under the case described in item 2.
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4. Clearly, if d̄ = 0, then gj(xk) ≤ 0, j = 1, . . . , p, and hl(xk) = 0, l = 1, . . . , q,
and thus xk is feasible for problem (1.1). We show the remaining claim by
contradiction. Suppose that there exists a feasible d̃ such that∇fi(xk)

T d̃ < 0,
with d̃ �= 0. Then d̃ is such that gj(xk) + ∇gj(xk)

T d̃ ≤ 0 and hl(xk) +

∇hl(xk)
T d̃ = 0. Noting that xk is feasible for problem (1.1), we have that for

0 ≤ t ≤ 1 the vector td̃ is feasible for problem (3.1) and there exists a t̃ > 0
such that t̃ 12 d̃

THid̃ < −∇fi(xk)
T d̃, resulting in t̃

(
∇fi(xk)

T d̃+ t̃ 12 d̃
THid̃

)
< 0,

which contradicts d̄ = 0, since t̃d̃ is feasible and attains a smaller objective
function value.

5. By noting that problem (3.1) corresponds to the standard SQP step with
respect to the ith objective function (see [3, equation (17.2)]), the result
follows directly from Proposition 17.1 in [3]. Note also that d �= 0 implies the
noncriticality of xk, Hi is symmetric positive definite by construction, and
by σ large enough we mean that σ is no smaller than the absolute value of
the largest Lagrange multiplier associated with the problem of minimizing fi
over Ω.

Consider now the following optimization problem:

min
x∈Rn

m∑
i=1

fi(x)

s.t. gj(x) ≤ 0, j = 1, . . . , p,

hl(x) = 0, l = 1, . . . , q.

(3.2)

For a given feasible point xk, a direction v fulfilling (2.4) can be obtained by
considering the SQP problem to (3.2),

min
v∈Rn

m∑
i=1

∇fi(xk)
T v +

1

2
vTHiv

s.t. gj(xk) +∇gj(xk)
T v ≤ 0, j = 1, . . . , p,

hl(xk) +∇hl(xk)
T v = 0, l = 1, . . . , q,

(3.3)

where Hi are symmetric positive definite matrices.
In a certain sense, problem (3.3) tries the simultaneous minimization of quadratic

approximation to all objective functions, while feasibility is maintained. Some prop-
erties of solutions v̄ to problem (3.3) are addressed in the following lemma. Let
ϑi(v) = ∇fi(xk)

T v + (1/2)vTHiv, ϑ̄i ≡ ϑ̄i(v̄), i = 1, . . . ,m, and ϑ̄ =
∑m

i=1 ϑ̄i.

Lemma 3.2. Let v̄ be a solution to problem (3.3). Then the following assertions
hold:

1. If xk is feasible to problem (1.1), then ϑ̄ ≤ 0.
2. Let xk be infeasible for problem (1.1), and define r ∈ Rp+q as in Theorem 2.5.

Then for every ε > 0 there exists a t̄ > 0 such that Φ(xk)−Φ(xk + tv̄) + εr ∈
Rp+q

+ for all t ∈ ]0, t̄ ].
3. Let v̄ �= 0, let r be defined as in Theorem 2.5, and define r̂ ∈ Rm+pq+q by

r̂ := (0Tm, rT )T , with 0m = (0, . . . , 0)T ∈ Rm. Then for all ε > 0 there exists
a t̄ such that

f̄(xk) ⊀f̄ f̄(xk + tv̄)− εr̂

for all t ∈ ]0, t̄ ].
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4. Let r̂ ∈ Rm+p+q be defined as above. If v̄ �= 0 and xk is feasible for prob-
lem (1.1), then for all ε > 0 there exists a t̄ such that

f̄(xk + tv̄)− εr̂ �f̄ f̄(xk)

for all t ∈ ]0, t̄ ].
5. If v̄ = 0, then xk is feasible for problem (1.1) and there does not exist a

v ∈ L(x) such that ∇fi(xk)
T v < 0, i = 1, . . . ,m; i.e., xk is Pareto critical.

6. If v̄ �= 0, then there exists a t̄ such that for all t ∈ ]0, t̄ ] and all σ > 0
sufficiently large, we have

φ(xk + td, σ) ≤ φ(xk, σ) + μtφ′(xk, σ; v̄)

for all μ ∈ ]0, 1[.

Proof.
1. If xk is feasible for problem (1.1), then (v̄, ϑ̄) = 0 is feasible for problem (3.3).

Since we are minimizing the sum of all ϑi, i = 1, . . . ,m, the result follows.
2. This item follows by using the same reasoning as in item 2 of the proof of

Lemma 3.1 and taking v̄ as d̄.
3. This item follows by using a reasoning similar to that of item 3 of the proof of

Lemma 3.1. More precisely, if v̄ �= 0 and xk is feasible for problem (1.1), then
∇fi(xk)

T v̄ + 1
2 v̄

THiv̄ ≤ 0, i = 1, . . . ,m, and, since Hi is positive definite, we
have ∇fi(xk)

T v̄ < 0, i = 1, . . . ,m, resulting in the existence of a t̄ such that
fi(xk+ tv̄) < fi(xk), i = 1, . . . ,m, for all t ∈ ]0, t̄ ]. Noting that the case when
xk is infeasible for problem (1.1) is the case discussed in item 2, the result
follows.

4. From the previous item we have that if v̄ �= 0 and xk is feasible for prob-
lem (1.1), then there exists a t1 > 0 such that fi(xk + tv̄) < fi(xk), i =
1, . . . ,m, for all t ∈ ]0, t1]. Noting that for all ε > 0 there exists a t2 > 0
such that Φ(xk + tv̄) − ε ≤ 0 for all t ∈ ]0, t2], the result follows by taking
t̄ = min{t1, t2}.

5. If v̄ = 0, then we have that gj(xk) ≤ 0, j = 1, . . . , p, and hl(xk) = 0,
l = 1, . . . , p, i.e., xk is feasible for problem (1.1). Clearly, v̄ = 0 results in
ϑ̄i = 0, i = 1, . . . ,m. The remaining claim is shown by contradiction. Suppose
that there exists a feasible ṽ such that ∇fi(xk)

T ṽ < 0 for at least one i ∈
{1, . . . ,m}. Then we have that for 0 ≤ t ≤ 1, the vector tṽ is also feasible for
problem (3.3). Thus, there exists a t̃ > 0 such that t̃ 12 ṽ

THiṽ < −∇fi(xk)
T ṽ,

resulting in t̃
(
∇fi(xk)

T ṽ + t̃ 12 ṽ
THiṽ

)
< 0. The contradiction results from

noting that there exists a ϑ̃i such that ∇fi(xk)
T t̃ṽ + 1

2 t̃ṽ
THi t̃ṽ ≤ ϑ̃i < 0,

i.e., t̃ṽ is feasible and attains a lower objective function value than v̄. Pareto
criticality arrives from the fact that there is no feasible search direction that
can locally improve at least one objective function without increasing other
objective function values.

6. Using the same reasoning as in Lemma 3.1, item 5, we arrive at

φ′(xk, σ; v̄) < 0

from Proposition 17.1 in [3], and the result follows immediately.

4. A multiobjective SQP-type algorithm. In this section we present the full
algorithm that takes advantage of the previous described techniques for spreading and
improving a given set of nondominated points.
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Since the algorithm deals, iteratively, with a set of points Xk (k = 0, 1, 2, . . .),
a point xk ∈ Xk is labeled as stopped when no further progress is possible for xk.
This is the case when xk has already been used to compute new candidate points and
has reached criticality, or further progress towards optimality is no longer possible.
Details are found in the algorithm below.

The solution of problem (3.2) is a Pareto critical point, as can be shown by taking
wi = 1, i = 1, . . . ,m, in Theorem 2.3. However, performing SQP steps using points in
Xk as initial guesses may destroy the spread already obtained in the previous stage,
especially in cases where problem (3.2) has, e.g., a unique solution. To overcome this
issue, we introduce a reference point x̂k for each point in the set Xk and consider the
following optimization problem:

min
x∈Rn

m∑
i=1

fi(x)

s.t. fi(x) ≤ fi(x̂k), i = 1, . . . ,m,

gj(x) ≤ 0, j = 1, . . . , p,

hl(x) = 0, l = 1, . . . , q.

(4.1)

Vectors f(x̂k) can be seen as worst case acceptable outcomes of the optimization
problem considered, while the problem itself drives towards Pareto optimality via its
objective

∑m
i=1 fi(x). The SQP problem of (4.1) at an arbitrary point xk is

min
v∈Rn

m∑
i=1

∇fi(xk)
T v +

1

2
vTHiv

s.t. fi(xk)− fi(x̂k) +∇fi(xk)
T v ≤ 0, i = 1, . . . ,m,

gj(xk) +∇gj(xk)
T v ≤ 0, j = 1, . . . , p,

hl(xk) +∇hl(xk)
T v = 0, l = 1, . . . , q.

(4.2)

Proposition 4.1. Let v̄ be a solution to (4.2); then item 1 and items 3–6 of
Lemma 3.2 hold for v̄.

As mentioned in the introduction, our algorithm improves several different points
xk ∈ Xk in a parallel fashion. In what follows, we will use the notation σ(xk) to
indicate that we use different penalty parameters for different points xk. Computing
a σ̄ > 0 such that φ′(x, σ; d) < 0 for all σ ≥ σ̄ is somewhat nontrivial: typically, σ̄
has to be larger than the largest absolute Lagrange multiplier’s absolute value. There
exist several strategies to compute such σ(xk) (see, e.g., [3, 18]), but below we have
chosen to keep our algorithm as general as possible by not specifying details on how
to compute such values.

We are now able to describe our full algorithm.

Algorithm 4.1 (multiobjective SQP method).
1. Initialization. Define μ ∈ ]0, 1/2[ and β ∈ ]0, 1[. Set k = 0.
2. First stage (Initialization)

Choose a nonempty, finite set of points X0 ⊂ Rn. Let n̄ be the number of
points in X0. Consider all point in X0 as nonstopped.

3. Second stage (Spread)
Perform a finite number of iterations on the set Xk as follows.
(a) Set T = ∅.

For each point xk ∈ Xk not stopped do
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i. For each i = 1, . . . ,m do
A. Compute the search direction d̄ that corresponds to an SQP step

for objective function i by solving the quadratic problem (3.1).
B. If ‖d̄‖ is small, go to step 3aiG.
C. Compute σ(xk).
D. Find the largest α ∈ {1, β, β2, . . . } such that we have

φi(xk + αd̄, σ(xk)) ≤ φi(xk, σ(xk)) + μαφ′
i(xk, σ(xk); d̄).

E. If α is small, go to step 3aiG.
F. Set T = T

⋃
{xk + αd̄}.

G. Continue with the next i.
ii. Set xk as a stopped point. Continue with the next point in Xk.

(b) Set all points in T as nonstopped points and Xk+1 as the set of nondom-
inated points in Xk

⋃
T . Set k = k + 1. Continue with step 3a if the

prespecified finite number of iterations has not been reached.
4. Third stage (Optimality—refining stage)

Set all points in Xk as nonstopped.
For each point xk ∈ Xk, set x̂k := xk as the reference point to be considered
for problems (4.1).
While not all points in Xk are stopped do:
(a) For all nonstopped points xk ∈ Xk do

i. Compute v̄ by solving the optimization problem (4.2).
ii. If ‖v̄‖ is small, then set xk as stopped and go to step 4avii.
iii. Compute σ(xk).
iv. Find the largest α ∈ {1, β, β2, . . . } element such that

φ(xk + αv̄, σ(xk)) ≤ φ(xk, σ(xk)) + μαφ′(xk, σ(xk); v̄).

v. If α is small, set the point xk as a stopped point and go to step 4avii.
vi. Replace xk by xk + αv̄ in the set Xk.
vii. Continue with the next point in Xk.

(b) Set Xk+1 as the set of all nondominated points in Xk. Set k = k + 1.
Continue with step 4a.

Phase 2, the initialization stage, is entirely concerned with providing some initial
guesses for Pareto points in the set X0. We provide details for a generic procedure
for providing such guesses in our section on implementation details. Obviously, a user
can use domain-specific knowledge to provide such guesses.

Note that in the spread stage the algorithm computes a set of points Xk such that
the set of images {f(x) | x ∈ Xk} is spread along the Pareto front. The “spread” does
not try to construct a converging sequence of points, as this task is solely referred to
as the third stage.

5. Convergence. Lemmas 3.1 and 3.2 provide further justification for our choices
of stopping criteria (small ‖d̄‖ and small ‖v̄‖, or small α) in the second and third stages
of Algorithm 4.1.

Algorithm 4.1 first solves a finite number of single-objective optimization prob-
lems in the first stage and then performs a finite number of iterations in the second
stage. We have then computed a set Xk of nondominated points that are used as
initial guesses for the third stage. Step 4 is coupled with a strategy to address some
numerical difficulties that can arise in computing the search direction for the next
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iterate. Nondominated points will be saved in the set Xk+1. Step 4 can be considered
as a standard SQP algorithm applied to individual points in the set Xk. Convergence
results follow immediately by considering an SQP framework as described in [3]. We
provide details in what follows.

Step 4 of Algorithm 4.1 can be described as follows. For each given xk ∈ Xk,
problem (4.2) is considered, and iterations of an SQP-type method for this problem
are carried out, with xk as a starting point.

Denote by (x
(ζ)
k )ζ the sequence of points thus generated (ζ = 0, 1, 2, . . .) with

x
(0)
k = xk. The corresponding subproblems, solved in each step, are of the form

min
v∈Rn

m∑
i=1

∇fi(x
(ζ)
k )T v +

1

2
vTH

(ζ)
k v

s.t. fi(x
(ζ))− fi(x̂k) +∇fi(x

(ζ)
k )T v ≤ 0, i = 1, . . . ,m,

gj(x
(ζ)
k ) +∇gj(x

(ζ)
k )T v ≤ 0, j = 1, . . . , p,

hl(x
(ζ)
k ) +∇hl(x

(ζ)
k )T v = 0, l = 1, . . . , q.

(5.1)

The theorem below provides a justification for this strategy.

Theorem 5.1. The following hold:
1. Let x∗ be a (global) minimum of (4.1). Then x∗ is a (global) Pareto point of

problem (1.1).
2. Let x∗ be a KKT point of problem (4.1). Then x∗ is a Pareto critical point.

Proof.
1. This follows directly from Theorem 2.21 of [15].
2. Let λ, μ, ν be relevant Lagrange multipliers, i.e., λ, μ ≥ 0 and

m∑
i=1

∇fi(x∗) +
m∑
i=1

λi∇fi(x∗) +
p∑

j=1

μj∇gj(x∗) +
q∑

l=1

νl∇hl(x∗) = 0.

Define w ∈ Rm
++ by wi := 1+λi > 0. Then x∗ is a KKT point for the problem

of optimizing
∑m

i=1 wifi over Ω, and the result follows with Theorem 2.3.

As long as a point x
(ζ)
k is not dominated by another feasible point, it is included in

the next set Xk+1. While not strictly necessary, this helps excluding points converging
to local but not global Pareto optima.

Step 4 deals simultaneously with several SQP steps induced by the possible many
points in the set Xk. Since the number of iterations performed for each point xk

may differ, we consider points to be stopped whenever optimality or a sufficient good
approximation is obtained. Therefore, step 4 either generates a finite number of
iterations, proving a set of approximate Pareto critical points, or it generates an
infinite number of iterations, constructing at least one infinite sequence of points,
whose convergence is now analyzed. Convergence analysis may concentrate on the

single sequence of points (x
(ζ)
k )ζ generated for each point in Xk.

The main convergence result follows readily from standard convergence results in

the theory of SQP methods: let (x
(ζ)
k )ζ be an arbitrary infinite sequence of points

generated in step 4.

Theorem 5.2. Consider some xk ∈ Xk and the sequence (x
(ζ)
k )ζ (ζ = 0, 1, 2, . . .)

generated in step 4 of Algorithm 4.1 with x
(0)
k = xk. Suppose the following assumptions

hold:
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1. The functions f, g, h are twice continuously differentiable on Rn.
2. The update rule for σζ(xk) fulfils the following conditions:

(a) Let 
(ζ)
k = (λ

(ζ)
k , μ

(ζ)
k , ν

(ζ)
k ) be an optimal Lagrange multiplier for problem

(5.1), and let σ̄k > 0 be a constant. Let σζ(xk) ≥ ‖(ζ)k ‖ + σ̄k hold for
all ζ.

(b) There exists an index ζ̄ such that if ζ ≥ ζ̄ and σζ−1(xk) ≥ ‖(ζ)k ‖ + σ̄k,
then σζ(xk) = σζ−1(xk).

(c) If the sequence (σζ(xk))ζ is bounded, then σζ(xk) is modified finitely
often.

3. The problems (5.1) are feasible for all ζ.

4. The matrices H
(ζ)
k are positive definite for all ζ, and the sequences (H

(ζ)
k )ζ

and ((H
(ζ)
k )−1)ζ are bounded.

Then one of the following holds:
1. The sequence (σζ(xk))ζ is unbounded. In this case, the corresponding sequence

of Lagrange multipliers (
(ζ)
k )ζ is also unbounded.

2. There exists an index ζ̄ such that for ζ ≥ ζ̄ we have σζ(xk) =: σk constant.
In this case, one of the following holds:

(a) limζ→+∞ φ(x
(ζ)
k , σk) = −∞.

(b) Every cluster point of the sequence (x
(ζ)
k )ζ is a Pareto critical point.

Proof. The assumptions allow one to invoke Theorem 17.2 of [3], by which one of
the following holds:

1. limζ→+∞ φ(x
(ζ)
k , σk) = −∞.

2. The distance between x
(ζ)
k and the set of nondifferentiable points of the prob-

lem functions f , g, h converges to zero.
3. Let Lk be the Lagrangian of problem (4.1), and recall Φ(x) = (g+(x), |h(x)|).

Then limζ→+∞ ∇xLk(x
(ζ)
k , 

(ζ)
k ) = 0, limζ→+∞ Φ(x

(ζ)
k ) = 0, and

lim
ζ→+∞

max{0, fi(x(ζ)
k )− fi(xk)} = 0 (i = 1, . . . ,m).

Moreover, if μ
(ζ,j)
k denotes the Lagrange multiplier to the constraint gj(x

(ζ)
k )+

∇gj(x
(ζ)
k )T v ≤ 0 in (5.1) and ν

(ζ,�)
k denotes the Lagrange multiplier to the

constraint hl(x
(ζ)
k ) +∇hl(x

(ζ)
k )T v = 0 in (5.1), then

lim
ζ→∞

μ
(ζ,j)
k gj(x

(ζ)
k ) = 0 and lim

ζ→∞
ν
(ζ,�)
k h�(x

(ζ)
k ) = 0.

The second assertion cannot hold, as we have assumed that f , g, h are sufficiently

smooth everywhere. The third assertion means that every cluster point of (x
(ζ)
k )ζ is

a KKT point of problem (4.1). The result then follows with Theorem 5.1.

Note that an update rule for σζ(xk) fulfilling the conditions of the theorem is easy
to implement; see, e.g., [18] for details.

The last stage of the proposed algorithm can be seen as a mechanism akin to a
multistart procedure, using all the points available in the set Xk at the end of the
spread stage. For the nonconvex case we can also expect convergence to local Pareto
points or merely Pareto critical points of problem (4.1), and not to global Pareto
points. Recall also that Algorithm 4.1 is not described as a primal-dual method in the
sense that we do not address the computation of any Lagrange multipliers. However,
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it is straightforward to include such a mechanism and thus to implement a strategy
to properly handle the penalty parameter σ. Estimates of Lagrange multipliers are
available from problems (3.1) and (4.2), and a possible strategy for updating the merit
function parameter σ based on estimates of Lagrange multipliers is described in [3,
p. 294].

6. Implementation details. A prototype implementation of Algorithm 4.1 is
available in MATLAB [17] from http://www.norg.uminho.pt/aivaz/mosqp. The im-
plementation is able to address both constrained and unconstrained optimization
problems. While the purpose of our contribution is to provide a solver for nonlinearly
constrained multiobjective optimization problems, we also report numerical results
for simple bound constrained problems separately.

In our implementation, we use the fmincon MATLAB solver for nonlinear con-
strained optimization problems for solving the subproblems described in (6.1) and fea-
sibility restoration, which is described below. Since the subproblems (4.2) and (3.1)
are quadratic optimization problems, quadprog is the MATLAB solver of choice. Fur-
thermore, exitflag is used to decide whether a corresponding subproblem has been
solved successfully or not and when to enter a feasibility restoration procedure.

The first stage (Initialization) is entirely concerned with providing an initial set
of points for the overall procedure. Our implementation allows users to provide an
initial set of points that are used to initialize the set X0. Since the set X0 is a
set of nondominated points, some user-provided points might be discarded in the
initialization procedure. We provide two strategies to initialize the remaining points
for problems with −∞ < �i, ui < +∞, i = 1, . . . , n. The line strategy initializes
the remaining points by considering the line segment between � and u, i.e., points of
the form xi = � + iu−�

2n̄ , i = 1, . . . , 2n̄. The rand strategy initializes the remaining
point using a uniform random distribution on each of intervals [�i, ui], i = 1, . . . , n,
generating at most 2n̄ random points. Additionally, our implementation computes all
the “extreme” Pareto front points by solving the following single-objective problems
for each i = 1, . . . ,m:

(x∗)i ∈ arg min
x∈Rn

fi(x)

s.t. gj(x) ≤ 0, j = 1, . . . , p,

hl(x) = 0, l = 1, . . . , q.

(6.1)

The second stage of Algorithm 4.1 is performed for a maximum of 20 iterations
or until all points in the set Xk are considered to be stopped. Points in Xk are
declared as stopped if ‖d̄‖ or ‖v̄‖ is small, as justified by Lemmas 3.1 and 3.2. In
our implementation, we use a tolerance parameter τ ∈ ]0, 1[ and check for ‖d̄‖ < 4

√
τ ,

α <
√
τ , and ‖v̄‖ < τ , respectively, as each stage has it own purpose: the second

stage to obtain points that are spread over the Pareto front and the third stage to
obtain Pareto critical points. This approach seems to work well on the set of problems
considered. A value of τ = 10−5 has been used for our numerical tests.

The second stage in Algorithm 4.1 computes a new set of nondominated points T .
The updated set Xk+1 can grow to (m + 1)n̄ points (n̄ points already in Xk and an
additional mn̄ new points). However, in order to keep the set Xk at a reasonable size,
one should consider a Cleanup procedure whenever the cardinality of Xk reaches a
certain upper bound. Cleanup consists in the computation of the crowding distance [8]
for each point and the removal of the 10 points with the smallest crowding distances.
The crowding distance provides an estimate of the density of solutions surrounding a

http://www.norg.uminho.pt/aivaz/mosqp
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given point, taking the average distance of the two closest neighboring points. Points
with a small crowding distance are positioned in a crowded region and are good
candidates to be eliminated from the set under consideration. In our implementation,
Cleanup is performed whenever the cardinality of Xk reaches n̄+ 1.

For the single-objective problems in (6.1) we consider the starting point x0. If
the constraints include bound constraints of the form −∞ < �i ≤ xi ≤ ui < +∞,
then (x0)i := (ui + �i)/2. If the constraints include a lower bound −∞ < �i ≤ xi but
no upper bound on xi, then (x0)i := �i. Likewise, if the constraints include an upper
bound xi ≤ ui < +∞ but no lower bound on xi, then (x0)i := ui. In all other cases,
set (x0)i := 0.

We consider d = 0 and (v, ϑ) = 0 as the initial guesses for subproblems (3.3)
and (3.1), while xk is used as an initial guess for the feasibility restoration problem.

Regarding the quadratic approximations to the objective functions, we consider
three cases. In the first case we simply consider Hi = Im, i = 1, . . . ,m, in both stages
of the algorithm, where Im is the identity matrix of dimension m. The second case
uses Hi = ∇2fi(xk) + Ei in both stages of the algorithm, where Ei is obtained by a
modified Cholesky algorithm as proposed in [12, 21]. The matrix Ei is diagonal and
ensures that Hi is positive definite; note that Ei = 0 if ∇2fi(xk) is already positive
definite. Finally, the last case uses Hi = Im in the second stage of the algorithm and
Hi = ∇2fi(xk) + Ei as in the second case for the third stage.

Note that the quadratic problems (3.1) and (4.2) may fail to provide us with a
direction of sufficient decrease, and a robust implementation of our algorithm needs
to deal with possible failures after steps 3aiA and 4ai. As such, after step 3aiA, if
problem (3.1) has no feasible solution, we enter a feasibility restoration procedure.
If the restoration procedure obtains a point x̄k feasible for (3.1), then we set T =
T
⋃
{x̄k}. Otherwise, problem (3.1) has no feasible solution, a feasible x̄k was not

obtained, or numerical difficulties prevent us from solving problem (3.1). In any of
these cases we proceed to step 3aiG. Likewise, after step 4ai, if problem (4.2) has
no feasible solution, we also enter a feasibility restoration procedure. If a feasible
point x̄k is found during such a restoration procedure, we replace xk by x̄k. Otherwise,
problem (4.2) has no feasible solution, a feasible x̄k was not obtained, or numerical
difficulties prevent us from solving problem (4.2). We then set xk as a stopped point.
In both cases we proceed to step 4avii.

A typical restoration procedure consists in the minimization of an infeasibility
measure, for example the sum of the violated inequality constraints at the current
point, plus the sum of squares of the violated equality constraints, plus a regular-
ization term. Further numerical difficulties may also arise in solving this nonlinear
optimization problem. In that case, we consider the current point as stopped. While
other more complex restoration procedures could be considered, we chose to include
this simple procedure before giving up on the current point to provide progress to the
algorithm. See [23] for a discussion of a more complex restoration procedure.

7. Numerical results. In this section we report on the numerical results of
our implementation. We use a set of multiobjective test problems collected from the
literature and modeled in AMPL [2]. AMPL allows us to obtain, through automatic
differentiation, first and second derivatives for objectives and constraints (although
second derivatives of the constraints are not used in our implementation). Approx-
imations to Pareto fronts computed are used to compare performance with other
solvers via performance profiles and data profiles. In the next subsection we describe
test problems used as well as the performance profiles by which we will ascertain the
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Table 1

Bound constrained multiobjective problems.

Problem m n Problem m n Problem m n Problem m n
BK1 2 2 DTLZ3 3 12 Jin4 a 2 2 MOP6 2 2
CEC09 1 2 30 DTLZ3n2 2 2 KW2 2 2 MOP7 3 2
CEC09 10 3 30 DTLZ4 3 12 lovison1 2 2 SK1 2 1
CEC09 2 2 15 DTLZ4n2 2 2 lovison2 2 2 SK2 2 4
CEC09 3 2 30 DTLZ5 a 3 12 lovison3 2 2 SP1 2 2
CEC09 7 2 30 DTLZ5n2 a 2 2 lovison4 2 2 SSFYY1 2 2
CEC09 8 3 30 DTLZ6 3 22 lovison5 3 3 SSFYY2 2 1
CL1 2 4 DTLZ6n2 2 2 lovison6 3 3 TKLY1 2 4
Deb41 2 2 ex005 2 2 LRS1 2 2 VFM1 3 2
Deb513 2 2 Far1 2 2 MHHM1 3 1 VU1 2 2
Deb521a a 2 2 Fonseca 2 2 MHHM2 3 2 VU2 2 2
Deb521b 2 2 GE2 2 40 MLF1 2 1 ZDT1 2 30
DG01 2 1 GE5 3 3 MLF2 2 2 ZDT2 2 30
DG02 a 2 1 IKK1 3 2 MOP1 2 1 ZDT3 2 30
DTLZ1 3 7 IM1 2 2 MOP2 2 4 ZDT4 2 10
DTLZ1n2 2 2 Jin1 2 2 MOP3 2 2 ZDT6 a 2 10
DTLZ2 3 12 Jin2 a 2 2 MOP5 3 2 ZLT1 3 10
DTLZ2n2 2 2 Jin3 2 2

overall performance of the implementation. After that, we present numerical results
obtained on our set of test problems as well as on real-word applications.

7.1. Test problems and profiles.

7.1.1. Test problems. We consider those test problems available in [6] that
are sufficiently smooth. These problems are available by following the instructions
at http://www.mat.uc.pt/dms. We enrich the test problem database with further
test problems provided in [8, 11, 14, 24] as well as those available in the MacMOOP
database (http://wiki.mcs.anl.gov/leyffer/index.php/MacMOOP). The full test set
is presented in Table 1 for bound constrained problems, i.e., for problems where the
feasible set is Ω = {x ∈ Rn : � ≤ x ≤ u} for some � ∈ (R ∪ {−∞})n, u ∈ (R ∪ {∞})n,
and in Table 2 for nonlinearly constrained optimization problems. In both tables, m
is the number of objective functions, n is the number of variables, “Linear” is the
number of linear constraints, and “Nonlinear” is the number of nonlinear constraints.
We provide our full problem database at www.norg.uminho.pt/aivaz/mosqp.

The test set includes problems with both a convex and a nonconvex Pareto front.
About 50% of the unconstrained or simple bound constrained biobjective problems
have a convex Pareto front. Four biobjective problems with nonlinear constraints
exhibit a nonconvex Pareto front.

7.1.2. Performance profiles. We provide most of our numerical results in the
form of performance profiles. Performance profiles were first proposed for single-
objective optimization problems in [9] and later adapted to multiobjective optimiza-
tion in [6]. Performance profiles are defined by a cumulative function ρ(τ) presenting
a performance ratio with respect to a given metric for a given set of solvers. Given
a set of solvers SO and a set of problems P , let tp,s be the performance of solver s
on solving problem p. Usually, the metric tp,s is an algorithmic performance metric
like the number of iterations needed to attain a solution. The performance ratio is
then defined as rp,s := tp,s/mins̄∈SO tp,s̄. The cumulative function ρs(τ) (s ∈ SO) is
defined as the percentage of problems whose performance ratio is below or equal to τ ,
i.e., ρs(τ) := |{p ∈ P : rp,s ≤ τ}|/|P|. For a solver s, we can interpret ρs(τ) as the

http://www.mat.uc.pt/dms
http://wiki.mcs.anl.gov/leyffer/index.php/MacMOOP
www.norg.uminho.pt/aivaz/mosqp
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Table 2

Linear and nonlinearly constrained multiobjective problems.

Problem m n Linear Nonlinear Problem m n Linear Nonlinear
ABC comp 2 2 2 1 KW1 2 5 2 3
BNH 2 2 0 2 liswetm 2 7 5 0
CEC09 C10 3 10 0 1 MOLPg 001 3 8 8 0
CEC09 C3 2 10 0 1 MOLPg 002 3 12 13 0
CEC09 C9 3 10 0 1 MOLPg 003 3 10 12 0
ex001 2 5 2 3 MOQP 0001 3 20 10 0
ex002 2 5 0 4 MOQP 0002 3 20 9 0
ex003 2 2 0 2 MOQP 0003 3 20 10 0
ex004 2 2 2 0 OSY 2 6 4 2
GE1 2 2 0 1 SRN 2 2 1 1
GE3 2 2 0 2 TNK 2 2 0 2
GE4 3 3 0 1 WeldedBeam 2 4 1 3
hs05x 3 5 6 0

probability of the performance of s on an arbitrary problem to be within a factor of τ
of the best performance. We compare the values of ρs(1) for all solvers s ∈ SO when
looking for the most efficient solver, while we consider ρ(τ) for τ → ∞ to compare
solvers with respect to robustness, as the solver that attains a larger ρ(τ) for large τ
is the one able to solve a larger percentage of problems.

Multiobjective optimization problems pose a particular challenge to the notion of
performance profiles, as it is not a priori clear what an appropriate metric for quality
of solution is. In general, the output of a multiobjective optimization solver is a set
of points, and not just one point, and one of the tasks of the solver is to compute
a set of points serving as an approximation of the full Pareto set. Here we consider
the following metrics: the Purity metric [6], two spread metrics [6], and the popular
hypervolume metric [26].

Purity metric. Let Fp,s be the approximation to the Pareto front computed by
solver s for problem p. Let Fp be the approximation to the Pareto front obtained
by the union of all individual Pareto approximation, ∪s∈SFp,s, where all dominated
points are removed. Since the true Pareto front is not known for all problems in our
problems database, we consider Fp in place of the true Pareto front. We define the
purity metric as the number of points in Fp divided by the number of points solver s
is able to compute that are not dominated by any other point computed, i.e.,

tp,s =
|Fp|

|Fp,s ∩ Fp|
.

The purity metric measures the inverse of how many nondominated points a
solver is able to compute from the set of all nondominated points computed. In our
version of the metric, small values are better, as necessitated when using performance
profiles. In case |Fp,s ∩ Fp| = 0 we set tp,s := ∞, meaning that solver s was unable
to provide even a single nondominated point for problem p. See [6] for further details
and discussions.

Spread metrics. While the purity metric measures how well a solver is able to
compute nondominated points, the purity metric is unable to provide any information
about how points are spread over the Pareto front. In order to understand whether a
given solver is able to provide an approximation to the Pareto front whose points are
“well distributed,” we consider two additional metrics for our performance profiles.
Let the approximated Pareto front computed by solver s for problem p be formed
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of N points x1, . . . , xN , and let these points be sorted by objective function j, i.e.,
fj(xi) ≤ fj(xi+1) (i = 1, . . . , N). Furthermore, let x0 and xN+1 be the extreme values
for objective j; i.e., x0 is the best known approximation to a global minimum of fj ,
and xN+1 is the best known approximation to a global maximum of fj, computed
over all Pareto front approximations obtained. Define δi,j = |fj(xi+1)− fj(xi)|, and
let δ̄j (j = 1, . . . ,m) be the average of the distances δi,j . The Γ > 0 and Δ > 0
metrics are then defined as

Γp,s = max
j∈{1,...,m}

max
i∈{0,...,N}

δi,j

and

Δp,s = max
j∈{1,...,m}

(
δ0,j + δN,j +

∑N
i=1 |δi,j − δ̄j |

δ0,j + δN,j + (N − 1)δ̄j

)
.

Including x0 and xN+1 in the above is important, as f(x1) and f(xN ) may be close to
each other but far away from the true Pareto front extremes. This inclusion ensures
that the metric Γ is always well defined, while Δ is not defined in the case N = 1,
x0 = x1 = xN+1.

While the Γ metric measures the largest gap in the Pareto front, the Δ metric
measures the scaled deviation from the average gap in the Pareto front. Further details
on these metrics are available in [6]. We set tp,s = Γp,s or tp,s = Δp,s depending on
the selected metric.

Hypervolume metric (S-metric). The hypervolume metric proposed in [26, 25]
corresponds to the volume of the dominated space, enclosed by the nondominated
points and the origin. A more detailed description is available in [4].

We use the code from ftp://ftp.tik.ee.ethz.ch/pub/people/zitzler/hypervol.c to
compute the hypervolume metric, and we have interfaced this code with MATLAB
for the performance profile generation.

Using the hypervolume as defined in [26] may result in an invalid value for the
metric, since the hypervolume measure is zero for a Pareto front formed by only one
point. The performance profile modification used in [22] was used to address this
possibility. This modification corresponds to defining tp,s := tp,s + 1 − mins̄∈SO tp,s̄
when mins̄∈SO tp,s̄ < 0.001 and leaving tp,s unchanged in all other cases.

7.1.3. Data profiles. Data profiles were originally proposed for derivative-free
single-objective optimization algorithms [19] and later extended to derivative-free mul-
tiobjective optimization algorithms in [6]. A data profile can be interpreted as a cu-
mulative distribution function ds(σ) that reports the percentage of problems solver s
is able to solve, given a budget of σ objective function evaluations. Since data profiles
allow us to discuss the computational resources an algorithm needs to solve a problem,
we describe further numerical results using this approach.

Formally, the data profile function is defined as follows:

ds(σ) =
|{p ∈ P : hp,s ≤ σ}|

|P| ,

where hp,s is the number of function and gradient evaluations needed to solve prob-
lem p by solver s.

A further issue in multiobjective optimization arises from the lack of a simple
definition for having solved a particular multiobjective optimization problem. Again,

ftp://ftp.tik.ee.ethz.ch/pub/people/zitzler/hypervol.c
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this stems from the fact that we have to approximate a whole set of points, and do
not just need to compute one point, as in single-objective optimization. As in [6], we
use the following notion. A solver s is said to have solved problem p with accuracy
ε if the following holds. Let Fp be a set of points that we consider as a high-quality
approximation of the Pareto front. In our numerical experiments, the set Fp is com-
puted by running the solver s for a limit of 5000 function evaluations, ignoring any
other stopping criteria. The solver s has then solved problem p with accuracy ε if

|Fp,s ∩ Fp|
|Fp|/|SO| ≥ 1− ε.

7.2. Numerical results. As described in the last subsection, we present our
numerical results in the form of performance and data profiles. We compare our
implementation with the NSGA II solver [8] (C version 1.1) for all test problems and
with a classical scalarization approach for biobjective test problems. A population of
100 points was used for NSGA II. To generate the corresponding performance profiles
for this solver, we used 200 generations, corresponding to a total of 20,000 objective
and constraint function evaluations, since objectives and constraints are evaluated
for each point in each generation. Each objective function evaluation corresponds
to an evaluation of the vector function f , and each constraint function evaluation
corresponds to an evaluation of all the linear and nonlinear constraint functions.

Further, a scalarization approach for biobjective optimization was implemented in
MATLAB, allowing us to compare our implementation against a widely used deriva-
tive based approach. For this, we solve problems of the form

(7.1) min
x∈Ω

wf1(x) + (1− w)f2(x)

for w = k/100, k = 1, . . . , 100, using fmincon for each of the problems (7.1). First and
second derivatives are provided to the solver through AMPL, although the selected
SQP algorithm within fmincon only uses first derivatives. We denote this solution
strategy by MOScalar. While this weighted-sum approach represents a rather elemen-
tary scalarization strategy, and more sophisticated methods exist, weighted-sum is
widely popular in practice and thus represents a baseline approach against which all
practical methods have to be compared.

Let us further denote solvers based on our proposed algorithm with the prefix
MOSQP. We consider six variations of our solver, which correspond to the combi-
nations of the initialization strategy and the selected Hi, as described above. For
example, MOSQP (H = ∇2f, rand) corresponds to the rand initialization strategy
where the true objective function Hessian is considered in both stages, while MOSQP

(H = (I,∇2f), line) corresponds to the line initialization strategy where the iden-
tity matrix is used in the second algorithmic stage and the true objective Hessian is
used in the third algorithmic stage. Since NSGA II is a stochastic algorithm and we
provide an implementation with a stochastic initialization, we have performed 10 runs
for each solver with a stochastic element, namely for NSGA II, MOSQP (H = I, rand),
MOSQP (H = ∇2f, rand), and MOSQP (H = (I,∇2f), rand). For each stochastic
solver we computed the best and worst Pareto fronts, i.e., the best Pareto front for
a given stochastic solver is the computed Pareto front that has the higher number of
nondominated points when compared with the approximated Pareto front Fp, while
the worst is the one with the smallest number of nondominated points when compared
with Fp.
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Fig. 1. Pareto fronts obtained with the MOSQP and MOScalar for problem CL1. Note that MOScalar
finds only one Pareto point here.

As such, we are considering a significant number of performance and data profiles.
To keep matters succinct, we will discuss in what follows only the most important
findings. The interested reader can access the full set of profiles and Pareto front
plots at the solver webpage http://www.norg.uminho.pt/aivaz/mosqp.

7.2.1. Approximate Pareto fronts. Before discussing the performance and
data profiles obtained, we set the stage by providing illuminating examples of Pareto
front approximations computed by the solvers considered. Pareto front approxima-
tions obtained by MOSQP (H = (I,∇2f), line) and MOScalar for the CL1 problem
are depicted in Figure 1. As can be clearly seen, MOSQP (H = (I,∇2f), line) is
able to capture the overall front well, while MOScalar finds only a single point. The
weighted-sum objective for problem CL1 is

200w(2x1 +
√
2x2 +

√
x3 + x4) + 10−2w

(
2

x1
+

2
√
2

x2
− 2

√
2

x3
+

2

x4

)

with constraints 1 ≤ x1, x4 ≤ 3 and
√
2 ≤ x2, x3 ≤ 3. For parameters w = k/100,

k = 1, . . . , 100, the optimal solution of all these parameterized problems is always
x = (1,

√
2,
√
2, 1). While this might appear to be a somewhat extreme example,

subsection 7.3 shows a real-world test case exhibiting exactly the same phenomenon;
see especially Figure 8. Further depictions of Pareto front approximations can be
found in subsection 7.3. As a final illustrative example, Figure 2 shows a case where
the MOSQP solver has difficulties in computing a good approximation to the Pareto
front for the given budget of iterations and function evaluations.

7.2.2. Solver performance. We discuss the performance of our approach in
three separate parts: the use of computational resources (number of function evalu-
ations), the quality of the approximation found (purity metric, spread metrics, and
hypervolume metric), and data profiles (number of problems solved per solver).

Computational resources. First we discuss the computational resources needed
by various solvers to solve multiobjective optimization problems. We measure the

http://www.norg.uminho.pt/aivaz/mosqp
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Fig. 2. Pareto fronts obtained with the MOSQP and MOScalar for problem CEC09 1. MOSQP has
difficulties computing a good approximation to the Pareto front.

Table 3

Number of objective function, gradient, and Hessian evaluations for the bound constrained test
set. Note that in our experiments, NSGA II always uses 20, 000 function evaluations but no gradient
or Hessian evaluations.

#f #∇f #∇2f

MOSQP version max Avg min max Avg min max Avg min

H = ∇2f , line 3639.5 643.7 207.0 1489.0 218.4 6.0 1483.0 209.8 2.0

H = I, line 3782.0 945.4 207.0 1544.0 266.7 6.0 0.0 0.0 0.0

H = (I,∇2f), line 3643.5 757.2 207.0 1163.5 249.3 6.0 1041.0 130.9 0.0

H = ∇2f , rand 4013.5 598.9 203.0 1309.0 157.5 3.0 1303.0 149.0 2.0

H = I, rand 12241.5 857.9 203.0 1578.0 235.5 3.0 0.0 0.0 0.0

H = (I,∇2f), rand 11564.0 712.5 203.0 1544.0 199.2 3.0 652.0 102.8 0.0

MOScalar 33568.0 3383.9 200.0 15383.0 1360.7 100.0 0.0 0.0 0.0

resources needed by objective and constraint function evaluations, as well as their
derivatives. Tables 3 and 4 present the maximum, average, and minimum numbers
of function evaluations (#f), the number of objective gradient function evaluations
(#∇f), the number of objective Hessian function evaluations (#∇2f), the number of
nonlinear constraint function evaluations (#c), and the number of nonlinear constraint
gradient evaluations (#∇c) that variants of MOSQP need on the bound constrained and
the linearly and nonlinearly constrained test sets, respectively. The same figures are
presented for the MOScalar solver, considering only biobjective optimization prob-
lems. We do not provide information on the number of linear constraint evaluations
performed, as the corresponding computational effort is negligible. Tables 3 and 4
show in each entry the number of function, gradient, and Hessian evaluations divided
by the number of objective functions, since the solvers report the number of individ-
ual objective function evaluations. Note that in our setting NSGA II always performs
20,000 function evaluations and 20,000 constraint evaluations on each problem. As
can be seen, all variants of MOSQP consistently outperform both MOScalar and NSGA

II.



2114 JÖRG FLIEGE AND A. ISMAEL F. VAZ

Table 4

Number of objective function, gradient, and Hessian evaluations for the linearly and nonlinearly
constrained test sets. Note that in our experiments, NSGA II always uses 20, 000 function evaluations
but no gradient or Hessian evaluations.

#f #∇f #∇2f

MOSQP version max Avg min max Avg min max Avg min

H = ∇2f , line 4013.0 1057.2 230.5 1641.5 351.6 23.5 1634.0 340.8 15.0

H = I, line 3962.0 1427.8 249.5 1826.5 472.4 29.5 0.0 0.0 0.0

H = (I,∇2f), line 3919.0 1281.2 245.5 1826.5 443.1 25.5 537.0 107.4 0.0

H = ∇2f , rand 4401.3 1009.8 224.5 1104.0 301.8 16.5 1073.0 291.0 8.0

H = I, rand 3823.0 1346.9 262.5 1629.5 458.5 27.5 0.0 0.0 0.0

H = (I,∇2f), rand 3745.0 1301.0 271.5 1639.5 436.7 30.5 427.0 100.1 0.0

MOScalar 49865.0 5316.9 600.0 15836.0 1813.5 300.0 0.0 0.0 0.0

#c #∇c

MOSQP version max Avg min max Avg min

H = ∇2f , line 4040.0 1160.8 0.0 1885.0 486.6 0.0

H = I, line 6751.0 1692.5 0.0 2803.0 614.0 0.0

H = (I,∇2f), line 6751.0 1528.3 0.0 2418.0 568.4 0.0

H = ∇2f , rand 9663.0 1108.3 0.0 2689.0 412.1 0.0

H = I, rand 14299.0 1553.9 0.0 5102.0 596.2 0.0

H = (I,∇2f), rand 16431.0 1555.7 0.0 5280.0 585.9 0.0

MOScalar 49865.0 5181.9 0.0 15836.0 1746.1 0.0

Quality metrics. Next, we turn our attention to the quality of solutions provided,
i.e., how good the set of points produced by various methods approximates the true
Pareto front, measured by the various metrics introduced above. All MOSQP solver
variations were able to perform well when compared with other approaches. Overall,
we found that MOSQP (H = (I,∇2f), line) provided the best performance, which
is the reason why in what follows we focus on comparing this variant against other
approaches.

Considering first classical scalarization techniques, we compare MOScalar against
MOSQP on biobjective optimization test problems. In terms of quality of solutions
provided, Figure 3 shows that MOSQP (H = (I,∇2f), line) outperforms MOScalar
robustness on biobjective problems with respect to the Purity metric while being
slightly outperformed with respect to efficiency on the same metric. The purity metric
is sensitive to the number of solvers considered in the profile, and only two solvers
should be compared with each other with this metric.

Next, we compare variants of MOSQP with NSGA II. We present in Figure 3 a
comparison between our implementation and NSGA II for all test problems from Ta-
bles 1 and 2, using the Purity metric in the performance profile. For the best NSGA
II run we conclude from Figure 3 that MOSQP (H = (I,∇2f), line) is able to solve
about 75% of the problems with the best metric, while NSGA II solves about 45%
of the problems with the best metric. Considering τ → ∞, we can further conclude
that MOSQP (H = (I,∇2f), line) is able to solve all problems, while NSGA II solves
about 90% of the problems given. Note also that the MOSQP implementations make
use of local approximation methods, and thus convergence to local optimal points is
guaranteed. In contrast to this, NSGA II is at best associated with a probabilistic
notion of convergence. This further favors the use of MOSQP in one of its variants.

Regarding the Δ and Γ spread metrics, we note that these metrics are independent
of any solver or any given approximation to any Pareto front. Therefore, all solvers can
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Fig. 3. Purity performance profiles. Left: bound constrained and linearly and nonlinearly
constrained biobjective test sets. Right: bound constrained and linearly and nonlinearly constrained
test problems, with the best Pareto front returned by NSGA II over 10 runs.
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Fig. 4. Spread average Δ (left) and Γ (right) performance profiles. Biobjective bound con-
strained and linearly and nonlinearly constrained test sets.

be included in a single profile and one can consider maximum, average, and minimum
values of these metrics if several runs of the same stochastic solver are given. However,
for ease of exposition, we have chosen to include only a limited number of solvers in
each performance profile depicted.

We present in Figure 4 performance profiles with the Δ and the Γ metric for the
bound constrained and constrained test sets. Note that the Γ metric is always well
defined and, therefore, we have ρ(τ) → 1 for τ → ∞ for all solvers. For these metrics,
it is clear that MOSQP variants do not perform as well as NSGA II, in particular for the
Γ metric. This can be explained by the fact that at present our implementation has no
implicit control of the spread metric during the optimization procedure, while NSGA

II uses certain measures to select offsprings with a better spread. Similar results
were obtained with the full test set for both metrics, not depicted here as a matter of
brevity.

Performance profiles for the hypervolume metric are provided in Figure 5. We
can observe that MOSQP (H = (I,∇2f), line) is again the most robust and efficient
solver, clearly outperforming the NSGA II solver for the full test set.
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Fig. 5. Average hypervolume performance profile for bound constrained and linearly and non-
linearly constrained test problems. Left: biobjective test problems. Right: all test problems.
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Fig. 6. Data profiles for biobjective test problems (left) and all test problems (right). NSGA II

results are reported for an average over 10 runs (ε = 0.99).

Data profiles. Let us now turn our attention to data profiles. We use again the
approximated Pareto front Fp previously described in section 7.1.3, which is computed
by running all solvers for 5000 function evaluations. We use ε = 0.99 as the parameter
which controls the accuracy to which a problem is considered to be solved. As we also
consider stochastic solvers, we provide data profiles based on the average number of
objective function evaluations over 10 runs.

Figure 6 depicts the relevant profiles. Clearly, MOSQP (H = (I,∇2f), line)

solves more problems than any other solver considered. Note also that all MOSQP
variants consistently outperform NSGA II and MOScalar.

7.3. Real-world applications. To complete our numerical test, we provide
results on difficult real-world problems from space engineering. We focus on two
problems from trajectory optimization, as trajectory optimization plays a substantial
role in overall mission design, and many trajectory optimization problems are known
to be exceptionally difficult in their numerical treatment.

First, we consider the Cassini-1 multiple gravity assist problem; see [1] for further
details. Here we adapt this problem for biobjective optimization. The first objective
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Fig. 7. Best Pareto front approximations for the Cassini problem obtained by MOSQP, MOScalar,
and NSGA II.

function, f1, is the total ΔV, a widely considered performance measure in space en-
gineering. For a given trajectory design, ΔV is the “change in velocity,” the amount
of impulse needed to perform the mission and as such a measure for the amount of
fuel needed. The second objective function, f2, is the squared total travel time to
reach the final destination, a Saturn orbit. The travel time has been squared to form
the objective to penalize exceptionally long trajectories. First derivatives of objective
function f1 and the constraints have been computed by finite differences. For the sec-
ond objective function, exact derivatives were readily available. All solvers were used
with the same algorithmic parameters as in the previous section. Again, stochastic
solvers have been executed 10 times and we are reporting results for their “best run,”
i.e., the run with the least number of points dominated by points produced by other
runs of the same algorithm. Figure 7 shows the Pareto fronts thus obtained. We
can observe that MOSQP (H = I, rand) provides high-quality Pareto points around
the “knee” of the Pareto front but does not provide an approximation with a broad
spread of points. Both NSGA II and MOSQP (H = I, line) provide approximations
to Pareto points with small f2 function values.

For the second real-word problem we consider the Rosetta space mission [1],
another spacecraft trajectory design problem with multiple gravity assists but with
the goal to reach a different celestial body (in this case Comet 67P/Churyumov-
Gerasimenko instead of Saturn). Objective functions are the same as for the Cassini
mission, with the same availability of derivatives. As before, all solvers were used
with the same algorithmic parameters as in the previous section.

As can be seen from Figure 8, good results are obtained by MOSQP (H = I,
line), whose approximation to the Pareto front computed is well spread, except near
what appears to be the minimum of f2, where MOSQP (H = I, rand) provides a bet-
ter approximation, and near what appears to be the minimum of f1, where MOScalar
computes a few good points. Interestingly, the situation appears to be similar to that
depicted in Figure 1, showing again the problematic behavior of MOScalar. NSGA II
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Fig. 8. Best Pareto front approximations for the Rosetta problems obtained by MOSQP, MOScalar,
and NSGA II.

does not compute any point that is not dominated by another point computed by one
of the MOSQP variants.

For both problems, variants of MOSQP are able to approximate important parts
of the Pareto fronts when compared to MOScalar and NSGA II, thus showing their
competitiveness when addressing hard real-world problems.

8. Conclusions. We develop and analyze a novel method for constrained mul-
tiobjective optimization. Under appropriate differentiability assumptions on the ob-
jective and constraint functions we can show local and global convergence to local
Pareto critical points.

We provide a publicly available implementation of the proposed algorithm, which
we denote by MOSQP. The algorithmic framework is flexible enough to be investigated
further to improve algorithmic performance, including the use of quasi-Newton-type
methods and adaptive measures taken to improve the spread of the computed approx-
imation to the Pareto front.

Extensive numerical results are provided for our implementation, and we compare
several variants of our implementation with the state-of-the-art NSGA II solver and an
implementation of a classical scalarization approach for biobjective problems. Numer-
ical results indicate that our implementation performs well for a significant number
of test problems, making the proposed solver the preferred solution framework for
multiobjective optimization problems when derivatives of objective and constraint
functions are available.
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in Comput. Sci. 1498, A. E. Eiben, T. Bäck, M. Schoenauer, and H.-P. Schwefel, eds.,
Springer, Berlin, Heidelberg, 1998, pp. 292–301.

http://www.ampl.com
https://doi.org/10.1137/10079731X
https://doi.org/10.1137/10079731X
https://doi.org/10.1137/S1052623496307510
https://doi.org/10.1137/060672029
https://doi.org/10.1137/08071692X
https://doi.org/10.1137/080724083
https://doi.org/10.1137/S105262349833266X

	Introduction
	Definitions and motivation for the algorithm
	Handling constraints
	Improving a nondominated set of points
	Driving a nondominated set of points to local Pareto optimality

	The search directions
	A multiobjective SQP-type algorithm
	Convergence
	Implementation details
	Numerical results
	Test problems and profiles
	Test problems
	Performance profiles
	Data profiles

	Numerical results
	Approximate Pareto fronts
	Solver performance

	Real-world applications

	Conclusions
	References


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


