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Abstract

Quadratic convergence throughout the active space is achieved for the GRAPE family of quantum optimal control algorithms. We demonstrate in this communication that the Hessian of the GRAPE fidelity functional is unusually cheap, having the same asymptotic complexity scaling as the functional itself. This leads to the possibility of using very efficient numerical optimization techniques. In particular, the Newton-Raphson method with RFO regularized Hessian appears to require fewer system trajectory evaluations than any other algorithm in the GRAPE family. This communication describes algebraic and numerical implementation aspects (matrix exponential recycling, Hessian regularization, etc.) for the RFO Newton-Raphson version of GRAPE and reports benchmarks for common spin state control problems.
Introduction

Scientific instruments used in many applications of quantum theory have reached the limits of what is physically, legally or financially possible. Examples include power deposition safeguards in MRI instruments [1], sample heating thresholds in biomolecular NMR spectroscopy [2] and the steep dependence of the cost of superconducting magnets on the induction they generate [3]. Some limits, such as the length of time a patient can be persuaded to stay inside an MRI machine, are psychological [4], but in practice no less real.

The art of running an experiment to a given accuracy with minimal expenditure of time and resources is known as optimal control theory [5]. In quantum mechanics a popular formulation [6,7] is to specify the desired state vector $\delta$ of the system and maximise the following fidelity functional $J$ with respect to the instrumentally controllable part of the Hamiltonian $H_1(t)$:

$$J[H_1(t)] = \text{Re}\langle\delta|\exp_{(o)}\left[-i\int_0^T\left(H_0 + H_1(t) + iR\right)dt\right]|\rho_0\rangle - K[H_1(t)]$$

(1)

where $\exp_{(o)}$ indicates a time-ordered exponential [8], $H_0$ is the part of the system Hamiltonian that cannot be controlled, $R$ is the relaxation operator, $\rho_0$ is the initial state vector and $K$ is a penalty functional enforcing the constraints mentioned in the previous paragraph.

Once the controllable part of the Hamiltonian is parameterized, the variation $\delta J/\delta H_1$ becomes a gradient $\nabla J$ in the parameter space and the process of maximizing $J$ becomes an instance of the very well researched non-linear optimization problem for a continuous function [9,10]. Of the major families of derivative based optimization methods, gradient descent [7], conjugate gradients [11], and quasi-Newton methods [12,13] have all been explored in the optimal control context. In this communication we evaluate the performance of the Newton-Raphson method for optimal control of spin dynamics and propose solutions to the associated numerical problems of Hessian regularization and matrix exponential recycling.

Newton-Raphson version of the GRAPE algorithm

The gradient ascent pulse engineering (GRAPE) method [7,12] proceeds by splitting the Hamiltonian into the uncontrollable part $H_0$ and a number $K$ of control operators $H_k$ with time-dependent coefficients $c_k(t)$

$$H(t) = H_0 + \sum_{k=1}^K c^{(k)}(t)H_k$$

(2)

The coefficients are discretized on a finite grid of time points (usually with a uniform step $\Delta t$)

$$c^{(k)}(t) \rightarrow c^{(k)} = [c^{(k)}(t_1), c^{(k)}(t_2), \ldots, c^{(k)}(t_N)], \quad t_1 < t_2 < \ldots < t_N$$

(3)

and the local optimality condition is defined as $\nabla J = 0$ with a negative definite Hessian matrix. With a piecewise-constant Hamiltonian, the time-ordered exponential in Equation (1) becomes

$$\exp_{(o)}\left[-i\int_0^T\left(H_0 + H_1(t) + iR\right)dt\right] = \prod_n \exp\left[-i\left(H_0 + \sum_{k=1}^K c^{(k)}_n H_k + iR\right)\Delta t\right]$$

(4)
with a time-ordered product, and the equation itself acquires the following form:

\[ J(\mathbf{c}^{(1)}, \ldots, \mathbf{c}^{(k)}) = \text{Re} \langle \hat{\delta} | \mathbf{P}_N \cdots \mathbf{P}_2 \mathbf{P}_1 | \mathbf{\rho}_0 \rangle - K(\mathbf{c}^{(1)}, \ldots, \mathbf{c}^{(k)}) \]

\[ \mathbf{P}_n = \exp \left[ -i \left( \mathbf{H}_0 + \sum_{k=1}^{K} c_n^{(k)} \mathbf{H}_k + i \mathbf{R} \right) \Delta t \right] \]  

(5)

A particular strength of the GRAPE method is that the gradient of the fidelity functional

\[ \frac{\partial J}{\partial c_n^{(k)}} = \text{Re} \langle \hat{\delta} | \mathbf{P}_N \cdots \mathbf{P}_{n+1} \frac{\partial \mathbf{P}_n}{\partial c_n^{(k)}} \mathbf{P}_{n-1} \cdots \mathbf{P}_1 | \mathbf{\rho}_0 \rangle \]

(6)

has the same numerical complexity scaling as the fidelity functional itself [7]. In our previous communication [14] we have pointed out that this also applies to the Hessian of \( J \)

\[ \frac{\partial^2 J}{\partial c_n^{(j)} \partial c_m^{(k)}} = \text{Re} \langle \hat{\delta} | \mathbf{P}_N \cdots \mathbf{P}_{n+1} \frac{\partial^2 \mathbf{P}_n}{\partial c_n^{(j)} \partial c_m^{(k)}} \mathbf{P}_{n-1} \cdots \mathbf{P}_1 | \mathbf{\rho}_0 \rangle \]

(7)

and noted that this situation is highly unusual in non-linear optimization theory – Hessians are normally so expensive that a significant body of work exists on the subject of avoiding their calculation and recovering second derivative information in an approximate way from the gradient history [9,10,15,16]. The recent BFGS-GRAPE algorithm [12] is an example of such approach. The fact that the Hessian is cheap suggests that Newton-Raphson type algorithms [9,10] with the control sequence update rule at step \( s \)

\[ \mathbf{c}_{s+1} = \mathbf{c}_s - \left[ \nabla^2 J_s \right]^{-1} \nabla J_s \]  

(8)

formulated in terms of the gradient \( \nabla J \) and the Hessian \( \nabla^2 J \) of the fidelity functional \( J(\mathbf{c}) \) with a suitable line search procedure are a natural next step.

In principle, Equations (1)-(8) define the algorithm completely. However, three logistical problems present themselves that must be solved before the method becomes useful in practice: (a) efficient calculation of matrix exponential derivatives, (b) exponential derivative recycling between Equations (6) and (7) that is required for efficient scaling, and (c) regularization of the Hessian matrix in Equation (8) that is needed to avoid the numerical difficulties [9,10] associated with its inverse. Solution to the first problem is known – our experience indicates that the auxiliary matrix method [14,17] based on the following block matrix relation

\[
\begin{pmatrix}
\mathbf{P}_n & \frac{\partial \mathbf{P}_n}{\partial c_n^{(i)}} & A_n^{(i)} \\
0 & \mathbf{P}_n & \frac{\partial \mathbf{P}_n}{\partial c_n^{(j)}} \\
0 & 0 & \mathbf{P}_n
\end{pmatrix}
= \exp \left[ -i \left( \begin{pmatrix} \mathbf{H}(t) & \mathbf{H}_i & 0 \\ 0 & \mathbf{H}(t) & \mathbf{H}_j \\ 0 & 0 & \mathbf{H}(t) \end{pmatrix} \right) \Delta t \right],
\frac{\partial^2 \mathbf{P}_n}{\partial c_n^{(i)} \partial c_n^{(j)}} = A_n^{(i)} + A_n^{(j)}
\]  

(9)
works very well – a $3 \times 3$ block matrix is used to compute the second derivative and a $2 \times 2$ block matrix when only the first derivative is required [14]. The problems of derivative recycling and Hessian regularization, however, are non-trivial – they are dealt with in the next two sections.

**Matrix function recycling**

Repeated evaluation of expensive matrix functions of the same argument is a common problem in quantum dynamics simulations. In our context this problem is evident in Equations (6) and (7) where exponentials of the same matrix are expected to occur multiple times. Storing all previously encountered arguments and running a database search at each call would be inconvenient and inefficient. In this section we propose a method that, subject to sufficient storage being available, enables convenient and efficient recycling of expensive matrix functions.

Simply looking up a matrix in a database of previously encountered ones is out of question for the following reasons. On modern computer architectures a memory retrieval and comparison operation takes at least one CPU clock cycle. The time cost of looking up a given matrix in a sorted list of previously encountered ones is therefore at least $O(N_{nz} \log N_M)$ clocks [18], where $N_{nz}$ is the number of non-zero elements in the matrix, and $N_M$ is the number of matrices in the database. The worst-case sorting cost for the database of previously encountered matrices is $O(N_{nz}N_M \log N_M)$ clocks [18], which is unacceptable because the number of non-zeros in commonly encountered matrices can be in the millions.

The standard solution from database theory is to use a hash table [19]. This being a physical sciences journal, a detailed exposition is perhaps warranted. A cryptographic *hash function* is a function that accepts an input (called *message*) of any length and produces an output (called *digest*) with the following properties [20]:

1. The complexity of computing the digest is linear with the size of the message.
2. A single-bit modification in the message is *almost certain* to change its digest.
3. Two randomly selected messages are *almost certain* to have different digests.

The first property offers a solution to our lookup cost problem: the complexity of computing the hash is $O(N_{nz})$ – negligible compared to the cost of expensive matrix factorizations [21] and significantly smaller than the direct sorting and lookup costs discussed above. Hashing a matrix is a straightforward procedure: for full matrices, the array is typecast (in-place, to avoid making a memory copy) into UINT8 and fed into a hashing engine. For sparse matrices, the index array, the value array and the array of matrix dimensions are typecast into UINT8, concatenated and hashed as a single message. The cost of sorting the hash table is $O(N_M \log N_M)$ and the cost of looking up a digest in the sorted list is $O(\log N_M)$ [18]. This reduces the total cost of the matrix lookup to $O(N_{nz}) + O(N_M \log N_M) + O(\log N_M)$. In situations where matrix operation caching is necessary, $N_{nz} \gg N_M \gg \log N_M$ (this may also be viewed as the condition under which it is sensible to use matrix operation caching) – the overall asymptotic cost of hash table matrix lookup and all the associated housekeeping is therefore $O(N_{nz})$ clocks. It should be noted that extremely efficient hashing hardware has recently become available as a side effect of the emergence of cryptocurrencies [22].
The second and the third properties provide collision safety assurances: the definition of *almost certain* in this context is that one needs to calculate $2^{N/2}$ hash values (where $N$ is the number of bits in the digest) to have a 50% probability of seeing a hash collision [23]. Even with basic 128-bit hash functions, such as MD5, this is a vanishingly rare event in the physical sciences context: a useful rule of thumb in modern physics is that any probability smaller than that of the researcher committing suicide (approximately $9.7 \times 10^{-5}$ per year in the UK in 2013 [24]) is negligible. Caching algorithms based on MD5 and SHA hash functions fall below that measure by many orders of magnitude – for our purposes they are safe. If absolute certainty is required, an additional step of comparing the matrices element-by-element may be added, at the cost of extra storage, but without any changes to the asymptotic $O(N_{NZ})$ complexity scaling estimate.

The benefit derived from the caching procedure has the same caveats as the well-researched algorithms for caching disk access [25] – when the same sectors are requested repeatedly, the benefit is large, but for random access the cache can actually make the process slower. Matrix function caching should therefore only be used in situations where repeated requests for expensive functions of the same argument are likely – that situation is thankfully very frequent. The hashing and caching procedure may also be viewed as a generalization of the concept of a look-up grid, but without the possibility of interpolation. Implementing an interpolated look-up grid would of course be impractical due to the large dimension of the interpolation problem space.

In the quantum dynamics context, the increase in performance resulting from using matrix exponential caching is illustrated in Figure 1. The CN2D NMR pulse sequence [26] is designed to correlate $^{14}$N and $^{13}$C NMR signals under magic angle spinning conditions. It contains multiple periods that have identical Hamiltonians – the caching algorithm identifies those automatically and avoids their recalculation.

![Figure 1. Wall clock time consumed by the simulation of the CN2D solid state NMR experiment [26] for a $^{14}$N-$^{13}$C spin pair in glycine with different matrix exponential caching settings in Spinach [27]. Light grey columns correspond to running with matrix caching switched off, medium grey columns are for runs with the caching switched on and a cache that is empty at the start of the simulation. Dark grey columns correspond to simulations where all required matrix exponentials are already present in the cache. Details of the NMR pulse sequence and the spin Hamiltonians involved are given in Reference [26].](image-url)
It is in principle possible to hand-code this simulation in such a way as to avoid repeated calls to expensive functions by manually identifying the time intervals that have identical Hamiltonians. Such an approach would not, however, be scalable to more complicated experiments and to highly general and automated simulation systems, such as **Spinach** [27].

Cache destination can be a file system or a key-value store of any type – a solid state disk was used in this work. In practice, the latency of the cache storage device means that for small matrices it may be faster to recalculate the function. In our practical experience, the caching procedure becomes beneficial once the dimension exceeds 512. Because matrix exponentiation dominates the numerical cost of optimal control simulations, a beneficial side effect is a rapid restart capability for the GRAPE algorithm – the calculation can re-trace its steps quickly.

**Hessian regularization**

Newton-Raphson and quasi-Newton methods (minimisation is assumed here) rely on the necessary conditions for Taylor’s theorem [28,29] and use a local quadratic approximation:

\[ \Delta J = J(c_{s+1}) - J(c_s) \approx \langle \nabla J_s | c_s \rangle + \frac{1}{2} \langle c_s | \nabla^2 J_s | c_s \rangle \]  

(10)

The first order necessary condition requires any minimiser \( \tilde{c} \) to be a stationary point

\[ \nabla J(\tilde{c}) = 0 \]  

(11)

Imposing this condition on Equation (10) gives the control sequence update rule of Equation (8). The second order necessary condition is

\[ \langle c | \nabla^2 J(\tilde{c}) | c \rangle > \varepsilon \langle c | c \rangle \quad \forall c \in \mathbb{R}^{KN} \]  

(12)

where \( \varepsilon \) is a positive scalar, *i.e.* the Hessian \( \nabla^2 J(\tilde{c}) \) must be positive definite at \( \tilde{c} \). This is evident from Equation (8), in which a negative Hessian eigenvalue would result in a step being performed up, rather than down, the corresponding gradient direction.

A significant problem is that far away from a minimiser, the Hessian is not actually expected to be positive definite. Small Hessian eigenvalues are also problematic because they result in overly long steps that can be detrimental because most fidelity functionals are not actually quadratic. A significant amount of research has gone into modifying the Hessian in such a way as to avoid these undesired behaviours [30-40].

One fairly cheap way to work around an indefinite Hessian is to attempt Cholesky factorization, which exists for any invertible positive definite matrix [41]:

\[ \nabla^2 J = LL^T \Rightarrow \left( \nabla^2 J \right)^{-1} = L^{-1}L^T \]  

(13)

where \( L \) is a lower triangular matrix and \( L^T \) is its transpose. If this fails, an identity matrix may be used as a substitute for the Hessian, effectively reverting to a gradient descent step for any iterations that produce an indefinite Hessian [42]. The problem with this approach is that indefinite Hessians become more common as the dimension of the problem increases, making the minimizer spend most of the time in the gradient descent mode and destroying any advantage of the second-order method over simple gradient descent – we do not recommend this technique.
A more sophisticated workaround is to use the eigenvalue shifting (aka trust region) method, suggested by the origins of the Levenberg-Marquardt algorithm [43,44] and using the Cholesky decomposition [45] on a Hessian with a multiple of the unit matrix added [9,30,33,36,38,46]:

$$\nabla^2 J + \sigma I = LL^T, \quad \sigma \geq 0$$  \hspace{1cm} (14)

The choice of \( \sigma \) is made to produce a positive definite Hessian and satisfy Equation (12), with the trial value

$$\sigma = \begin{cases} 
\|\nabla^2 J\|_2 - \min[\nabla^2 J] & \text{if } \min[\nabla^2 J] < 0 \\
\|\nabla^2 J\|_2 & \text{if } \min[\nabla^2 J] \geq 0
\end{cases}$$  \hspace{1cm} (15)

chosen in that way because the Frobenius norm of the Hessian is an upper bound on the largest absolute eigenvalue. The value of \( \sigma \) is increased iteratively until the Cholesky decomposition succeeds [10] and the inverse Hessian may be obtained. Alternatively, Hessian eigenvalues may be computed explicitly [31] and a precise estimate made for the value of \( \sigma \) in Equation (14):

$$\begin{align*}
\left[ \nabla^2 J \right] &= Q \Lambda Q^{-1}, \\
\sigma &= \max(0, \delta - \min(\Lambda_{ii})) \\
\left[ \nabla^2 J \right]_{\text{reg}} &= Q(\Lambda + \sigma I)^{-1}
\end{align*}$$  \hspace{1cm} (16)

where \( \Lambda \) is a diagonal matrix containing the eigenvalues of \( \nabla^2 J \) and \( Q \) is the matrix with columns of corresponding eigenvectors. The user-specified positive value of \( \delta \) is included to make the Hessian positive definite. The primary problem with this method is that, for poorly conditioned Hessian matrices, the regularization procedure destroys much of the curvature information and the technique effectively becomes a combination of Newton-Raphson method and the gradient descent. Based on our practical performance evaluation, it is also not recommended here: formally, Equations (14) and (16) do solve the step direction problem, but the convergence rate we have seen in practice was not superior to gradient descent.

The method that was found to perform best in our practical testing is known as rational function optimization [32,37,39]. It replaces the Taylor expansion with a Padé approximant [47]:

$$\Delta J = \frac{\langle \nabla J | e \rangle + \frac{1}{2} \langle e | \nabla^2 J | e \rangle}{1 + \langle e | S | e \rangle}$$  \hspace{1cm} (17)

This preserves the derivative information of Equation (10), leaving the necessary conditions unchanged, because the derivatives of \( [1 + \langle e | S | e \rangle]^{-1} \) give contributions only through higher orders in \( e \). The nature of the rational function means that the asymptotes of \( \Delta J \) and its gradients remain finite for \( e \to \pm \infty \), determined by the Hessian and the symmetric scaling matrix \( S \). The first order necessary condition for Equation (11) gives the following eigenvalue equation:

$$\begin{pmatrix} \nabla^2 J & \nabla J \\ \nabla J^T & 0 \end{pmatrix} \begin{pmatrix} e \\ 1 \end{pmatrix} = 2 \Delta J \begin{pmatrix} S & 0 \\ 0 & 1 \end{pmatrix} \begin{pmatrix} e \\ 1 \end{pmatrix}$$  \hspace{1cm} (18)

Choosing a uniform scaling matrix [39] \( S = \alpha^{-2} I \), where \( 0 < \alpha \leq 1 \), reduces this equation to

$$\begin{pmatrix} \alpha^2 \nabla^2 J & \alpha \nabla J \\ \alpha \nabla J^T & 0 \end{pmatrix} \begin{pmatrix} e/\alpha \\ 1 \end{pmatrix} = 2 \Delta J \begin{pmatrix} e/\alpha \\ 1 \end{pmatrix}$$  \hspace{1cm} (19)
Rational function optimisation proceeds in a similar way to eigenvalue shifting methods described above, except the shifting is applied to the augmented Hessian:

\[
\begin{bmatrix}
\nabla^2 J_{\text{aug}}
\end{bmatrix} = \begin{bmatrix}
\alpha^2 \nabla^2 J & \alpha \nabla J \\
\alpha \nabla J^T & 0
\end{bmatrix} = Q \Lambda Q^{-1}, \quad \sigma = \max(0, -\min(\Lambda_{ii}))
\]

\[
\begin{bmatrix}
\nabla^2 J_{\text{reg}}
\end{bmatrix} = \frac{1}{\alpha^2} Q (\Lambda + \sigma 1) Q^{-1}
\]

The top left corner block of the regularized augmented Hessian is then used for the Newton-Raphson step [32,37,39] in Equation (8). Our practical experience with the scaling constant \( \alpha \) indicates that it should be allowed to vary, with \( \alpha = 1 \) when the Hessian is well-conditioned and a value that is reduced until the condition number becomes acceptable, for example:

\[
\alpha_{r+1} = \phi \alpha_r \quad \text{while} \quad \frac{\min(\Lambda_{ii})}{\max(\Lambda_{ii})} > \frac{1}{\sqrt{\varepsilon}}
\]

where \( \varepsilon \) is machine precision and \( \alpha_0 = 1 \). The factor \( 0 < \phi < 1 \) is used to iteratively decrease the condition number of the Hessian – this is the method used to condition the Hessian in the examples presented below. It should be noted that a value \( \phi > 1 \) may be used to increase the condition number of the Hessian when it is very small and the inequality of Equation (21) is reversed.

The users cannot unfortunately be relied upon to scale their problem well – quantum mechanics is rich in situations that produce very small values of Hessian and gradient elements. We therefore propose choosing \( \alpha_0 \) to be the value that would shift the smallest eigenvalues to be above 1, giving a similar effect to choosing \( \delta = 1 \) in Equation (16). When \( \alpha_0 = \sqrt{1/\min(\Lambda_{ii})} = \sqrt{1/\lambda_{\min}} \) choice is made, the augmented Hessian in Equation (20) becomes

\[
\begin{bmatrix}
\nabla^2 J_{\text{aug}}
\end{bmatrix} = \begin{bmatrix}
\frac{1}{\lambda_{\min}} \nabla^2 J & \frac{1}{\sqrt{\lambda_{\min}}} \nabla J \\
\frac{1}{\sqrt{\lambda_{\min}}} \nabla J^T & 0
\end{bmatrix} = Q \Lambda Q^{-1}, \quad \sigma = \max(0, -\min(\Lambda_{ii}))
\]

\[
\begin{bmatrix}
\nabla^2 J_{\text{reg}}
\end{bmatrix} = \lambda_{\min} Q (\Lambda + \sigma 1) Q^{-1}
\]

Practical testing indicates that this combination of using initial scaling, then accepting large condition numbers for the Hessian, allows the Newton-Raphson method to avoid getting stuck at inflection points. The condition number would grow to a large value around the inflection point and then shrink back when the point has been avoided. Due to the tendency of the Hessian to increase condition number as it approaches the minimizer, machine precision could eventually become a limit to this type of conditioning. To avoid a slowdown at the final stages of the optimization, an upper bound is placed on the \( \alpha \) parameter in Equation (21) – this guarantees that the terminal convergence is always quadratic.

In practice, at each optimization step the function code attempts to compute the Cholesky decomposition of Equation (13). If that is successful then no regularization is needed, otherwise the function proceeds to regularize with the methods described above. Once the descent direction and the initial step length are obtained from Equation (8) it is advantageous to perform a line search procedure. We adapted the version with a bracketing phase that obeys strong Wolfe con-
ditions [48,49] followed by a sectioning phase with cubic interpolation. The initial step length is always equal to that of Equation (8) to ensure that the convergence is at least quadratic [10].

**Derivatives of penalty functionals**

The inevitable limitations of physical hardware on maximum amplitude and minimum switching time necessitate the addition of the penalty term that would enforce those limitations – that is the role of the $K$ functional in Equation (1). Instrumental limitations are rarely hard and it is therefore reasonable to implement them as penalties rather than hard bounds. For Newton type optimizations to work, second derivatives of $K$ with respect to the control sequence are required, they are given in Table 1 for the three most common penalty functional types.

### Table 1. Common GRAPE penalty functionals with their first and second derivatives.

<table>
<thead>
<tr>
<th>Functional type</th>
<th>Penalty</th>
<th>Penalty gradient</th>
<th>Penalty Hessian</th>
</tr>
</thead>
<tbody>
<tr>
<td>weighted norm square</td>
<td>$K = \sum_{k} w_k c_k^2$</td>
<td>$[\nabla K]_n = 2 w_n c_n$</td>
<td>$[\nabla^2 K]<em>{nn} = 2 w_n \delta</em>{nn}$</td>
</tr>
<tr>
<td>weighted derivative norm square</td>
<td>$K = \sum_{k} w_k [Dc_k]^2$</td>
<td>$[\nabla K]<em>n = 2 \sum</em>{k} w_k [Dc_k] D_{kn}$</td>
<td>$[\nabla^2 K]<em>{nn} = 2 \sum</em>{k} w_k D_{kn} D_{km}$</td>
</tr>
<tr>
<td>weighted spillout norm square</td>
<td>$K = \sum_{k} w_k (c_k - u_k)^2 \delta_{c_k &gt; u_k} + \sum_{k} w_k (c_k - l_k)^2 \delta_{c_k &lt; l_k}$</td>
<td>$[\nabla K]<em>n = 2 w_n (c_n - u_n) \delta</em>{c_n &gt; u_n} + 2 w_n (c_n - l_n) \delta_{c_n &lt; l_n}$</td>
<td>$[\nabla^2 K]<em>{nn} = 2 w_n \delta</em>{nn} \delta_{c_n &gt; u_n} + 2 w_n \delta_{nn} \delta_{c_n &lt; l_n}$</td>
</tr>
</tbody>
</table>

In Table 1, $c$ is the control sequence vector, $w$ is the weight vector, $u$ is the upper bound vector, $l$ is the lower bound vector and $D$ is the differentiation matrix of a suitable type and order, or any other appropriate transformation matrix. The weighted norm square spillout penalty is designed to only apply to the parts of the control sequence that fall outside the bounds defined by $u$ and $l$ vectors. The meaning of the corresponding delta symbols is:

$$\delta_{c_n > u_n} = \begin{cases} 1 & \text{if } c_n > u_n \\ 0 & \text{otherwise} \end{cases}, \quad \delta_{c_n < l_n} = \begin{cases} 1 & \text{if } c_n < l_n \\ 0 & \text{otherwise} \end{cases}, \quad \delta_{nn} = \begin{cases} 1 & \text{if } n = m \\ 0 & \text{otherwise} \end{cases}$$ (23)

The principal advantage of the three functionals listed above over the multitude of possible alternatives is in the fact that the corresponding derivatives are cheap to compute. All three are implemented in the penalty module of *Spinach* [27].

**Performance analysis**

Several performance metrics are possible for optimal control algorithm benchmarking: wall clock time to a given fidelity, iteration count to a given fidelity, function evaluation count to a given fidelity, etc. Our choice of metric is dictated by the motivation of this work: to accelerate waveform optimization in time-critical scenarios, such as clinical MRI, assuming that a parallel computer with a large number of CPU cores is available. That computer needs to run Equations
of which only Equation (5) is not highly parallel because it involves propagating the system from $|p_0\rangle$ to $|p(T)\rangle$ and keeping all intermediate trajectory points that are re-used in Equations (6) and (7). Trajectory generation is a serial process because the next trajectory point depends on the previous one. In contrast, Equations (6) and (7) have the same asymptotic cost as Equation (5), but are easy to parallelise – every element of the gradient array and the Hessian array may be sent to a separate core. The wall clock time on large parallel computers is therefore determined by the number of system trajectory calculations because the generation of the system trajectory is the only serial step. We shall therefore use trajectory calculation count as the time variable in the benchmarks presented below.

The first test system is an HCF group in a 9.4 Tesla magnet with $^1$H isotope for hydrogen, $^{13}$C isotope for carbon and $^{19}$F isotope for fluorine, with the $^{1}$H-$^{13}$C $J$-coupling of 140 Hz, $^{13}$C-$^{19}$F $J$-coupling of –160 Hz and all three signals assumed to be on resonance with the transmitters on the corresponding spectrometer channels. A six-channel (HX, HY, CX, CY, FX, FY) shaped pulse with a duration of 100 ms, a quadratic penalty for excursions outside the 10 kHz power envelope and 50 time discretisation points was optimized to perform longitudinal magnetization transfer from $^1$H to $^{19}$F. This system was chosen because very high terminal fidelities are achievable with the parameters described above – it is a good test of terminal convergence behaviour for quadratic optimization algorithms in finite precision arithmetic.

Fidelity functional optimization profiles using TRM and RFO regularization with Newton-Raphson method are compared in Figure 2 with the previously leading method for this class of optimal control problems – the BFGS quasi-Newton method [12,13]. It is clear that Hessian regularization is always advantageous and that RFO regularization performs better than TRM. It is also clear that the exactly quadratic optimization method beats the asymptotically quadratic one by a considerable margin.

![Figure 2. Convergence profiles for the state transfer within the HCF three-spin system described in the main text for BFGS quasi-Newton method and the Newton-Raphson method using TRM and RFO Hessian regularization techniques. The same line search method in the predicted descent direction was used in all cases.](image)
The primary reason for the better performance of RFO is the regular asymptotic behaviour of Equation (17) and its derivatives compared to the simple Taylor expansion in Equation (10). The Cholesky decomposition method in TRM, although able to force a positive definite Hessian, offers little influence over its condition number. This leads to poorly balanced step directions in which the smallest eigenvalues dominate and much of the local curvature information is lost in the regularization process, leading to high costs at the subsequent line search stage.

The second test case involves the transfer of magnetization from longitudinal polarization into a two-spin singlet state, while allowing for up to 20% miscalibration of the control channel power level. The spin system contains two $^{13}$C spins in a 14.1 Tesla magnet with chemical shifts of 0.00 and 0.25 ppm and a $J$-coupling of 60 Hz. The system is prepared in the $\hat{C}_Z^{(1)} + \hat{C}_Z^{(2)}$ state and a two-channel control sequence on $\hat{C}_X^{(1)} + \hat{C}_X^{(2)}$ and $\hat{C}_Y^{(1)} + \hat{C}_Y^{(2)}$ control operators with 50 time discretization points, the nominal power of 60 Hz and the duration of 50 milliseconds is optimized simultaneously for ten different power levels spaced equally between 80% and 120% of the nominal power. Weighted norm squared penalty functional was used (Table 1) with equal weights for all time points. The infidelity measure in Figure 3 refers to the distance from the best possible magnetization transfer fidelity for the system in question.

Figure 3 illustrates the common wisdom that gradient descent and its variations are only good up to a point and optimal control problems that require high fidelities must use methods that have, exactly or asymptotically, quadratic convergence behaviour [12]. It is also clear that the RFO regularised Newton-Raphson method described above is superior to quasi-Newton methods and vastly superior to gradient descent. This relationship between the three classes of methods is to be expected [10] – our claim to novelty here is to demonstrate that the Newton method is actually affordable for quantum optimal control because the off-diagonal elements in Equation (7) can re-use propagator derivatives from Equation (6) and the diagonal elements have the same asymptotic cost as Equation (6). There is no longer any excuse for using steepest descent.

All methods described in this communication are implemented in versions 1.7 and later of Spinach library [27]. Both test systems described in this section are in the example set.
Conclusions
The GRAPE algorithm for optimal control of quantum systems is highly unusual in that the Hessian of the fidelity functional has the same asymptotic computational cost as the gradient when due care is taken to recycle the intermediate results for the matrix exponential derivatives. This makes the usually prohibitively expensive, but very efficient, Newton-Raphson optimization algorithm affordable. After all technical problems with Hessian regularization, line search and matrix exponential recycling are addressed, the result is an optimal control algorithm that converges faster than BFGS-GRAPE (which is the current leader) and much faster than all previous GRAPE implementations. It is recommended particularly in time-constrained situations, such as magnetic resonance imaging, due faster convergence and greater code parallelisation opportunities compared to other quantum control algorithms in the GRAPE family.
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