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#### Abstract

Waterfilling problems subjected to peak power constraints are solved, which are known as cave-filling problems (CFP). The proposed algorithm finds both the optimum number of positive powers and the number of resources that are assigned the peak power before finding the specific powers to be assigned. The proposed solution is non-iterative and results in a computational complexity, which is of the order of $M, O(M)$, where $M$ is the total number of resources, which is significantly lower than that of the existing algorithms given by an order of $M^{2}, O\left(M^{2}\right)$, under the same memory requirement and sorted parameters. The algorithm is then generalized both to weighted CFP (WCFP) and WCFP requiring the minimum power. These extensions also result in a computational complexity of the order of $M, O(M)$. Finally, simulation results corroborating the analysis are presented.


Index Terms-Weighted waterfilling problem, Peak power constraint, less number of flops, sum-power constraint, cave waterfilling.

## I. Introduction

WATERFILLING Problems (WFP) are encountered in numerous communication systems, wherein specifically selected powers are allotted to the resources of the transmitter by maximizing the throughput under a total sum power constraint. Explicitly, the classic WFP can be visualized as filling a water tank with water, where the bottom of the tank has stairs whose levels are proportional to the channel quality, as exemplified by the Signal-to-Interference Ratio (SIR) of the Orthogonal Frequency Division Multiplexing (OFDM) sub-carriers [1], [2].

This paper deals with the WaterFilling Problem under Peak Power Constraints (WFPPPC) for the individual resources. In contrast to the classic WFP where the 'tank' has a 'flat lid', in WFPPPC the 'tank' has a 'staircase shaped lid', where the steps are proportional to the individual peak power
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constraint. This scenario is also metaphorically associated with a 'cave' where the stair-case shaped ceiling represents the peak power that can be assigned, thus fulfilling all the requirements of WFPPPC. Thus WFPPPC is often referred to as a 'Cave-Filling Problem' (CFP) [3], [4].

In what follows, we will use the 'cave-filling' metaphor to develop insights for solving the WFPPPC. Again, the user's resources can be the sub-carriers in OFDM or the tones in a Digital Subscriber Loop (DSL) system, or alternatively the same sub-carriers of distinct time slots [5].

More broadly, the CFP occurs in various disciplines of communication theory. A few instances of these are:
a) protecting the primary user ( PU ) in Cognitive Radio (CR) networks [6]-[9];
b) when reducing the Peak-to-Average-Power Ratio (PAPR) in Multi-Input-Multi-Output (MIMO)OFDM systems [10], [11];
c) when limiting the crosstalk in Discrete MultiTone (DMT) based DSL systems [12]-[14];
d) in energy harvesting aided sensors; and
e) when reducing the interference imposed on nearby sensor nodes [15]-[17].
Hence the efficient solution of CFP has received some attention in the literature, which can be classified into iterative and exact direct computation based algorithms.
Iterative algorithms conceived for CFP have been considered in [18]-[20], which may exhibit poor accuracy, unless the initial values are carefully selected. Furthermore, they may require an extremely high number of iterations for their accurate convergence.

Exact direct computation based algorithms like the Fast WaterFilling (FWF) algorithm of [21], the Geometric WaterFilling with Peak Power (GWFPP) constraint based algorithm of [22] and the Cave-Filling Algorithm (CFA) obtained by minimizing Minimum Mean-Square Error (MMSE) of channel estimation in [3] solve CFPs within limited number of steps, but impose a complexity on the order of $O\left(M^{2}\right)$.

All the existing algorithms solve the CFPs by evaluating the required powers multiple times, whereas the proposed algorithm directly finds the required powers in a single step. Explicitly, the proposed algorithm reduces the number of Floating point operations (flops) by first finding the number of positive powers to be assigned, namely $K$, and the number of powers set to the maximum possible value, which is denoted by $L$. This is achieved in two (waterfilling) steps. First we use 'coarse' waterfilling to find the number of positive powers to
be assigned and then we embark on step-by-step waterfilling to find the number of positive powers that have to be set to the affordable peak powers.

In this paper we present an algorithm designed for the efficient solution of CFPs. The proposed solution is then generalized for conceiving both a Weighted CFP (WCFP) and a WCFP having both a Minimum and a Maximum Power (WCFP-MMP) constraint. It is demonstrated that the maximum throughput is achieved at a complexity order of $O(M)$ by all the three algorithms proposed.

The outline of the paper is as follows. Section II outlines our system model and develops the algorithms for solving the CFP. In Section III we conceive the WCFP, while Section IV presents our WCFP-MMP. Our simulation results are provided in Section V, while Section VI concludes the paper.

## II. The Cave-Filling Problem

In Subsection II-A, we introduce the CFP. The computation of the number of positive powers is presented in Subsection II-B, while that of the number of powers set to the maximum is presented in Subsection II-C. Finally, the computational complexity is evaluated in Subsection II-D.

## A. The CFP

The CFP maximizes the attainable throughput, $C$, while satisfying the sum power constraint; Hence, the sum of powers allocated is within the prescribed power budget, $P_{t}$, while the power, $P_{i}, \forall i$ assigned for the $i^{t h}$ resource is less than the peak power, $P_{i t}, \forall i$. Our optimization problem is then formulated as:

$$
\begin{align*}
\max _{\left\{P_{i}\right\}_{i=1}^{M}} C= & \sum_{i=1}^{M} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
\text { subject to : } & \sum_{i=1}^{M} P_{i} \leq P_{t} ; \\
& P_{i} \leq P_{i t}, \quad i \leq M \\
& \text { and } P_{i} \geq 0, \quad i \leq M, \tag{1}
\end{align*}
$$

where $M$ is the total number of resources (such as OFDM sub-carriers) and $\left\{N_{i}\right\}_{i=1}^{M}$ is the sequence of interference plus noise samples. The above optimization problem occurs in the following scenarios:
(a) In the downlink of a wireless communication system, where the base station (BS) assigns a resource (e.g. frequency band) to a user and allocates a certain power, $P_{i}$, to the $i^{\text {th }}$ resource while obeying the total power budget $\left(P_{t}\right)$. The BS ensures that $P_{i} \leq P_{i t}$ for avoiding the near-far problem [23].
(b) In an OFDM system, a transmitter assigns specific powers to the resources (e.g. sub-carriers) for satisfying the total power budget, $P_{t}$. Furthermore, to reduce the PAPR problem, the maximum powers assigned are limited to be within the peak powers [24], [25].

Theorem 1: The solution of the CFP (1) is of the 'form'

$$
P_{i}= \begin{cases}\left(\frac{1}{\lambda}-N_{i}\right), & 0<P_{i}<P_{i t} ;  \tag{2}\\ P_{i t}, & \frac{1}{\lambda} \geq H_{i} \triangleq\left(P_{i t}+N_{i}\right) ; \\ 0, & \frac{1}{\lambda} \leq N_{i}\end{cases}
$$

where " $\frac{1}{\lambda}$ is the water level of the CFP".
Proof: The proof is in Appendix VI-A.
Remark 1: Note that as in the case of conventional waterfilling, the solution of CFP is of the form (2). The actual solution is obtained by solving the solution form along with the primal feasibility constraints. Furthermore, for the set of primal feasibility constraints of our CFP, the Peak Power Constraint of $P_{i} \leq P_{i t}, \forall i$ is incorporated in the solution form. By contrast, the sum power constraint is considered along with (2) to obtain the solution in Propositions 1 and 2.
Remark 2: Observe from (2) that for $0<P_{i}<P_{i t}$, $P_{i}=\left(\frac{1}{\lambda}-N_{i}\right)$ which allows $\frac{1}{\lambda}$ to be interpreted as the 'water level'. However, in contrast to conventional waterfilling, the 'water level' is upper bounded by $\max _{i} P_{i t}$. Beyond this value, no 'extra' power can be allocated and the 'water level' cannot increase. The solution of this case is considered in Proposition 1.

It follows that (2) has a nice physical interpretation, namely that if the 'water level' is below the noise level $N_{i}$, no power is allocated. When the 'water level' is between $N_{i}$ and $P_{i t}$, the difference of the 'water level' and the noise level is allocated. Finally, when the 'water level' is higher than the 'peak level', $H_{i}$; the peak power $P_{i t}$ is allocated.

The above solution 'form' can be rewritten as

$$
\begin{align*}
& P_{i}=\left(\frac{1}{\lambda}-N_{i}\right)^{+}, \quad i=1, \cdots, M ; \quad \text { and }  \tag{3}\\
& P_{i} \leq P_{i t}, \quad i=1, \cdots, M \tag{4}
\end{align*}
$$

where we have $A^{+} \triangleq \max (A, 0)$. The solution for (1) has a simple form for the case the 'implied' power budget, $P_{I t}$ as defined as $P_{I t}=\sum_{i=1}^{M} P_{i t}$ is less than or equal to $P_{t}$ and is given in Proposition 1.
Proposition 1: If the 'implied' power budget is less than or equal to the power budget $\left(\sum_{i=1}^{M} P_{i t} \leq P_{t}\right)$, then peak power allocation to all the $M$ resources gives optimal capacity.

Proof: Taking summation on both sides of $P_{i} \leq P_{i t}, \forall i$, we obtain the 'implied' power constraint

$$
\begin{equation*}
\sum_{i=1}^{M} P_{i} \leq \underbrace{\sum_{i=1}^{M} P_{i t}}_{P_{I T}} \tag{5}
\end{equation*}
$$

However from (1) we have

$$
\begin{equation*}
\sum_{i=1}^{M} P_{i} \leq P_{t} \tag{6}
\end{equation*}
$$

Consequently, if $P_{I t} \leq P_{t}$, then peak power allocation to all the $M$ resources (i.e. $P_{i}=P_{i t}, \forall i$ ) fulfils all the constraints of (1). Consequently, the total power allocated to $M$ resources $\sum_{i=1}^{M} P_{i t}$. Since the maximum power that can be allocated to
any resource is it's peak power, peak power allocation to all the $M$ resources produces optimal capacity.
Note that in this case the total power allocated is less than (or equal to) $P_{t}$. However, if $P_{t}<\sum_{i=1}^{M} P_{i t}$, then all the $M$ resources cannot be allocated peak powers since it violates the total sum power constraint in (1).

In what follows, we pursue the solution of (1) for the case

$$
\begin{equation*}
P_{t}<\sum_{i=1}^{M} P_{i t} \tag{7}
\end{equation*}
$$

We have,
Proposition 2: The optimal powers and hence optimal capacities are achieved in (1) (under the assumption (7)) only if

$$
\begin{equation*}
\sum_{i=1}^{M} P_{i}=P_{t} \tag{8}
\end{equation*}
$$

Proof: The proof is in Appendix VI-B.
Since finding both the number of positive powers and the number of powers that are set to the maximum is crucial for solving the CFP, we formally introduce the following definitions.

Definition 1 (The Number of Positive Powers, K): Let $\mathcal{I}=$ $\left\{i\right.$; such that $\left.P_{i}>0\right\}$ be the set of resource indices, where $P_{i}$ is positive. Then the number of positive powers, $K=|\mathcal{I}|$, is given by the cardinality, $|\mathcal{I}|$, of the set.

Definition 2 (The Number of Powers Set to the Peak Power, L): Let $\mathcal{I}_{\mathcal{P}}=\left\{i ;\right.$ such that $\left.P_{i}=P_{i t}\right\}$ be the set of resource indices, where $P_{i}$ has the maximum affordable value of $P_{i t}$. Then the number of powers set to the peak power, $L=\left|\mathcal{I}_{\mathcal{P}}\right|$, is the cardinality, $\left|\mathcal{I}_{\mathcal{P}}\right|$ of the set.

Without loss of generality, we assume that the interference plus noise samples $N_{i}$ are sorted in ascending order, so that the first $K$ powers are positive, while the remaining ones are set to zero. Then, (8) becomes

$$
\begin{equation*}
\sum_{i=1}^{K} P_{i}=P_{t} \tag{9}
\end{equation*}
$$

Note that $H_{i}$ and $P_{i t}$ are also arranged in the ascending order of $N_{i}$, in order to preserve the original relationship between $H_{i}$ and $N_{i}$.

## B. Computation of the Number of Positive Powers

The CFP can be visualized as shown in Fig. 1a. In a cave, the water is filled i.e. the power is apportioned between the floor of the cave and the ceiling of the cave. The levels of the $i^{\text {th }}$ 'stair' of the floor staircase and of the ceiling staircase are $N_{i}$ and $H_{i} \triangleq\left(P_{i t}+N_{i}\right)$, respectively. The widths of all stairs are assumed to be 1 . Since the power gap between the floor stair and the ceiling stair is $P_{i t}$, the allocated power has to satisfy $P_{i} \leq P_{i t}$.

As the water is poured into the cave, observe from Fig. 1b that it obeys the classic waterfilling upto the point where the 'waterlevel' $\left(\frac{1}{\lambda}\right)$ reaches the ceiling stair of the $1^{\text {st }}$ resource. From this point onwards, water can only be stored above the second stair, as depicted in Fig. 1c upto a point where


Fig. 1. Geometric Interpretation of CFP for $K=4$. (a) Heights of $i^{t h}$ stair in cave floor staircase and cave roof staircase are $N_{i}$ and $H_{i}\left(=P_{i t}+N_{i}\right)$. (b) Water is filled (Power is allotted) in between the cave roof stair and cave floor stair, at this waterlevel the peak power constraint for $P_{1}$ constraints further allocation to $P_{1}$. (c) A similar issue occurs to $P_{2}$ also.Observe that the variable $Z_{m, 4}$ represents the height of $m^{t h}$ cave roof stair below the $(4+1)^{t h}$ cave floor stair. (d) Power allotted for $i^{t h}$ resource is $P_{i}=\min \left\{\frac{1}{\lambda}, H_{i}\right\}-N_{i}$. Observe the waterlevel between $4^{t h}$ and $5^{t h}$ resource. (e) The area $\frac{1}{\lambda} K$, shown in this figure, is smaller than the area $N_{K+1} K$ shown in (f).
the water has filled the gap between the floor stair and the ceiling stair of both the first and the second stairs. In terms of power, we have $P_{i}=P_{i t}$ for the resources $i=1$ and 2 . Mathematically, we have $P_{i}=P_{i t}$ if $H_{i} \leq \frac{1}{\lambda}$.

As more water is poured, observe from Fig. 1d that for the third and the fourth stairs, we have $H_{i}>\frac{1}{\lambda}$. It is clear from the above observations (also from (2)) that the power assigned to the $i^{\text {th }}$ resource becomes:

$$
\begin{equation*}
P_{i}=\min \left\{\frac{1}{\lambda}, H_{i}\right\}-N_{i}, \quad i \leq K . \tag{10}
\end{equation*}
$$

In Fig. 1d, the height of the fifth floor stair exceeds $\frac{1}{\lambda}$. As water can only be filled below the level $\frac{1}{\lambda}$, no water is

```
Algorithm 1 ACF Algorithm for Obtaining \(K\)
Require: Inputs required are \(M, P_{t}, N_{i} \& H_{i}\) (in ascending
    order of \(N_{i}\) ).
Ensure: Output is \(K, I_{R_{K-1}}, I_{R_{K}}, d_{K}\).
    \(i=1\). Denote \(d_{0}=P_{t}, U_{0}=0\) and \(I_{R_{0}}=\emptyset\)
    Calculate \(d_{i}=d_{i-1}+N_{i}\).
            \(\triangleright\) Calculate the area \(U_{i}=\sum_{m=1}^{i} Z_{m, i}^{+}\)as follows:
    \(I_{R_{i}}=I_{R_{i-1}} \cup\left\{m\right.\); such that \(\left.N_{i+1}>H_{m} \& m \in I_{R_{i-1}}\right\}\);
            \(Z_{m, i}=N_{(i+1)}-H_{m}, m \in\left(I_{R_{i}}-I_{R_{i-1}}\right)\)
    \(U_{i}=U_{i-1}+\left|I_{R_{i-1}}\right|\left(N_{i+1}-N_{i}\right)+\sum_{m \in\left(I_{R_{i}}-I_{R_{i-1}}\right)} Z_{m, i}^{+}\)
    Calculate the area \(Q_{i}=i N_{(i+1)}\)
    if \(Q_{i} \geq\left(d_{i}+U_{i}\right)\) then
        \(K \leftarrow i\). Exit the algorithm.
    else
        \(i \leftarrow \mathrm{i}+1\), Go to 2
    end if
```

filled above the fifth bottom stair. This results in $K=4$, as shown in Fig. 1d. The area of the water-filled cave crosssection becomes equal to $P_{t}$.

Fig. 1c also introduces the variable $Z_{i, k}$ as the depth of the $i^{\text {th }}$ ceiling stair below the $(k+1)^{s t}$ bottom stair; that is, we have:

$$
\begin{equation*}
Z_{i, k}=N_{(k+1)}-H_{i}, \quad i \leq k \tag{11}
\end{equation*}
$$

The variable $Z_{i, k}$ allows us to have a reference, namely a constant roof ceiling of $N_{i+1}$, while verifying whether $K=i$. Figure 1c depicts this dynamic for $i=4$. The constant roof reference is given at $N_{i+1}$. Observe that we have $Z_{i, k}^{+}>0$ for $i=1,2$ and $Z_{i, k}^{+}=0$ for $i=3,4$ with $k=4$. This allows us to quantify the total cave cross-section area in Fig 1e, upto the $i^{\text {th }}$ step in three parts:

- the area occupied by roof stairs below the constant roof reference, given by $\sum_{k=1}^{i} Z_{k, i}^{+}$;
- the area occupied by the 'water', given by $P_{t}$;
- the area occupied by the floor stairs, $\sum_{k=1}^{i} N_{k}$.

This is depicted in Fig. 1e. Observe from Fig. 1e that if the waterlevel of $\frac{1}{\lambda}$ is less than the $(i+1)^{s t}$ water level ( $i+1=5$ in this case), then the cave cross-section area given by $\sum_{k=1}^{i} Z_{k, i}^{+}+P_{t}+\sum_{k=1}^{i} N_{k}$ (shown in Fig. 1e) would be less than the total area of $i N_{i+1}$, as shown in Fig. 1f. Furthermore, if the waterlevel $\frac{1}{\lambda}$ is higher than the $(i+1)^{s t}$ water level $(i+1=2,3,4$ in this case $)$, then the area given by $\sum_{k=1}^{i} Z_{k, i}^{+}+P_{t}+\sum_{k=1}^{i} N_{k}$ would be higher than the total area of $i N_{i+1}$, as shown in Fig. 1f.

Based on the insight gained from the above geometric interpretation of the CFP, we develop an algorithm for finding $K$ for any arbitrary CFP, which we refer to as the Area based Cave-Filling (ACF) of Algorithm 1.

Note that $d_{0}$ in Algorithm 1 represents an initialization step that eliminates the need for the addition of $P_{t}$ at every resource-index $i$ and the set $I_{R_{i}}$ contains the indices of the ceiling steps, whose 'height' is below $N_{i+1}$. Furthermore, the additional outputs of Algorithm 1 are required for finding the number of roof stairs that are below the waterlevel in Algorithm 2. We now prove that Algorithm 1 indeed finds the optimal value of $K$.

```
Algorithm 2 'Step-Based' Waterfilling Algorithm for
Obtaining \(L\)
\(\overline{\text { Require: Inputs required are } K, d_{K}, I_{R_{K-1}}, I_{R_{K}}, N_{i} \& H_{i}}\)
    (in ascending order of \(N_{i}\) )
Ensure: Output is \(L, I_{S}\).
    Calculate \(P_{R}=d_{K}-K N_{K}+\left|I_{R_{K-1}}\right| N_{K}-\sum_{m \in I_{R_{K-1}}} H_{m}\)
    Calculate \(I_{B}=I_{R_{K}}-I_{R_{K-1}} \& D_{1}=K-\left|I_{R_{K-1}}\right|\).
    If \(\left|I_{B}\right|=0\), set \(L=0, I_{S}=\emptyset\). Exit the algorithm.
    Sort \(\left\{H_{m}\right\}_{m \in I_{B}}\) in ascending order and denote it as \(\left\{H_{m B}\right\}\)
    and the sorting index as \(I_{S}\).
    Initialize \(m=1, F_{m}=\left(H_{m B}-N_{K}\right) D_{m}\).
    while \(F_{m}<P_{R}\) do
        \(m=m+1\).
        \(D_{m}=D_{m-1}-1\)
        \(F_{m}=F_{m-1}+\left(H_{m B}-H_{(m-1) B}\right) D_{m}\)
    end while
    \(L=m-1\).
```

Theorem 2: The Algorithm 1 delivers the optimal value of the number of positive powers, $K$, as defined in Definition 1 .

Proof: We prove Theorem 2 by first proving that $\phi(i)=$ $d_{i}+U_{i}$, is a monotonically increasing function of the resourceindex $i$. It then follows that $Q_{i} \geq\left(d_{i}+U_{i}\right)$ gives the first $i$, for which the waterlevel is below the next step. Consider

$$
\begin{align*}
& \phi(i)-\phi(i-1) \\
& \quad=d_{i}-d_{i-1}+U_{i}-U_{i-1}  \tag{12}\\
& \quad=N_{i}+\left|I_{R_{i-1}}\right|\left(N_{i+1}-N_{i}\right)+\sum_{m \in\left(I_{R_{i}}-I_{R_{i-1}}\right)}^{i} Z_{m, i}^{+}  \tag{13}\\
& \quad>0 \tag{14}
\end{align*}
$$

where (13) follows from (12) by using the definitions of $d_{i}$ and $U_{i}$ in Algorithm 1. Since the interference plus noise levels $N_{i}$ are positive, we have $\left(N_{i+1}-N_{i}\right) \geq 0$, and since the $N_{i}$ 's are in ascending order, (14) follows from (13).

Let us now consider the reference area, $Q_{i}=i N_{i+1}$. Within this reference area; certain parts are occupied by the floor stairs, others by the projections of the ceiling stairs and finally by the space in between the floor and the ceiling; filled by 'water'. This is given by $W_{i}=Q_{i}-\sum_{m}^{i} N_{m}-U_{i}$. Recall that the total amount of water that can be stored is $P_{t}$. If we have $P_{t}>W_{i}$, then there is more water than the space available, hence the water will overflow to the next stair(s). Otherwise, if we have $P_{t} \leq W_{i}$, all the water can be contained within the space above this stair and the lower stairs. Substituting the value of $W_{i}$ in this inequality, we have

$$
\begin{align*}
P_{t} & \leq Q_{i}-\sum_{m}^{i} N_{m}-U_{i}  \tag{15}\\
\Rightarrow P_{t}+\sum_{m}^{i} N_{m}+U_{i} & \leq Q_{i}  \tag{16}\\
d_{i}+U_{i} & \leq Q_{i} \tag{17}
\end{align*}
$$

where (16) is obtained from (15) by rearranging. Then using the definition of $d_{i}$ in Algorithm 1, we arrive at (17).


Fig. 2. Peak power allocation for resources having their $H_{i}$ 's in between $N_{K}$ and $N_{(K+1)}$.

Since Algorithm 1 outputs the (first) smallest value of the resource-index $i$ for which (17) is satisfied, it represents the optimal value of $K$.

This completes the proof.
Once $K$ is obtained, it might appear straightforward to obtain the values of $P_{i}, i \in[1, K]^{\ddagger}$ as in [26] and [27]; but in reality it is not. This is because of the need to find the specific part of the cave roof, which is below the 'current' waterlevel.

Note that $I_{R_{K-1}} \subset I_{P} \subset I_{R_{K}}$ where $I_{P}$ is the set of roof stairs below the current waterlevel and $I_{R_{K}}$ is the set of roof stairs below $N_{K+1}$. This is because the waterlevel of $\frac{1}{\lambda}$ is between $N_{K}$ and $N_{K+1}$.

## C. Waterfilling for Finding the Number of Powers Having the Peak Allocation

In order to develop an algorithm for finding $L$, we first consider the geometric interpretation of an example shown in Fig. 2. Note that the $H_{m}$ 's below $N_{K},\left(N_{K}-H_{m}\right)>0$, belong to $I_{R_{K-1}}$ and the $H_{m}$ values above $N_{K+1}$ belong to $I_{U_{K}}$. This is clearly depicted in Fig. 2 for $K=6$, where $I_{R_{K-1}}=\{1,2\}$ and $I_{U_{K}}=\{5,6\}$.

The contentious $H_{m}$ 's are those whose heights lie between $N_{K}$ and $N_{K+1}$. The indices of these $H_{m}$ 's are denoted by $I_{B}$ (in Fig. 2, $I_{B}=\{3,4\}$ ). Without loss of generality, we assume that $B$ roof stairs, $H_{m}$ 's, lie between $N_{K}$ and $N_{K+1}$. We now have to find among these $B$ stairs, those particular ones whose heights lie below the water level, $\frac{1}{\lambda}$ (for which peak powers are allotted). Note that $B=\left|I_{R_{K}}\right|-\left|I_{R_{K-1}}\right|$ and $I_{B}=[1, K]-I_{R_{K-1}}-I_{U_{K}}=I_{R_{K}}-I_{R_{K-1}}$.

This is achieved by a 'second' waterfilling style technique as detailed below.
Clearly, the resources that belong to the set $I_{R_{K-1}}$ are allotted with peak powers as $\left(H_{m}-\frac{1}{\lambda}\right)<0, m \in I_{R_{K-1}}$. The remaining ceiling stairs in $I_{B}$ will submerge one by one as the waterlevel increases from $N_{K}$. For this reason; the heights $\left\{H_{m}\right\}_{m \in I_{B}}$ are sorted in ascending order to obtain $H_{m B}$ and $I_{S}$ is the sort index for $H_{m B}$.

After allotting $I_{R_{K-1}}$ resources with peak powers, whose sum is equal to $\sum_{m \in I_{R_{K-1}}} P_{m t}$, we can allocate $\left(N_{K}-N_{m}\right)^{+}, m \in I_{R_{K-1}}^{c}$ power to the remaining resources indexed by $I_{R_{K-1}}^{c}$, where for a set $A, A^{c}=[1, K]-A$

[^0]represents its complement. That is we allot power to remaining resources with the 'present' waterlevel being $N_{K}$. The power that remains to be allocated for $I_{R_{K-1}}^{c}$ resources is given by
\[

$$
\begin{align*}
P_{R} & =P_{t}-\sum_{m \in I_{R_{K-1}}} P_{m t}-\sum_{m \in I_{R_{K-1}}^{c}}\left(N_{K}-N_{m}\right)^{+}  \tag{18}\\
& =P_{t}+\sum_{m=1}^{K} N_{m}-K N_{K}+\left|I_{R_{K-1}}\right| N_{K}-\sum_{m \in I_{R_{K-1}}} H_{m} . \tag{19}
\end{align*}
$$
\]

Equation (19) is obtained using a geometric interpretation as follows; the term $d_{K}=P_{t}+\sum_{m=1}^{K} N_{m}$ is the sum of total water and $K$ floor stairs. Subtracting from it the reference area of $K N_{K}$ gives the excess water that is in excess amount; without considering the ceiling stairs. Further subtracting the specific part of the ceiling stairs that are below $N_{K}$ namely $\sum_{m \in I_{R_{K-1}}} H_{m}-\left|I_{R_{K-1}}\right| N_{K}$ gives the residual 'water' amount, $P_{R}$.

Note from Fig. 2 that once $P_{R}$ amount of 'water' has been poured, and provided that $P_{R}<\left(K-\left|I_{R_{K-1}}\right|\right)\left(H_{1 B}-N_{K}\right)$ is satisfied, then we have $L=\left|I_{R_{K-1}}\right|$ and hence no more 'water' is left to be poured. Otherwise, $F_{1}=\left(K-\left|I_{R_{K-1}}\right|\right)$ $\left(H_{1 B}-N_{K}\right)$ amount of 'water' is used for completely submerging the $1^{\text {st }}$ ceiling stair $\left(H_{1 B}\right)$ and the 'present' waterlevel increases to $H_{1 B}$. Similarly, $F_{2}=\left(K-\left|I_{R_{K-1}}\right|-1\right)$ $\left(H_{2 B}-H_{1 B}\right)$ amount of water is used for submerging the second ceiling stair and hence the waterlevel increases to $H_{2 B}$. This process continues until all the 'water' has been poured. We refer to this process as 'step-based' waterfilling since the waterlevel is changed in steps given by the size of the roof stairs.

The formal algorithm, which follows the above geometric interpretation but it aims for a low complexity, is given in Algorithm 2. Let us now prove that Algorithm 2 delivers the optimal value of $L$.
Theorem 3: Algorithm 2 finds the optimal value $L$ of the number of powers that are assigned peak powers, where $L$ is defined in Definition 2.

Proof: First observe that the $F_{m}$ values are monotonically increasing functions of the index $m$. Since the $H_{m B}$ values are sorted in ascending order, the water filling commences from $m=1$. The condition $F_{m}<P_{R}$ is true, as long as the total amount of water required to submerge the $m^{t h}$ roof stair, $F_{m}$, is less than the available water. It follows then that the algorithm outputs the largest $m$, for which the inequality is satisfied which hence represents the optimal value of $L$.
The resources for which peak powers are allotted are indexed by $I_{P}=I_{R_{K-1}} \cup I_{S}(1: L)$, where $I_{S}(1: L)$ stands for the first ' $L$ ' resources of $I_{S}$. The remaining resources, indexed by $I_{P}^{c}=[1, K]-I_{P}$, are allotted specific powers using waterfilling.
In Fig. 2, the $I_{P}^{c}$ resources are 5 and 6 with associated 'L' $=2$ while $P_{R}-F_{L}$ represents the darkened area in Fig. 2. The waterlevel for $I_{P}^{c}$ resources is equal to the height, $H_{L B}$, of the last submerged roof stair plus the height of the darkened area. Here, the height of the darkened area is obtained by dividing the remaining water amount $\left(=P_{R}-F_{L}\right)$ with the

TABLE I
Computational Complexities (in Flops) of Known Solutions for Solving CFP

| Iterative Algorithms [18], [19] | FWF [21] | GWFPP [22] | ACF |
| :---: | :---: | :---: | :---: |
| iterations $\times(6 M)$ | iterations $\times(5 M+6)$ | $4 M^{2}+7 M$ | $16 M+9$ |

number of remaining resources $\left(=\left|I_{P}^{c}\right|\right)$ since the width of all resources is 1 . If we have $L=0$, then the last level is $N_{K}$. Therefore the waterlevel for $I_{P}^{c}$ resources is given by

$$
\frac{1}{\lambda}= \begin{cases}H_{L B}+\frac{P_{R}-F_{L}}{\left|I_{P}^{c}\right|}, & L>0  \tag{20}\\ N_{K}+\frac{P_{R}}{\left|I_{P}^{c}\right|}, & \text { otherwise }\end{cases}
$$

The powers are then allotted as follows:

$$
P_{i}= \begin{cases}P_{i t}, & i \in I_{P}  \tag{21}\\ \left(\frac{1}{\lambda}-N_{i}\right), & i \in I_{P}^{c}\end{cases}
$$

## D. Computational Complexity of the CFP

Let us now calculate the computational complexity of both Algorithm 1 as well as of Algorithm 2 separately and then add the complexity of calculating the powers, as follows:

- Calculating $H_{i}$ requires $M$ adds.
- Observe that Algorithm 1 requires $K+1$ adds for calculating $d_{i}$ 's; $K$ multiplies to find $Q_{i}$ 's; maximum of $K$ subtractions for calculating $Z_{m, i}$ 's and, in the worst case, $4 K$ additions as well as $K$ multiplications for calculating $U_{K}$ : the proofs are given in Appendices $C$ and D . So, algorithm 1 requires $6 K+1$ additions and $2 K$ multiplications for calculating $K$.
- Note that in Algorithm 2: 2 multiplies and $3+\left|I_{R_{K-1}}\right|$ additions are needed for the calculation of $P_{R} ; 2$ adds and 1 multiply for computing $F_{1}, D_{1} ; 4\left|I_{B}\right|$ adds and $I_{B}$ multiples for evaluating the while loop. Since we have $\left|I_{R_{K-1}}\right|,\left|I_{B}\right|<K$, the worst case complexity of Algorithm 2 is given by $5 K+5$ adds and $K+3$ multiplies.
- The computational complexity of calculating $P_{i}$ using (3) is at-most $K$ adds.
- The total computational complexity of solving our CFP of this paper, is $12 K+6+M$ adds and $3 K+3$ multiplies. Since $K$ is not known apriori, the worst case complexity is given by $13 M+6$ adds and $3 M+3$ multiplies. Hence we have a complexity order of $O(M)$ floating point operations (flops).
Table I gives the number of flops required for iterative algorithm of [18] and [19], FWF of [21], GWFPP algorithm of [22] and of the proposed ACF algorithm. Observe the order of magnitude improvement for ACF.

Remark 3: Following the existing algorithms conceived for solving the CFP (like [2] and [22]), we do not consider the complexity of sorting $N_{i}$, as the channel gain sequences come from the eigenvalues of a matrix; and most of the algorithms compute the eigenvalues and eigenvectors in sorted order.

Remark 4: Observe that we have not included the complexity of sorting $H_{i}$ at step 4 in Algorithm 2. This is because the sorting is implementation dependent. For fixed-point implementations, sorting can be performed with a worst case complexity of $O(M)$ comparisons using algorithms like Count Sort [28]. For floating point implementations, sorting can be performed with a worst case complexity of $O(M \log (M))$ comparisons [29]. Since, almost all implementations are of fixed-point representation: the overall complexity, including sorting of $H_{i}$ would still be of $O(M)$.

## III. Weighted CFP

An interesting generalization for CFP is the scenario when the rates and the sum power are weighted, hence resulting in the Weighted CFP (WCFP), arising in the following context.
(a) In a CR network, a CR senses that some resources are available for it's use. Hence the CR allots powers to the available resources for a predefined amount of time while assuring that the peak power remains limited in order to keep the interference imposed on the PU remains within the limit. The weights $w_{i}$ and $x_{i}$ may be adjusted based on the resource's available time and on the sensing probabilities [30]-[32].
(b) In Sensor Network (SN) the resources have priorities according to their capability to transfer data. These priorities are reflected in the weights, $w_{i}$. The weights $x_{i}$ 's allow the sensor nodes to save energy, while avoiding interference with the other sensor nodes [33], [34].
The optimization problem constituted by weighted CFP is given by

$$
\begin{align*}
\max _{\left\{P_{i}\right\}_{i=1}^{M}} \quad C= & \sum_{i=1}^{M} w_{i} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
\text { subject to : } & \sum_{i=1}^{M} x_{i} P_{i} \leq P_{t}  \tag{22}\\
& P_{i} \leq P_{i t}, \quad i \leq M \\
& \text { and } P_{i} \geq 0, \quad i \leq M,
\end{align*}
$$

where again $w_{i}$ and $x_{i}$ are the weights of the $i^{t h}$ resource's capacity and allocated power, respectively. Similar to Theorem 1, we have

Theorem 4: The solution of the WCFP (22) is of the 'form'

$$
\bar{P}_{i}= \begin{cases}\left(\frac{1}{\lambda}-\bar{N}_{i}\right), & 0<\bar{P}_{i}<\bar{P}_{i t} ;  \tag{23}\\ \bar{P}_{i t}, & \frac{1}{\lambda} \geq \bar{H}_{i} \triangleq\left(\bar{P}_{i t}+\bar{N}_{i}\right) ; \\ 0, & \frac{1}{\lambda} \leq \bar{N}_{i}\end{cases}
$$

where " $\frac{1}{\lambda}$ is the water level of the WCFP", $\bar{P}_{i}=\frac{P_{i} x_{i}}{w_{i}}$ is the weighted power, $\bar{P}_{i t}=\frac{P_{i t} x_{i}}{w_{i}}$ is weighted peak power, $\bar{N}_{i}=\frac{N_{i} x_{i}}{w_{i}}$ is the weighted interference plus noise level and $\bar{H}_{i}=\bar{N}_{i}+\bar{P}_{i t}$ is the weighted height of $i^{\text {th }}$ cave ceiling stair.

Proof: The proof is similar to Theorem 1 and has been omitted.

The above solution form can be rewritten as

$$
\begin{align*}
& \bar{P}_{i}=\left(\frac{1}{\lambda}-\bar{N}_{i}\right)^{+}, \quad i=1, \cdots, M ; \quad \text { and }  \tag{24}\\
& \bar{P}_{i} \leq \bar{P}_{i t}, \quad i=1, \cdots, M \tag{25}
\end{align*}
$$

where we have $A^{+} \triangleq \max (A, 0)$. The solution for (22) has a simple form for the case the 'implied' weighted power budget, $\bar{P}_{I t}$ as defined as $\bar{P}_{I t}=\sum_{i=1}^{M} w_{i} \bar{P}_{i t}$ is less than or equal to $P_{t}$ and is given in Proposition 3.

Proposition 3: If the 'implied' power budget is less than or equal to the power budget $\left(\sum_{i=1}^{M} w_{i} \bar{P}_{i t} \leq P_{t}\right)$, then peak power allocation to all the $M$ resources gives optimal capacity.

Note that in this case the total power allocated is less than (or equal to) $P_{t}$. However, if $P_{t}<\sum_{i=1}^{M} w_{i} \bar{P}_{i t}$, then all the $M$ resources cannot be allocated peak powers since it violates the total sum power constraint in (22).

In what follows, we pursue the solution of (22) for the case

$$
\begin{equation*}
P_{t}<\sum_{i=1}^{M} w_{i} \bar{P}_{i t} \tag{26}
\end{equation*}
$$

We have,
Proposition 4: The optimal powers and hence optimal capacities are achieved in (22) (under the constraint (26)) only if

$$
\begin{equation*}
\sum_{i=1}^{M} w_{i} \bar{P}_{i}=P_{t} \tag{27}
\end{equation*}
$$

It follows that the solution of (22) is given by

$$
\begin{align*}
\bar{P}_{i} & =\left(\frac{1}{\lambda}-\bar{N}_{i}\right)^{+}, \quad i=1, \cdots, M  \tag{28}\\
\sum_{i=1}^{K} w_{i} \bar{P}_{i} & =P_{t}  \tag{29}\\
\bar{P}_{i} & \leq \bar{P}_{i t}, \quad i=1, \cdots, M \tag{30}
\end{align*}
$$

Using the proposed area based approach, we can extend the ACF algorithm to the weighted case as shown in Fig. 3.

Observe that the width of the stairs is now given by $w_{i}$ in contrast to CFP, and $Z_{i, k}$ is now scaled by a factor of $\frac{x_{i}}{w_{i}}$.

Also observe that the sorting order now depends on the $\bar{N}_{i}$ values, since sorting the $\bar{N}_{i}$ values in ascending order makes the first $K$ of the $\bar{P}_{i}$ values positive, while the remaining $\bar{P}_{i}$ values are equal to zero as per (28).
In what follows, we assume that the parameters like $\bar{H}_{i}, \bar{P}_{i t}$, $w_{i}$ and $\bar{N}_{i}$ are sorted in the ascending order of $\bar{N}_{i}$ values in order to conserve the original relationship among parameters.

Comparing (28)-(30) to (3), (4) and (9); we can see that in addition to the scaling of the variables, (29) has a weighing factor of $w_{i}$. Most importantly, since the widths of the stairs


Fig. 3. Showing the effect of 'weights' in Weighted CFP.

```
Algorithm 3 ACF Algorithm for Obtaining \(K\) for WCFP
Require: Inputs required are \(M, P_{t}, \bar{N}_{i}, \bar{H}_{i} \& w_{i}\) (in ascend-
    ing order of \(\bar{N}_{i}\) ).
Ensure: Output is \(K, \bar{I}_{R_{K-1}}, \bar{I}_{R_{K}}, \bar{d}_{K_{-}}\).
    \(i=1\). Denote \(\bar{d}_{0}=P_{t}, W_{0}=0, \bar{U}_{0}=0\) and \(\bar{I}_{R_{0}}=\emptyset\)
    Calculate \(\bar{d}_{i}=\bar{d}_{i-1}+w_{i} \bar{N}_{i}\).
    Calculate \(W_{i}=W_{i-1}+w_{i}\)
            \(\triangleright\) Calculate the area \(\bar{U}_{i}=\sum_{m=1}^{i} w_{m} \bar{Z}_{m, i}^{+}\)as follows:
    \(\bar{I}_{R_{i}}=\left\{m\right.\); such that \(\left.\bar{N}_{i+1}>\bar{H}_{m}\right\}, W_{R_{i-1}}=\sum_{m \in \bar{I}_{R_{i-1}}} w_{m}\)
            \(\bar{Z}_{m, i}=\bar{N}_{(i+1)}-\bar{H}_{m}, m \in\left(I_{R_{i}}-I_{R_{i-1}}\right)\)
    \(\bar{U}_{i}=\bar{U}_{i-1}+W_{R_{i-1}}\left(\bar{N}_{i+1}-\bar{N}_{i}\right)+\sum_{m \in\left(\bar{I}_{R_{i}}-\bar{I}_{R_{i-1}}\right)} w_{m} \bar{Z}_{m, i}^{+}\)
    Calculate the area \(\bar{Q}_{i}=W_{i} \bar{N}_{(i+1)}\)
    if \(\bar{Q}_{i} \geq\left(\bar{d}_{i}+\bar{U}_{i}\right)\) then
        \(K \leftarrow i\). Exit the algorithm.
    else
        \(i \leftarrow \mathrm{i}+1\), Go to 2
    end if
```

is not unity, they affect the area under consideration. As a consequence, Algorithms 1 and 2 cannot be directly applied to this case. However, the interpretations are similar. Algorithm 3 details the ACF for WCFP while Algorithm 4, defines the corresponding 'step-based' waterfilling algorithm conceived for finding the optimal values of $K$ and $L$, respectively.

Let us now formulate Theorem 5.
Theorem 5: The output of Algorithm 3 gives the optimal value $K$ of the number of positive powers, as defined in Definition 1, for WCFP.

The proof is similar to that of the CFP case, with slight modifications concerning both the scaling and the width of the stairs $w_{i}$, hence it has been omitted.
Observe that the calculation of $\bar{P}_{R}, \bar{D}_{m}$ and $\bar{F}_{m}$ is affected by the weights $w_{i}$, since the areas depend on $w_{i}$.
Let us now state without proof that Algorithm 4 outputs the optimal value of $L$.

Theorem 6: Algorithm 4 delivers the optimal value $L$ of the number of powers that are assigned peak powers, as defined in Definition 2, for WCFP.
Peak power allocated resources are $\bar{I}_{P}=\bar{I}_{R_{K-1}} \cup$ $I_{S}(1: L)$. Resources for which WFP allocates powers are $\bar{I}_{P}^{c}=[1, K]-\bar{I}_{P}$.

```
Algorithm 4 'Step-Based' Waterfilling Algorithm for
Obtaining \(L\) for WCFP
Require: Inputs required are \(K, \bar{d}_{K}, \bar{I}_{R_{K-1}}, \bar{I}_{R_{K}}, W_{K}, W_{R_{K-1}}\),
    \(\bar{N}_{i}, \bar{H}_{i} \& w_{i}\) (in ascending order of \(\bar{N}_{i}\) ).
Ensure: Output is \(L, I_{S}\).
    Calculate \(\bar{P}_{R}=\bar{d}_{K}-W_{K} \bar{N}_{K}+W_{R_{K-1}} \bar{N}_{K}-\)
    \(\sum_{m \in \bar{I}_{R_{K-1}}} w_{m} \bar{H}_{m}\)
    Calculate \(\bar{I}_{B}=\bar{I}_{R_{K}}-\bar{I}_{R_{K-1}} . \bar{D}_{1}=W_{K-}-W_{R_{K-1}}\).
    If \(\left|\bar{I}_{B}\right|=0\), set \(L=0\). Otherwise, if \(\left|\bar{I}_{B}\right|>0\), then only
    proceed with the following steps.
    Sort \(\left\{\bar{H}_{m}\right\}_{m \in \bar{I}_{B}}\) in ascending order and denote it as \(\left\{\bar{H}_{m B}\right\}\)
    and the sorting index as \(I_{S}\).
    Initialize \(m=1, \bar{F}_{m}=\left(\bar{H}_{m B}-\bar{N}_{K}\right) \bar{D}_{m}\).
    while \(\bar{F}_{m} \leq \bar{P}_{R}\) do
        \(m=m+1\). If \(m>\left|\bar{I}_{B}\right|\), exit the while loop.
        \(\bar{D}_{m}=\bar{D}_{m-1}-w_{I_{S}(m-1)}\)
        \(\bar{F}_{m}=\bar{F}_{m-1}+\left(\bar{H}_{m B}-\bar{H}_{(m-1) B}\right) \bar{D}_{m}\)
    end while
    \(L=m-1\).
    calculate \(\bar{D}_{L+1}=\bar{D}_{L}-w_{I_{S}(L)}\), only if \(L=\left|\bar{I}_{B}\right|\).
```

The waterlevel for WCFP is given by

$$
\frac{1}{\lambda}= \begin{cases}\bar{H}_{L B}+\frac{\bar{P}_{R}-\bar{F}_{L}}{\bar{D}_{L+1}}, & L>0  \tag{31}\\ \bar{N}_{K}+\frac{\bar{P}_{R}}{\bar{D}_{1}}, & \mathrm{~L}=0\end{cases}
$$

and the powers allocated are given by

$$
P_{i}= \begin{cases}P_{i t}, & i \in \bar{I}_{P}  \tag{32}\\ \frac{w_{i}}{x_{i}}\left(\frac{1}{\lambda}-\bar{N}_{i}\right), & i \in \bar{I}_{P}^{c}\end{cases}
$$

## A. Computational Complexity of the WCFP

Let us now calculate the computational complexity of both Algorithm 3 and of Algorithm 4 and then add the complexity of calculating the powers, as follows:

- Calculating $\bar{N}_{i}, \bar{P}_{i t}$ and $\bar{H}_{i}$ requires $3 M$ multiplies and $M$ adds.
- Observe that Algorithm 3 requires $(K+1)$ adds and $K$ multiplies for calculating $\bar{d}_{i}, K$ multiplies to find $\bar{Q}_{i}$ and, in the worst case, $4 K$ additions and $2 K$ multiplications for calculating $\bar{Z}_{m, i}$ 's \& $\bar{U}_{K}$, the corresponding proof is given in Appendix VI-E; $K$ additions for calculating $W_{K}$ and at-most $K$ additions for calculating $W_{R_{i-1}}$. Consequently Algorithm 3 requires $(7 K+1)$ additions and $4 K$ multiplications for calculating $K$.
- Note that in Algorithm 4: 2 multiplies and $3+\left|\bar{I}_{R_{K-1}}\right|$ additions are required for calculation of $\bar{P}_{R}$; at-most $(K+1)$ adds and 1 multiply in computing $\bar{F}_{1}, \bar{D}_{1} ; 4\left|\bar{I}_{B}\right|$ adds and $\bar{I}_{B}$ multiples for evaluating the while loop. Since $\left|\bar{I}_{R_{K-1}}\right|,\left|\bar{I}_{B}\right|<K$, the worst case complexity of Algorithm 4 can be given as $(6 K+4)$ adds, $(K+3)$ multiplies.
- The computational complexity of calculating $P_{i}$ is at-most $K$ adds and $K$ multiplies.
- Consequently, the total computational complexity of solving the WCFP, considered is $(14 K+5+M)$ adds and $(3 M+6 K+3)$ multiplies. Since $K$ is not known apriori, the worst case complexity is given by $(15 M+5)$ adds and $(9 M+3)$ multiplies. i.e we have a complexity order of $O(M)$.
Explicitly, the proposed solution's computational complexity is of the order of $M$, whereas that of the GWFPP of [22] is of the order of $M^{2}$.


## IV. WCFP Requiring Minimum Power

In this section we further extend the WCFP to the case where the resources/powers scenario of having both a Minimum and a Maximum Power (MMP) constraint. The resultant WCFP-MMP arises in the following context:
(a) In a CR network, CR senses that some resources are available for it's use and allocates powers to the available resources for a predefined amount of time while ensuring that the peak power constraint is satisfied, in order to keep the interference imposed on the PU with in the affordable limit. Again, the weights $w_{i}$ and $x_{i}$ represent the resource's available time and sensing probabilities. The minimum power has to be sufficient to support the required quality of service, such as the minimum transmission rate of each resource [30]-[32].
We show that solving WCFP-MMP can be reduced to solving WCFP with the aid of an appropriate transformation. Hence, Section III can be used for this case. Mathematically, the problem can be formulated as

$$
\begin{align*}
\max _{\left\{P_{i}\right\}_{i=1}^{M}} C= & \sum_{i=1}^{M} w_{i} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
\text { subject to : } & \sum_{i=1}^{M} x_{i} P_{i} \leq P_{t}  \tag{33}\\
& P_{i b} \leq P_{i} \leq P_{i t}, \quad i \leq M \\
& \text { and } P_{i} \geq 0, \quad i \leq M,
\end{align*}
$$

where $P_{i b} \leq P_{i t}$ and $P_{i b}$ is the lower bound while $P_{i t}$ is the upper bound of the $i^{t h}$ power. $w_{i}$ and $x_{i}$ are weights of the $i^{t h}$ resource's capacity and $i^{t h}$ resource's allotted power, respectively. Using the KKT, the solution of this case can be written as

$$
\begin{align*}
\bar{P}_{i} & =\left(\frac{1}{\lambda}-\bar{N}_{i}\right)^{+}, \quad i=1, \cdots, M ;  \tag{34}\\
\sum_{i=1}^{K} w_{i} \bar{P}_{i} & =P_{t} ;  \tag{35}\\
\bar{P}_{i b} & \leq \bar{P}_{i} \leq \bar{P}_{i t}, \quad i=1, \cdots, M, \tag{36}
\end{align*}
$$

where $\bar{P}_{i}=\frac{P_{i} x_{i}}{w_{i}}$ is the weighted power, $\bar{P}_{i t}=\frac{P_{i t} x_{i}}{w_{i}}$ is weighted peak power, $\bar{P}_{i b}=\frac{P_{i b} x_{i}}{w_{i}}$ is the weighted minimum power and $\bar{N}_{i}=\frac{N_{i} x_{i}}{w_{i}}$ is the weighted noise.

Let us now formulate Theorem 7.
Theorem 7: For every WCFP-MMP given by (33), there exists a WCFP, whose solution will result in a solution to the WCFP-MMP.

Proof: Consider the solution to WCFP-MMP given by (34)-(36). Defining $\hat{P}_{i}=\bar{P}_{i}-\bar{P}_{i b}$ and substituting it into (34)-(36), we arrive at:

$$
\begin{gather*}
\hat{P}_{i}=\left(\frac{1}{\lambda}-\bar{N}_{i}\right)^{+}-\bar{P}_{i b}, \quad i=1, \cdots, M  \tag{37}\\
\sum_{i=1}^{K} w_{i}\left(\hat{P}_{i}+\bar{P}_{i b}\right)=P_{t}  \tag{38}\\
0 \leq \hat{P}_{i} \leq\left(\bar{P}_{i t}-\bar{P}_{i b}\right), \quad i=1, \cdots, M \tag{39}
\end{gather*}
$$

Using (37) and the definition of ()$^{+}$, we can rewrite (37)-(39) as

$$
\begin{align*}
\hat{P}_{i} & =(\frac{1}{\lambda}-\underbrace{\left\{\bar{N}_{i}+\bar{P}_{i b}\right\}}_{\hat{N}_{i}})^{+}, \quad i=1, \cdots, M  \tag{40}\\
\sum_{i=1}^{K} w_{i} \hat{P}_{i} & =\underbrace{\left(P_{t}-\sum_{i=1}^{K} w_{i} \bar{P}_{i b}\right)}_{\hat{P}_{t}}  \tag{41}\\
0 & \leq \hat{P}_{i} \leq \underbrace{\left(\bar{P}_{i t}-\bar{P}_{i b}\right)}_{\hat{P}_{i t}}, \quad i=1, \cdots, M \tag{42}
\end{align*}
$$

Comparing (40)-(42) to (28)-(30), we can observe that this is a solution for a WCFP with variables $\hat{P}_{i}, \hat{N}_{i}, \hat{P}_{i t}$ and $\hat{P}_{t}$. It follows then that we can solve the WCFP-MMP by solving the WCFP, whose solution is given by (40)-(42).

Note that the effect of the lower bound is that of increasing the height of the floor stairs for the corresponding WCFP at a concomitant reduction of the total power constraint.

## A. Computaional Complexity of the WCFP-MMP

Solving WCFP-MMP requires $4 M$ additional adds, to compute $\hat{P}_{i}, \hat{N}_{i}, \hat{P}_{i t}$ as well as $\hat{P}_{t}$, and $K$ adds to recover $P_{i}$ from $\hat{P}_{i}$; as compared to WCFP. Hence the the worst case complexity of solving the WCFP-MMP is given by $(19 M+6)$ adds and $(8 M+3)$ multiplies. i.e we have a complexity of $O(M)$.

## V. Simulation Results

Our simulations have been carried out in MATLAB R2010b software. To demonstrate the operation of the proposed algorithm, some numerical examples are provided in this section.

Example 1: Illustration of the CFP is provided by the following simple example:

$$
\begin{align*}
& \max _{\left\{P_{i}\right\}_{i=1}^{2}} C=\sum_{i=1}^{2} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
& \text { with constraints : } \sum_{i=1}^{2} P_{i} \leq 0.45 ; \\
& P_{i} \leq 0.7-0.3 i, \quad i \leq 2 \\
& \text { and } P_{i} \geq 0, \quad i \leq 2 \tag{43}
\end{align*}
$$

Assuming $N_{i}=\{0.1,0.3\}$, we have $H_{i}=\{0.5,0.4\}$. For the example of (43), water is filled above the first floor stair, as shown in Fig. 4a. This quantity of water is less than $P_{t}$. Hence, we fill the water above the second floor stair until the


Fig. 4. Illustration for Example 1: (a) Water filled above floor stairs 1 and 2, without peak constraint. (b) Water filled above floor stairs 2 only.
water level reaches 0.45 . At this point the peak constraint for the second resource comes into force and the water can only be filled above second floor stair, as shown in Fig. 4b. Now, this amount of water becomes equal to $P_{t}$ giving $K=2$. We can observe that the first resource has a power determined by the 'waterlevel', while the second resource is assigned the peak power.

In Algorithm 1, we have $U_{1}=0$ as $Z_{1,1}^{+}=0$ and $I_{R_{1}}=0$. $d_{1}=P_{t}+N_{1}=0.55$, while $Q_{1}=1 \times N_{2}=0.3$. We can check that $Q_{1} \nsupseteq\left(d_{1}+U_{1}\right)$ which indicates that $K>1$. Hence, we get $K=2$.

Let us now use Algorithm 2 to find the specific resources that are to be allocated the peak powers. We have $I_{R_{K-1}}=0$ as $N_{K}<H_{1}$. The remaining power $P_{R}$ in Algorithm 2 is 0.25. The resource indices to check for the peak power allocation are $I_{B}=\{1,2\}$. From $\left.H_{m}\right|_{m \in I_{B}}$, we get $\left[H_{1 B}, H_{2 B}\right]=\{0.4,0.5\}$ and $I_{S}=\{2,1\}$. We can check that $F_{1}=0.2<P_{R}$ and $F_{2}=0.3>P_{R}$. This gives $L=1$. Hence we allocate the peak power to the $I_{S}(L)$ or second resource, i.e. we have $P_{2}=$ $P_{2 t}=0.1$. The first resource can be assigned the remaining power of $P_{1}=P_{t}-P_{2 t}=0.35$.

Example 2: A slightly more involved example of the CFP, with more resources is illustrated here:

$$
\begin{align*}
& \max _{\left\{P_{i}\right\}_{i=1}^{8}} C=\sum_{i=1}^{8} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
& \text { with constraints : } \sum_{i=1}^{8} P_{i} \leq 6 \\
& P_{i} \leq P_{i t}, \quad i \leq 8 \\
& \text { and } P_{i} \geq 0, \quad i \leq 8 \tag{44}
\end{align*}
$$

In (44); we have $N_{i}=2 i-1, \forall i$ and $P_{i t}=$ $\{8,1,3,3,6,3,4,1\}$. The heights of the cave roof stairs are $H_{i}=\{9,4,8,10,15,14,17,16\}$.

In Fig. 5, when the water is filled below the third cave roof stair, the amount of water is $P_{t}=6$, which fills above the three cave floor stairs, hence giving $K=3$. The same can be obtained from Algorithm 1. Using Algorithm 1, the $\left(d_{i}+U_{i}\right)$ and the $Q_{i}$ values are obtained which are shown in Table II. Since the $\left(d_{i}+U_{i}\right)$ values are $\{7,11,18\}$, while the $Q_{i}$ are $\{3,10,21\}$, we have $Q_{3}>\left(d_{3}+U_{3}\right)$ and $Q_{i}<\left(d_{i}+U_{i}\right)$, $i=1,2$. This gives $K=3$.

As we have $N_{K}=5>H_{2}=4, I_{R_{K-1}}=2 ;$ the second resource is to be assigned the peak power.


Fig. 5. Illustration of Example 2: Water filled below the roof stair 3 gives $K=3$.

TABLE II
Results for Example 2:

| Parameter | Values of the <br> parameters for (44) |
| :---: | :---: |
| $\left(d_{i}+U_{i}\right), i \leq K$ | $7, \quad 11, \quad 18$ |
| $Q_{i}, \quad i \leq K$ | $3,10, \quad 21$ |
| Peak power based resources | 2 |
| Water filling based resources | 1,3 |
| Powers of the resources <br> $P_{i}, i \in[1, K]$ | $4.5,1,0.5$ |
| Capacities of the resources <br> $i \in[1, K]$ | $2.4594,2.8745,3.0120$ |

Similarly, as $N_{K+1}(=7)>H_{i}, i \in[1, K]$ is satisfied for $i=2$ resource, we have $I_{R_{K}}=2$. Since $I_{B}=I_{R_{K}}-I_{R_{K-1}}=\emptyset$, there are no resources that have $H_{i}, i \in[1, K]$ values in between $N_{K}$ and $N_{K+1}$. Thus, there is no need to invoke the 'step-based water filling' of Algorithm 2, which gives $L=0$.

Now, peak power based resources are $I_{P}=I_{R_{K-1}}=\{2\}$. The water filling algorithm allocates powers for the $I_{P}^{c}=[1, K]-I_{P}=\{1,3\}$ resources.

The peak power based resources and water filling based resources are shown in Table II. For the remaining power, $P_{R}=1$, the water level obtained for the $I_{P}^{c}$ resources (with $L=0$ ) is 5.5 . The powers allocated to the resources $\{1,3\}$ using this water level are $\{4.5,0.5\}$. The powers and corresponding throughputs are shown in Table II.

Example 3: The weighted CFP is illustrated by the following simple example:

$$
\begin{align*}
& \max _{\left\{P_{i}\right\}_{i=1}^{5}} C=\sum_{i=1}^{5} w_{i} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
& \text { with constraints : } \sum_{i=1}^{5} x_{i} P_{i} \leq 5 ; \\
& P_{i} \leq 2, \quad i \leq 5 \\
& \text { and } P_{i} \geq 0, \quad i \leq 5 . \tag{45}
\end{align*}
$$

In (45); lets us consider $N_{i}=[0.2,0.1,0.4,0.3,0.5]$, $w_{i}=6-i$ and $x_{i}=i, \forall i$. The $\bar{N}_{i}$ values are


Fig. 6. Index of the peak power based resources (continuous lines) and waterfilling allotted resources (dashed lines) for Example 4.


Fig. 7. Throughputs of the resources for Example 4.
[ $0.04,0.05,0.4,0.6,2.5]$, while the $\bar{H}_{i}$ values are [0.44, 1.05, $2.40,4.60,12.5]$. Applying the ACF algorithm, we arrive at $K=4$.

We have $\bar{H}_{i}<\bar{N}_{K}, i \in[1, K]$ for the $1^{s t}$ resource. The 'step-based' waterfilling algorithm confirms that $1^{\text {st }}$ resource is indeed the resource having the peak power. The remaining $2^{\text {nd }}, 3^{\text {rd }}$ and $4^{\text {th }}$ resources are allocated their powers using the water filling algorithm. For the water level of 0.62222 , powers allotted for $\{2,3,4\}$ resources are [1.1444, 0.22222, 0.011111].

Example 4: Another example for the weighted CFP associated with random weights:

$$
\begin{align*}
& \max _{\left\{P_{i}\right\}_{i=1}^{64}} C=\sum_{i=1}^{64} w_{i} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
& \text { with constraints : } \sum_{i=1}^{64} x_{i} P_{i} \leq 1 \\
& P_{i} \leq P_{i t}, \quad i \leq 64 \\
& \text { and } P_{i} \geq 0, \quad i \leq 64 \tag{46}
\end{align*}
$$

In this example, we assume $N_{i}=\frac{\sigma^{2}}{h_{i}}$ while $h_{i}, w_{i}$ and $x_{i}$ are exponentially distributed with a mean of 1 . Furthermore $\sigma^{2}=10^{-2}$ and $P_{i t}, \forall i$ are random values in the range $\left[10^{-3}, 5 \times 10^{-2}\right]$.
Now applying the ACF algorithm, we get $K=51$ for a particular realization of $h_{i}, w_{i}$ and $x_{i}$. For this realization, from the $[1, K]$ resources, 38 resources are to be allocated with the peak powers and 13 resources get powers from the waterfilling algorithm. These resources are shown in Fig. 6. The achieved throughput of the resources is given in Fig. 7 for the proposed algorithm. The results match with the values obtained for known algorithms.

Table III gives the actual number of flops required by the proposed solution and the other existing algorithms for

TABLE III
COMPUTATIONAL COMPLEXITIES OF EXISTING ALGORITHMS AND THE PROPOSED SOLUTION FOR $w_{i}=x_{i}=1, \forall i$

| M $\rightarrow \mathbf{K}$ | Number of flops <br> in algorithms <br> of [18], [19] | Number of <br> flops in FWF <br> of [21] | Number of <br> flops in GWFPP <br> of [22] | Number of flops in <br> in proposed <br> solution $\\|$ |
| :---: | ---: | ---: | ---: | ---: |
| $64 \rightarrow 46$ | 14985216 | $(39024)$ | $(24)$ | 16832 |
| $128 \rightarrow 87$ | 70563072 | 33592 | 541 |  |
|  | $(91879)$ | $(52)$ | 66432 | $(24,6)$ |$|$| 956 |
| ---: |
| $256 \rightarrow 135$ |

Example 4 with different $M$ values. Since some of the existing algorithms do not support $w_{i} \neq 1$ and $x_{i} \neq 1, \forall i$; we assume $w_{i}=x_{i}=1, \forall i$ for Table III.

It can be observed from Table III that the number of flops imposed by the sub-gradient algorithm of [18] and [19] is more than $10^{4}$ times that of the proposed solution. The number of flops required for the FWF of [21] and for the GWFPP of [22] are more than $10^{2}$ times that of the proposed solution. This is because the proposed solution's computational complexity is $O(M)$, whereas the best known existing algorithms have an $O\left(M^{2}\right)$ order of computational complexity; as listed in Table I.

It has also been observed from the above examples that $\left|I_{B}\right|=\left|I_{R_{K}}-I_{R_{K-1}}\right|$ values are very small as compared to $M$. As such $L$ has been obtained from Algorithm 2 within two iterations of the while loop.

## VI. Conclusions

In this paper, we have proposed algorithms for solving the CFP at a complexity order of $O(M)$. The approach was then generalized to the WCFP and to the WCFP-MMP. Since the best known solutions solve these three problems at a complexity order of $O\left(M^{2}\right)$, the proposed solution results in a significant reduction of the complexity imposed. The complexity reduction attained is also verified by simulations.

## ApPENDIX

## A. Proof of Theorem 1

Proof: Lagrange's equation for (1) is

$$
\begin{align*}
L\left(P_{i}, \lambda, \omega_{i}, \gamma_{i}\right)= & \sum_{i=1}^{M} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right)-\lambda\left(\sum_{i=1}^{M} P_{i}-P_{t}\right) \\
& -\sum_{i=1}^{M} \omega_{i}\left(P_{i}-P_{i t}\right)-\sum_{i=1}^{M} \gamma_{i}\left(0-P_{i}\right) \tag{47}
\end{align*}
$$

[^1]Karush-Kuhn-Tucker (KKT) conditions for (47) are [3], [35]

$$
\begin{align*}
\frac{\partial L}{\partial P_{i}} & =0 \Rightarrow \frac{1}{N_{i}+P_{i}}-\lambda-\omega_{i}+\gamma_{i}=0,  \tag{48}\\
\lambda\left(P_{t}-\sum_{i=1}^{M} P_{i}\right) & =0,  \tag{49}\\
\omega_{i}\left(P_{i t}-P_{i}\right) & =0, \quad \forall i  \tag{50}\\
\gamma_{i} P_{i} & =0, \quad \forall i  \tag{51}\\
\lambda, \omega_{i} \& \gamma_{i} & \geq 0, \quad \forall i  \tag{52}\\
P_{i} & \leq P_{i t}, \quad \forall i,  \tag{53}\\
\sum_{i=1}^{M} P_{i} & \leq P_{t} . \tag{54}
\end{align*}
$$

In what follows we show that the KKT conditions result in a simplified 'form' for the solution of CFP which is similar to the conventional WFP. The proof is divided into three parts corresponding to the three possibilities for $P_{i}$ : that is 1) Equivalent constraint for $P_{i}<0$ in terms of the 'water level' $\frac{1}{\lambda}$ and the corresponding solution form, 2) Equivalent constraint for $P_{i} \leq P_{i t}$ in terms of the 'water level' and and the corresponding solution form, and 3) Equivalent form for $P_{i}<P_{i}<P_{i t}$ in terms of the 'water level' and the corresponding solution form.

1) Simplification for $P_{i} \geq 0$ : Multiplying (48) with $P_{i}$ and substituting (51) in it, we obtain

$$
\begin{equation*}
P_{i}\left(\frac{1}{N_{i}+P_{i}}-\lambda-\omega_{i}\right)=0 \tag{55}
\end{equation*}
$$

In order to satisfy (55), either $P_{i}$ or $\left(\frac{1}{N_{i}+P_{i}}-\lambda-\omega_{i}\right)$ should be zero. Having $P_{i}=0, \forall i$ does not solve the optimization problem. Hence, we obtain

$$
\begin{equation*}
\left(\frac{1}{N_{i}+P_{i}}-\lambda-\omega_{i}\right)=0, \text { when } P_{i}>0 \tag{56}
\end{equation*}
$$

Since $\omega_{i} \geq 0$, (56) can be re-written as $\left(\frac{1}{N_{i}+P_{i}}-\lambda\right) \geq 0$. Furthermore, taking $P_{i}>0$ in this, we attain

$$
\begin{equation*}
\frac{1}{\lambda}>N_{i}, \quad \text { when } P_{i}>0 \tag{57}
\end{equation*}
$$

The opposite of this is

$$
\begin{equation*}
\frac{1}{\lambda} \leq N_{i}, \quad \text { when } P_{i} \leq 0 . \tag{58}
\end{equation*}
$$

We can observe that (57) and (58) are equations related to the conventional WFP.
2) Simplification for $P_{i} \leq P_{i t}$ : Multiplying (48) with $P_{i t}-P_{i}$ and substituting (50) in it, we attain

$$
\begin{equation*}
\left(P_{i t}-P_{i}\right)\left(\frac{1}{N_{i}+P_{i}}-\lambda+\gamma_{i}\right)=0 \tag{59}
\end{equation*}
$$

In (59), two cases arise:
(a) If $P_{i t}>P_{i}$, then $\left(\frac{1}{N_{i}+P_{i}}-\lambda+\gamma_{i}\right)=0$ becomes true.

Since $\gamma_{i} \geq 0,\left(\frac{1}{N_{i}+P_{i}}-\lambda+\gamma_{i}\right)=0$ is taken as $\left(\frac{1}{N_{i}+P_{i}}-\lambda\right)<0$. Further Simplifying this and substituting $P_{i}<P_{i t}$, we get

$$
\begin{equation*}
\frac{1}{\lambda}<H_{i} \triangleq\left(P_{i t}+N_{i}\right), \quad \text { if } P_{i}<P_{i t} \tag{60}
\end{equation*}
$$

(b) If $P_{i t}=P_{i}$, then $\left(\frac{1}{N_{i}+P_{i}}-\lambda+\gamma_{i}\right) \geq 0$ becomes true in (59).

As $\gamma_{i} \geq 0,\left(\frac{1}{N_{i}+P_{i}}-\lambda+\gamma_{i}\right) \geq 0$ is re-written as $\left(\frac{1}{N_{i}+P_{i}}-\lambda\right) \geq 0$. Substituting $P_{i t}=P_{i}$ and simplifying this further, we obtain

$$
\begin{equation*}
\frac{1}{\lambda} \geq H_{i} \triangleq\left(P_{i t}+N_{i}\right), \quad \text { if } P_{i}=P_{i t} \tag{61}
\end{equation*}
$$

3) Simplification for $0<P_{i}<P_{i t}$ :
(a) In (51); if $\gamma_{i}$ is equal to zero, then $P_{i}>0$. Combining this relation with (57), we can conclude that

$$
\begin{equation*}
\frac{1}{\lambda}>N_{i}, \quad \text { if } \gamma_{i}=0 \tag{62}
\end{equation*}
$$

(b) Similarly, in (50), if $\omega_{i}=0$, then $P_{i t}>P_{i}$ follows. Using this relation in (60), we acquire

$$
\begin{equation*}
\frac{1}{\lambda}<H_{i}, \quad \text { if } \omega_{i}=0 \tag{63}
\end{equation*}
$$

(c) Combining (62) and (63), we have

$$
\begin{equation*}
N_{i}<\frac{1}{\lambda}<H_{i}, \quad \text { if } \omega_{i}=\gamma_{i}=0 \tag{64}
\end{equation*}
$$

Using (64) in (48) and then re-arranging it gives

$$
\begin{equation*}
P_{i}=\frac{1}{\lambda}-N_{i}, \quad \text { if } N_{i}<\frac{1}{\lambda}<H_{i} \tag{65}
\end{equation*}
$$

Combining (57), (58), (60), (61) and (65), powers are obtained as

$$
P_{i}= \begin{cases}\left(\frac{1}{\lambda}-N_{i}\right), & N_{i}<\frac{1}{\lambda}<H_{i} \text { or } \\ & 0<P_{i}<P_{i t} \\ P_{i t}, & \frac{1}{\lambda} \geq H_{i} \\ 0, & \frac{1}{\lambda} \leq N_{i}\end{cases}
$$

## B. Proof of Proposition 2

Proof: The proof is by contradiction. Assume that $P_{i}^{\star}$, $i \leq M$ is the optimal solution for (1) such that $\sum_{i=1}^{M} P_{i}^{\star}<P_{t}$. We now prove that as $P_{i}^{\star}$ powers fulfil $\sum_{i=1}^{M} P_{i}^{\star}<P_{t}$, there exists $P_{i}^{\diamond}$ that has greater capacity. Define

$$
\begin{equation*}
P_{i}^{\diamond}=P_{i}^{\star}+\Delta P_{i}^{\star}, \quad \forall i \tag{67}
\end{equation*}
$$

such that

$$
\begin{equation*}
\sum_{i=1}^{M} P_{i}^{\diamond}=P_{t} \quad \text { and } P_{i}^{\diamond} \leq P_{i t}, \quad \forall i \tag{68}
\end{equation*}
$$

where $\Delta P_{i}^{\star} \geq 0, \forall i$. From (7) there exists atleast one $i$ such that $P_{i}^{\star}<P_{i t}$. It follows that $\Delta P_{i}^{\star}>0$ for atleast one $i$. The capacity of $M$ resources for $P_{i}^{\diamond}$ allotted powers is

$$
\begin{equation*}
C\left(P_{i}^{\diamond}\right)=\sum_{i=1}^{M} \log _{2}\left(1+\frac{P_{i}^{\diamond}}{N_{i}}\right) \tag{69}
\end{equation*}
$$

Substituting (67) in (69), we get

$$
\begin{equation*}
C\left(P_{i}^{\diamond}\right)=\sum_{i=1}^{M} \log _{2}\left(1+\frac{P_{i}^{\star}}{N_{i}}+\frac{\Delta P_{i}^{\star}}{N_{i}}\right) \tag{70}
\end{equation*}
$$

Re-writing the above, we obtain

$$
\begin{equation*}
C\left(P_{i}^{\diamond}\right)=\sum_{i=1}^{M} \log _{2}\left[\left(1+\frac{P_{i}^{\star}}{N_{i}}\right)\left(1+\frac{\frac{\Delta P_{i}^{\star}}{N_{i}}}{1+\frac{P_{i}^{\star}}{N_{i}}}\right)\right] \tag{71}
\end{equation*}
$$

Following ${ }^{\prime} \log (a b)=\log (a)+\log (b)$ ' in the above, we acquire

$$
\begin{equation*}
C\left(P_{i}^{\diamond}\right)=\sum_{i=1}^{M} \log _{2}\left(1+\frac{P_{i}^{\star}}{N_{i}}\right)+\sum_{i=1}^{M} \log _{2}\left(1+\frac{\frac{\Delta P_{i}^{\star}}{N_{i}}}{1+\frac{P_{i}^{\star}}{N_{i}}}\right) \tag{72}
\end{equation*}
$$

As $\Delta P_{i}^{\star}>0$ for atleast one $i$, the second term on the R.H.S. of (72) is always positive. We have

$$
\begin{equation*}
C\left(P_{i}^{\diamond}\right)>C\left(P_{i}^{\star}\right) \tag{73}
\end{equation*}
$$

In other words, $\sum_{i=1}^{M} P_{i}^{\diamond}=P_{t}$ produces optimal capacity; completing the proof.

## C. The Computational Complexity of Calculating $Z_{m, i}$ for CFP

Below, it is shown that the worst case computational complexity of calculating $Z_{m, i} ; m \leq i$ and $i \leq K$ for CFP is $K$ subtractions.

- In Algorithm 1, we first check if $N_{i+1}>H_{m} . I_{R_{i}}$ is taken as ' $m$ ' values for which $N_{i+1}>H_{m}$. Note also that $I_{R_{i-1}} \subset I_{R_{i}}$. This is because if $Z_{m, i}=N_{i+1}-H_{m}>0$, then $Z_{m, j} ; j=i+1, \cdots, K$ is always positive since $N_{j}>N_{i}, j>i$. Hence, in the worst case, $K \log (K)$ comparisons are required. The cost of a comparison, is typically lower than that of an addition [36]. Hence it has not been included in the flop count.
- As per Algorithm 1, we calculate $Z_{m, i}$ 's only for $m \in$ $\left(I_{R_{i}}-I_{R_{i-1}}\right)$. Furthermore, if we have $Z_{m, i}=N_{i+1}-$ $H_{m}>0$, then $Z_{m, j} ; j=i+1, \cdots, K$ is always positive
since $N_{j}>N_{i}, j>i$. In other words, if $I_{R_{i-1}}$ gets some ' $x$ ' values, then the same ' $x$ ' values will also be there in $I_{R_{i}}$ and the contribution of this part to the overall area, $U_{i}$ is $\left.\left|I_{R_{i-1}}\right|\left(N_{( } i+1\right)-N_{i}\right)$; which is calculated in Step 5. This implies that if $Z_{m, i}$ is calculated for $m \in I_{R_{i}}$, then there is no need to calculate $Z_{m, i}$ for $m \in I_{R_{i+1}}, I_{R_{i+2}}, \ldots I_{R_{K}}$. Hence, for a given $m, Z_{m, i}$ is calculated, in the worst case, once; for one ' $i$ ' only. As such, the worst case complexity of calculating $Z_{m, i}$ is as low as that of $K$ subtractions.


## D. The Computational Complexity of Calculating $U_{K}$ for CFP

Here we show that the worst case computational complexity of calculating $U_{K}$ for CFP is $4 K$ adds and $K$ multiplies. Note that in each iteration of Algorithm 1 the following is calculated:

$$
\begin{equation*}
U_{i}=U_{i-1}+\left|I_{R_{i-1}}\right|\left(N_{i+1}-N_{i}\right)+\sum_{m \in\left(I_{R_{i}}-I_{R_{i-1}}\right)}^{i} Z_{m, i}^{+} \tag{74}
\end{equation*}
$$

There are three terms in (74) and we calculate the complexity of each term separately, as follows:

- The first term of (74), $U_{i-1}$, is already computed in the ( $i-1$ )-th iteration, hence involves no computation during the $i$-th iteration.
- The second term, $\left|I_{R_{i-1}}\right|\left(N_{i+1}-N_{i}\right)$, is taking care of the increase in reference height from $N_{i}$ to $N_{i+1}$ for those roof stairs, which are already below the reference level $N_{i}$. The computation of this term requires only a single multiplication and addition.
- The third term gives the areas of the roof stairs which are below $N_{i+1}$ but not $N_{i}$. The number of additions in this is $A_{i}=\left|I_{R_{i}}-I_{R_{i-1}}\right|-1$.
- Taking into account the two adds per iteration required for adding all the three terms, the total computational complexity of calculating $U_{i}$, given $U_{i-1}$ is 1 multiply and $3+A_{i}$ adds.

Since $K U_{i}$ 's are calculated; the total computational complexity of calculating all $U_{i}$ 's will be $\sum_{i=1}^{K} 3+A_{i}=3 K+\left|I_{R_{K}}\right| \leq 4 K$ adds and $K$ multiplies.

## E. The Computational Complexity of Calculating $\bar{U}_{K}$ for WCFP

Here we show that the worst case computational complexity of calculating $\bar{U}_{K}$ for WCFP is $4 K$ adds $2 K$ multiplies. Note that in each iteration of Algorithm 3 the following is calculated:

$$
\begin{equation*}
\bar{U}_{i}=\bar{U}_{i-1}+W_{R_{i-1}}\left(\bar{N}_{i+1}-\bar{N}_{i}\right)+\sum_{m \in\left(\bar{I}_{R_{i}}-I_{R_{i-1}}\right)}^{i} w_{m} \bar{Z}_{m, i}^{+} \tag{75}
\end{equation*}
$$

There are three terms in (75) and we calculate the complexity of each term separately, as follows:

- The first term of (75), $\bar{U}_{i-1}$, is already computed in $i-1$-th iteration, hence involves no computation during the $i$-th iteration.
- The computation of second term, $W_{R_{i-1}}\left(\bar{N}_{i+1}-\bar{N}_{i}\right)$, requires only a single multiplication and addition.
- The third term gives the areas of the roof stairs which are below $\bar{N}_{i \pm 1}$ but not $\bar{N}_{i}$. The number of additions in this is $A_{i}=\left|\bar{I}_{R_{i}}\right|-\left|\bar{I}_{R_{i-1}}\right|$. The corresponding number of multiplications is one.
- Taking into account the two adds per iteration required for adding all the three terms, the total computational complexity of calculating $U_{i}$, given $U_{i-1}$ is 2 multiply and $3+A_{i}$ adds.
Since $K U_{i}$ 's are calculated; the total computational complexity of calculating all $U_{i}$ 's will be $\sum_{i=1}^{K} 3+A_{i}=3 K+\left|I_{R_{K}}\right| \leq 4 K$ adds and $2 K$ multiplies.
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# An Efficient Direct Solution of Cave-Filling Problems 
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#### Abstract

Waterfilling problems subjected to peak power constraints are solved, which are known as cave-filling problems (CFP). The proposed algorithm finds both the optimum number of positive powers and the number of resources that are assigned the peak power before finding the specific powers to be assigned. The proposed solution is non-iterative and results in a computational complexity, which is of the order of $M, O(M)$, where $M$ is the total number of resources, which is significantly lower than that of the existing algorithms given by an order of $M^{2}, O\left(M^{2}\right)$, under the same memory requirement and sorted parameters. The algorithm is then generalized both to weighted CFP (WCFP) and WCFP requiring the minimum power. These extensions also result in a computational complexity of the order of $M, O(M)$. Finally, simulation results corroborating the analysis are presented.


Index Terms-Weighted waterfilling problem, Peak power constraint, less number of flops, sum-power constraint, cave waterfilling.

## I. Introduction

WATERFILLING Problems (WFP) are encountered in numerous communication systems, wherein specifically selected powers are allotted to the resources of the transmitter by maximizing the throughput under a total sum power constraint. Explicitly, the classic WFP can be visualized as filling a water tank with water, where the bottom of the tank has stairs whose levels are proportional to the channel quality, as exemplified by the Signal-to-Interference Ratio (SIR) of the Orthogonal Frequency Division Multiplexing (OFDM) sub-carriers [1], [2].

This paper deals with the WaterFilling Problem under Peak Power Constraints (WFPPPC) for the individual resources. In contrast to the classic WFP where the 'tank' has a 'flat lid', in WFPPPC the 'tank' has a 'staircase shaped lid', where the steps are proportional to the individual peak power
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constraint. This scenario is also metaphorically associated with a 'cave' where the stair-case shaped ceiling represents the peak power that can be assigned, thus fulfilling all the requirements of WFPPPC. Thus WFPPPC is often referred to as a 'Cave-Filling Problem' (CFP) [3], [4].

In what follows, we will use the 'cave-filling' metaphor to develop insights for solving the WFPPPC. Again, the user's resources can be the sub-carriers in OFDM or the tones in a Digital Subscriber Loop (DSL) system, or alternatively the same sub-carriers of distinct time slots [5].

More broadly, the CFP occurs in various disciplines of communication theory. A few instances of these are:
a) protecting the primary user (PU) in Cognitive Radio (CR) networks [6]-[9];
b) when reducing the Peak-to-Average-Power Ratio (PAPR) in Multi-Input-Multi-Output (MIMO)OFDM systems [10], [11];
c) when limiting the crosstalk in Discrete MultiTone (DMT) based DSL systems [12]-[14];
d) in energy harvesting aided sensors; and
e) when reducing the interference imposed on nearby sensor nodes [15]-[17].
Hence the efficient solution of CFP has received some attention in the literature, which can be classified into iterative and exact direct computation based algorithms.
Iterative algorithms conceived for CFP have been considered in [18]-[20], which may exhibit poor accuracy, unless the initial values are carefully selected. Furthermore, they may require an extremely high number of iterations for their accurate convergence.

Exact direct computation based algorithms like the Fast WaterFilling (FWF) algorithm of [21], the Geometric WaterFilling with Peak Power (GWFPP) constraint based algorithm of [22] and the Cave-Filling Algorithm (CFA) obtained by minimizing Minimum Mean-Square Error (MMSE) of channel estimation in [3] solve CFPs within limited number of steps, but impose a complexity on the order of $O\left(M^{2}\right)$.

All the existing algorithms solve the CFPs by evaluating the required powers multiple times, whereas the proposed algorithm directly finds the required powers in a single step. Explicitly, the proposed algorithm reduces the number of Floating point operations (flops) by first finding the number of positive powers to be assigned, namely $K$, and the number of powers set to the maximum possible value, which is denoted by $L$. This is achieved in two (waterfilling) steps. First we use 'coarse' waterfilling to find the number of positive powers to
be assigned and then we embark on step-by-step waterfilling to find the number of positive powers that have to be set to the affordable peak powers.

In this paper we present an algorithm designed for the efficient solution of CFPs. The proposed solution is then generalized for conceiving both a Weighted CFP (WCFP) and a WCFP having both a Minimum and a Maximum Power (WCFP-MMP) constraint. It is demonstrated that the maximum throughput is achieved at a complexity order of $O(M)$ by all the three algorithms proposed.

The outline of the paper is as follows. Section II outlines our system model and develops the algorithms for solving the CFP. In Section III we conceive the WCFP, while Section IV presents our WCFP-MMP. Our simulation results are provided in Section V, while Section VI concludes the paper.

## II. The Cave-Filling Problem

In Subsection II-A, we introduce the CFP. The computation of the number of positive powers is presented in Subsection II-B, while that of the number of powers set to the maximum is presented in Subsection II-C. Finally, the computational complexity is evaluated in Subsection II-D.

## A. The CFP

The CFP maximizes the attainable throughput, $C$, while satisfying the sum power constraint; Hence, the sum of powers allocated is within the prescribed power budget, $P_{t}$, while the power, $P_{i}, \forall i$ assigned for the $i^{t h}$ resource is less than the peak power, $P_{i t}, \forall i$. Our optimization problem is then formulated as:

$$
\begin{align*}
\max _{\left\{P_{i}\right\}_{i=1}^{M}} C= & \sum_{i=1}^{M} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
\text { subject to : } & \sum_{i=1}^{M} P_{i} \leq P_{t} ; \\
& P_{i} \leq P_{i t}, \quad i \leq M \\
& \quad \text { and } P_{i} \geq 0, \quad i \leq M \tag{1}
\end{align*}
$$

where $M$ is the total number of resources (such as OFDM sub-carriers) and $\left\{N_{i}\right\}_{i=1}^{M}$ is the sequence of interference plus noise samples. The above optimization problem occurs in the following scenarios:
(a) In the downlink of a wireless communication system, where the base station (BS) assigns a resource (e.g. frequency band) to a user and allocates a certain power, $P_{i}$, to the $i^{\text {th }}$ resource while obeying the total power budget $\left(P_{t}\right)$. The BS ensures that $P_{i} \leq P_{i t}$ for avoiding the near-far problem [23].
(b) In an OFDM system, a transmitter assigns specific powers to the resources (e.g. sub-carriers) for satisfying the total power budget, $P_{t}$. Furthermore, to reduce the PAPR problem, the maximum powers assigned are limited to be within the peak powers [24], [25].

Theorem 1: The solution of the CFP (1) is of the 'form'

$$
P_{i}= \begin{cases}\left(\frac{1}{\lambda}-N_{i}\right), & 0<P_{i}<P_{i t} ;  \tag{2}\\ P_{i t}, & \frac{1}{\lambda} \geq H_{i} \triangleq\left(P_{i t}+N_{i}\right) ; \\ 0, & \frac{1}{\lambda} \leq N_{i}\end{cases}
$$

where " $\frac{1}{\lambda}$ is the water level of the CFP".
Proof: The proof is in Appendix VI-A.
Remark 1: Note that as in the case of conventional waterfilling, the solution of CFP is of the form (2). The actual solution is obtained by solving the solution form along with the primal feasibility constraints. Furthermore, for the set of primal feasibility constraints of our CFP, the Peak Power Constraint of $P_{i} \leq P_{i t}, \forall i$ is incorporated in the solution form. By contrast, the sum power constraint is considered along with (2) to obtain the solution in Propositions 1 and 2.

Remark 2: Observe from (2) that for $0<P_{i}<P_{i t}$, $P_{i}=\left(\frac{1}{\lambda}-N_{i}\right)$ which allows $\frac{1}{\lambda}$ to be interpreted as the 'water level'. However, in contrast to conventional waterfilling, the 'water level' is upper bounded by $\max _{i} P_{i t}$. Beyond this value, no 'extra' power can be allocated and the 'water level' cannot increase. The solution of this case is considered in Proposition 1.

It follows that (2) has a nice physical interpretation, namely that if the 'water level' is below the noise level $N_{i}$, no power is allocated. When the 'water level' is between $N_{i}$ and $P_{i t}$, the difference of the 'water level' and the noise level is allocated. Finally, when the 'water level' is higher than the 'peak level', $H_{i}$; the peak power $P_{i t}$ is allocated.

The above solution 'form' can be rewritten as

$$
\begin{align*}
& P_{i}=\left(\frac{1}{\lambda}-N_{i}\right)^{+}, \quad i=1, \cdots, M ; \quad \text { and }  \tag{3}\\
& P_{i} \leq P_{i t}, \quad i=1, \cdots, M \tag{4}
\end{align*}
$$

where we have $A^{+} \triangleq \max (A, 0)$. The solution for (1) has a simple form for the case the 'implied' power budget, $P_{I t}$ as defined as $P_{I t}=\sum_{i=1}^{M} P_{i t}$ is less than or equal to $P_{t}$ and is given in Proposition 1.

Proposition 1: If the 'implied' power budget is less than or equal to the power budget $\left(\sum_{i=1}^{M} P_{i t} \leq P_{t}\right)$, then peak power allocation to all the $M$ resources gives optimal capacity.

Proof: Taking summation on both sides of $P_{i} \leq P_{i t}, \forall i$, we obtain the 'implied' power constraint

$$
\begin{equation*}
\sum_{i=1}^{M} P_{i} \leq \underbrace{\sum_{i=1}^{M} P_{i t}}_{P_{I T}} \tag{5}
\end{equation*}
$$

However from (1) we have

$$
\begin{equation*}
\sum_{i=1}^{M} P_{i} \leq P_{t} \tag{6}
\end{equation*}
$$

Consequently, if $P_{I t} \leq P_{t}$, then peak power allocation to all the $M$ resources (i.e. $P_{i}=P_{i t}, \forall i$ ) fulfils all the constraints of (1). Consequently, the total power allocated to $M$ resources $\sum_{i=1}^{M} P_{i t}$. Since the maximum power that can be allocated to
any resource is it's peak power, peak power allocation to all the $M$ resources produces optimal capacity.

Note that in this case the total power allocated is less than (or equal to) $P_{t}$. However, if $P_{t}<\sum_{i=1}^{M} P_{i t}$, then all the $M$ resources cannot be allocated peak powers since it violates the total sum power constraint in (1).

In what follows, we pursue the solution of (1) for the case

$$
\begin{equation*}
P_{t}<\sum_{i=1}^{M} P_{i t} \tag{7}
\end{equation*}
$$

We have,
Proposition 2: The optimal powers and hence optimal capacities are achieved in (1) (under the assumption (7)) only if

$$
\begin{equation*}
\sum_{i=1}^{M} P_{i}=P_{t} \tag{8}
\end{equation*}
$$

Proof: The proof is in Appendix VI-B.
Since finding both the number of positive powers and the number of powers that are set to the maximum is crucial for solving the CFP, we formally introduce the following definitions.

Definition 1 (The Number of Positive Powers, K): Let $\mathcal{I}=$ $\left\{i\right.$; such that $\left.P_{i}>0\right\}$ be the set of resource indices, where $P_{i}$ is positive. Then the number of positive powers, $K=|\mathcal{I}|$, is given by the cardinality, $|\mathcal{I}|$, of the set.

Definition 2 (The Number of Powers Set to the Peak Power, L): Let $\mathcal{I}_{\mathcal{P}}=\left\{i ;\right.$ such that $\left.P_{i}=P_{i t}\right\}$ be the set of resource indices, where $P_{i}$ has the maximum affordable value of $P_{i t}$. Then the number of powers set to the peak power, $L=\left|\mathcal{I}_{\mathcal{P}}\right|$, is the cardinality, $\left|\mathcal{I}_{\mathcal{P}}\right|$ of the set.

Without loss of generality, we assume that the interference plus noise samples $N_{i}$ are sorted in ascending order, so that the first $K$ powers are positive, while the remaining ones are set to zero. Then, (8) becomes

$$
\begin{equation*}
\sum_{i=1}^{K} P_{i}=P_{t} \tag{9}
\end{equation*}
$$

Note that $H_{i}$ and $P_{i t}$ are also arranged in the ascending order of $N_{i}$, in order to preserve the original relationship between $H_{i}$ and $N_{i}$.

## B. Computation of the Number of Positive Powers

The CFP can be visualized as shown in Fig. 1a. In a cave, the water is filled i.e. the power is apportioned between the floor of the cave and the ceiling of the cave. The levels of the $i^{\text {th }}$ 'stair' of the floor staircase and of the ceiling staircase are $N_{i}$ and $H_{i} \triangleq\left(P_{i t}+N_{i}\right)$, respectively. The widths of all stairs are assumed to be 1 . Since the power gap between the floor stair and the ceiling stair is $P_{i t}$, the allocated power has to satisfy $P_{i} \leq P_{i t}$.

As the water is poured into the cave, observe from Fig. 1b that it obeys the classic waterfilling upto the point where the 'waterlevel' $\left(\frac{1}{\lambda}\right)$ reaches the ceiling stair of the $1^{\text {st }}$ resource. From this point onwards, water can only be stored above the second stair, as depicted in Fig. 1c upto a point where


Fig. 1. Geometric Interpretation of CFP for $K=4$. (a) Heights of $i^{t h}$ stair in cave floor staircase and cave roof staircase are $N_{i}$ and $H_{i}\left(=P_{i t}+N_{i}\right)$. (b) Water is filled (Power is allotted) in between the cave roof stair and cave floor stair, at this waterlevel the peak power constraint for $P_{1}$ constraints further allocation to $P_{1}$. (c) A similar issue occurs to $P_{2}$ also.Observe that the variable $Z_{m, 4}$ represents the height of $m^{t h}$ cave roof stair below the $(4+1)^{t h}$ cave floor stair. (d) Power allotted for $i^{t h}$ resource is $P_{i}=\min \left\{\frac{1}{\lambda}, H_{i}\right\}-N_{i}$. Observe the waterlevel between $4^{t h}$ and $5^{t h}$ resource. (e) The area $\frac{1}{\lambda} K$, shown in this figure, is smaller than the area $N_{K+1} K$ shown in (f).
the water has filled the gap between the floor stair and the ceiling stair of both the first and the second stairs. In terms of power, we have $P_{i}=P_{i t}$ for the resources $i=1$ and 2 . Mathematically, we have $P_{i}=P_{i t}$ if $H_{i} \leq \frac{1}{\lambda}$.

As more water is poured, observe from Fig. 1d that for the third and the fourth stairs, we have $H_{i}>\frac{1}{\lambda}$. It is clear from the above observations (also from (2)) that the power assigned to the $i^{\text {th }}$ resource becomes:

$$
\begin{equation*}
P_{i}=\min \left\{\frac{1}{\lambda}, H_{i}\right\}-N_{i}, \quad i \leq K . \tag{10}
\end{equation*}
$$

In Fig. 1d, the height of the fifth floor stair exceeds $\frac{1}{\lambda}$. As water can only be filled below the level $\frac{1}{\lambda}$, no water is

```
Algorithm 1 ACF Algorithm for Obtaining \(K\)
Require: Inputs required are \(M, P_{t}, N_{i} \& H_{i}\) (in ascending
    order of \(N_{i}\) ).
Ensure: Output is \(K, I_{R_{K-1}}, I_{R_{K}}, d_{K}\).
    \(i=1\). Denote \(d_{0}=P_{t}, U_{0}=0\) and \(I_{R_{0}}=\emptyset\)
    Calculate \(d_{i}=d_{i-1}+N_{i}\).
            \(\triangleright\) Calculate the area \(U_{i}=\sum_{m=1}^{i} Z_{m, i}^{+}\)as follows:
    \(I_{R_{i}}=I_{R_{i-1}} \cup\left\{m\right.\); such that \(\left.N_{i+1}>H_{m} \& m \in I_{R_{i-1}}\right\}\);
            \(Z_{m, i}=N_{(i+1)}-H_{m}, m \in\left(I_{R_{i}}-I_{R_{i-1}}\right)\)
    \(U_{i}=U_{i-1}+\left|I_{R_{i-1}}\right|\left(N_{i+1}-N_{i}\right)+\sum_{m \in\left(I_{R_{i}}-I_{R_{i-1}}\right)} Z_{m, i}^{+}\)
    Calculate the area \(Q_{i}=i N_{(i+1)}\)
    if \(Q_{i} \geq\left(d_{i}+U_{i}\right)\) then
        \(K \leftarrow i\). Exit the algorithm.
    else
        \(i \leftarrow \mathrm{i}+1\), Go to 2
    end if
```

filled above the fifth bottom stair. This results in $K=4$, as shown in Fig. 1d. The area of the water-filled cave crosssection becomes equal to $P_{t}$.

Fig. 1c also introduces the variable $Z_{i, k}$ as the depth of the $i^{\text {th }}$ ceiling stair below the $(k+1)^{s t}$ bottom stair; that is, we have:

$$
\begin{equation*}
Z_{i, k}=N_{(k+1)}-H_{i}, \quad i \leq k \tag{11}
\end{equation*}
$$

The variable $Z_{i, k}$ allows us to have a reference, namely a constant roof ceiling of $N_{i+1}$, while verifying whether $K=i$. Figure 1c depicts this dynamic for $i=4$. The constant roof reference is given at $N_{i+1}$. Observe that we have $Z_{i, k}^{+}>0$ for $i=1,2$ and $Z_{i, k}^{+}=0$ for $i=3,4$ with $k=4$. This allows us to quantify the total cave cross-section area in Fig 1e, upto the $i^{\text {th }}$ step in three parts:

- the area occupied by roof stairs below the constant roof reference, given by $\sum_{k=1}^{i} Z_{k, i}^{+}$;
- the area occupied by the 'water', given by $P_{t}$;
- the area occupied by the floor stairs, $\sum_{k=1}^{i} N_{k}$.

This is depicted in Fig. 1e. Observe from Fig. 1e that if the waterlevel of $\frac{1}{\lambda}$ is less than the $(i+1)^{s t}$ water level ( $i+1=5$ in this case), then the cave cross-section area given by $\sum_{k=1}^{i} Z_{k, i}^{+}+P_{t}+\sum_{k=1}^{i} N_{k}$ (shown in Fig. 1e) would be less than the total area of $i N_{i+1}$, as shown in Fig. 1f. Furthermore, if the waterlevel $\frac{1}{\lambda}$ is higher than the $(i+1)^{s t}$ water level $(i+1=2,3,4$ in this case $)$, then the area given by $\sum_{k=1}^{i} Z_{k, i}^{+}+P_{t}+\sum_{k=1}^{i} N_{k}$ would be higher than the total area of $i N_{i+1}$, as shown in Fig. 1f.

Based on the insight gained from the above geometric interpretation of the CFP, we develop an algorithm for finding $K$ for any arbitrary CFP, which we refer to as the Area based Cave-Filling (ACF) of Algorithm 1.

Note that $d_{0}$ in Algorithm 1 represents an initialization step that eliminates the need for the addition of $P_{t}$ at every resource-index $i$ and the set $I_{R_{i}}$ contains the indices of the ceiling steps, whose 'height' is below $N_{i+1}$. Furthermore, the additional outputs of Algorithm 1 are required for finding the number of roof stairs that are below the waterlevel in Algorithm 2. We now prove that Algorithm 1 indeed finds the optimal value of $K$.

```
Algorithm 2 'Step-Based' Waterfilling Algorithm for
Obtaining \(L\)
Require: Inputs required are \(K, d_{K}, I_{R_{K-1}}, I_{R_{K}}, N_{i} \& H_{i}\)
    (in ascending order of \(N_{i}\) )
Ensure: Output is \(L, I_{S}\).
    Calculate \(P_{R}=d_{K}-K N_{K}+\left|I_{R_{K-1}}\right| N_{K}-\sum_{m \in I_{R_{K-1}}} H_{m}\)
    Calculate \(I_{B}=I_{R_{K}}-I_{R_{K-1}} \& D_{1}=K-\left|I_{R_{K-1}}\right|\).
    If \(\left|I_{B}\right|=0\), set \(L=0, I_{S}=\emptyset\). Exit the algorithm.
    Sort \(\left\{H_{m}\right\}_{m \in I_{B}}\) in ascending order and denote it as \(\left\{H_{m B}\right\}\)
    and the sorting index as \(I_{S}\).
    Initialize \(m=1, F_{m}=\left(H_{m B}-N_{K}\right) D_{m}\).
    while \(F_{m}<P_{R}\) do
        \(m=m+1\).
        \(D_{m}=D_{m-1}-1\)
        \(F_{m}=F_{m-1}+\left(H_{m B}-H_{(m-1) B}\right) D_{m}\)
    end while
    \(L=m-1\).
```

Theorem 2: The Algorithm 1 delivers the optimal value of the number of positive powers, $K$, as defined in Definition 1 .

Proof: We prove Theorem 2 by first proving that $\phi(i)=$ $d_{i}+U_{i}$, is a monotonically increasing function of the resourceindex $i$. It then follows that $Q_{i} \geq\left(d_{i}+U_{i}\right)$ gives the first $i$, for which the waterlevel is below the next step. Consider

$$
\begin{align*}
& \phi(i)-\phi(i-1) \\
& \quad=d_{i}-d_{i-1}+U_{i}-U_{i-1}  \tag{12}\\
& \quad=N_{i}+\left|I_{R_{i-1}}\right|\left(N_{i+1}-N_{i}\right)+\sum_{m \in\left(I_{R_{i}}-I_{R_{i-1}}\right)}^{i} Z_{m, i}^{+}  \tag{13}\\
& \quad>0 \tag{14}
\end{align*}
$$

where (13) follows from (12) by using the definitions of $d_{i}$ and $U_{i}$ in Algorithm 1. Since the interference plus noise levels $N_{i}$ are positive, we have $\left(N_{i+1}-N_{i}\right) \geq 0$, and since the $N_{i}$ 's are in ascending order, (14) follows from (13).

Let us now consider the reference area, $Q_{i}=i N_{i+1}$. Within this reference area; certain parts are occupied by the floor stairs, others by the projections of the ceiling stairs and finally by the space in between the floor and the ceiling; filled by 'water'. This is given by $W_{i}=Q_{i}-\sum_{m}^{i} N_{m}-U_{i}$. Recall that the total amount of water that can be stored is $P_{t}$. If we have $P_{t}>W_{i}$, then there is more water than the space available, hence the water will overflow to the next stair(s). Otherwise, if we have $P_{t} \leq W_{i}$, all the water can be contained within the space above this stair and the lower stairs. Substituting the value of $W_{i}$ in this inequality, we have

$$
\begin{align*}
P_{t} & \leq Q_{i}-\sum_{m}^{i} N_{m}-U_{i}  \tag{15}\\
\Rightarrow P_{t}+\sum_{m}^{i} N_{m}+U_{i} & \leq Q_{i}  \tag{16}\\
d_{i}+U_{i} & \leq Q_{i} \tag{17}
\end{align*}
$$

where (16) is obtained from (15) by rearranging. Then using the definition of $d_{i}$ in Algorithm 1, we arrive at (17).


Fig. 2. Peak power allocation for resources having their $H_{i}$ 's in between $N_{K}$ and $N_{(K+1)}$.

Since Algorithm 1 outputs the (first) smallest value of the resource-index $i$ for which (17) is satisfied, it represents the optimal value of $K$.

This completes the proof.
Once $K$ is obtained, it might appear straightforward to obtain the values of $P_{i}, i \in[1, K]^{\ddagger}$ as in [26] and [27]; but in reality it is not. This is because of the need to find the specific part of the cave roof, which is below the 'current' waterlevel.

Note that $I_{R_{K-1}} \subset I_{P} \subset I_{R_{K}}$ where $I_{P}$ is the set of roof stairs below the current waterlevel and $I_{R_{K}}$ is the set of roof stairs below $N_{K+1}$. This is because the waterlevel of $\frac{1}{\lambda}$ is between $N_{K}$ and $N_{K+1}$.

## C. Waterfilling for Finding the Number of Powers Having the Peak Allocation

In order to develop an algorithm for finding $L$, we first consider the geometric interpretation of an example shown in Fig. 2. Note that the $H_{m}$ 's below $N_{K},\left(N_{K}-H_{m}\right)>0$, belong to $I_{R_{K-1}}$ and the $H_{m}$ values above $N_{K+1}$ belong to $I_{U_{K}}$. This is clearly depicted in Fig. 2 for $K=6$, where $I_{R_{K-1}}=\{1,2\}$ and $I_{U_{K}}=\{5,6\}$.

The contentious $H_{m}$ 's are those whose heights lie between $N_{K}$ and $N_{K+1}$. The indices of these $H_{m}$ 's are denoted by $I_{B}$ (in Fig. 2, $I_{B}=\{3,4\}$ ). Without loss of generality, we assume that $B$ roof stairs, $H_{m}$ 's, lie between $N_{K}$ and $N_{K+1}$. We now have to find among these $B$ stairs, those particular ones whose heights lie below the water level, $\frac{1}{\lambda}$ (for which peak powers are allotted). Note that $B=\left|I_{R_{K}}\right|-\left|I_{R_{K-1}}\right|$ and $I_{B}=[1, K]-I_{R_{K-1}}-I_{U_{K}}=I_{R_{K}}-I_{R_{K-1}}$.

This is achieved by a 'second' waterfilling style technique as detailed below.
Clearly, the resources that belong to the set $I_{R_{K-1}}$ are allotted with peak powers as $\left(H_{m}-\frac{1}{\lambda}\right)<0, m \in I_{R_{K-1}}$. The remaining ceiling stairs in $I_{B}$ will submerge one by one as the waterlevel increases from $N_{K}$. For this reason; the heights $\left\{H_{m}\right\}_{m \in I_{B}}$ are sorted in ascending order to obtain $H_{m B}$ and $I_{S}$ is the sort index for $H_{m B}$.

After allotting $I_{R_{K-1}}$ resources with peak powers, whose sum is equal to $\sum_{m \in I_{R_{K-1}}} P_{m t}$, we can allocate $\left(N_{K}-N_{m}\right)^{+}, m \in I_{R_{K-1}}^{c}$ power to the remaining resources indexed by $I_{R_{K-1}}^{c}$, where for a set $A, A^{c}=[1, K]-A$

[^2]represents its complement. That is we allot power to remaining resources with the 'present' waterlevel being $N_{K}$. The power that remains to be allocated for $I_{R_{K-1}}^{c}$ resources is given by
\[

$$
\begin{align*}
P_{R} & =P_{t}-\sum_{m \in I_{R_{K-1}}} P_{m t}-\sum_{m \in I_{R_{K-1}}^{c}}\left(N_{K}-N_{m}\right)^{+}  \tag{18}\\
& =P_{t}+\sum_{m=1}^{K} N_{m}-K N_{K}+\left|I_{R_{K-1}}\right| N_{K}-\sum_{m \in I_{R_{K-1}}} H_{m} . \tag{19}
\end{align*}
$$
\]

Equation (19) is obtained using a geometric interpretation as follows; the term $d_{K}=P_{t}+\sum_{m=1}^{K} N_{m}$ is the sum of total water and $K$ floor stairs. Subtracting from it the reference area of $K N_{K}$ gives the excess water that is in excess amount; without considering the ceiling stairs. Further subtracting the specific part of the ceiling stairs that are below $N_{K}$ namely $\sum_{m \in I_{R_{K-1}}} H_{m}-\left|I_{R_{K-1}}\right| N_{K}$ gives the residual 'water' amount, $P_{R}$.

Note from Fig. 2 that once $P_{R}$ amount of 'water' has been poured, and provided that $P_{R}<\left(K-\left|I_{R_{K-1}}\right|\right)\left(H_{1 B}-N_{K}\right)$ is satisfied, then we have $L=\left|I_{R_{K-1}}\right|$ and hence no more 'water' is left to be poured. Otherwise, $F_{1}=\left(K-\left|I_{R_{K-1}}\right|\right)$ $\left(H_{1 B}-N_{K}\right)$ amount of 'water' is used for completely submerging the $1^{\text {st }}$ ceiling stair $\left(H_{1 B}\right)$ and the 'present' waterlevel increases to $H_{1 B}$. Similarly, $F_{2}=\left(K-\left|I_{R_{K-1}}\right|-1\right)$ $\left(H_{2 B}-H_{1 B}\right)$ amount of water is used for submerging the second ceiling stair and hence the waterlevel increases to $H_{2 B}$. This process continues until all the 'water' has been poured. We refer to this process as 'step-based' waterfilling since the waterlevel is changed in steps given by the size of the roof stairs.

The formal algorithm, which follows the above geometric interpretation but it aims for a low complexity, is given in Algorithm 2. Let us now prove that Algorithm 2 delivers the optimal value of $L$.

Theorem 3: Algorithm 2 finds the optimal value $L$ of the number of powers that are assigned peak powers, where $L$ is defined in Definition 2.

Proof: First observe that the $F_{m}$ values are monotonically increasing functions of the index $m$. Since the $H_{m B}$ values are sorted in ascending order, the water filling commences from $m=1$. The condition $F_{m}<P_{R}$ is true, as long as the total amount of water required to submerge the $m^{t h}$ roof stair, $F_{m}$, is less than the available water. It follows then that the algorithm outputs the largest $m$, for which the inequality is satisfied which hence represents the optimal value of $L$.

The resources for which peak powers are allotted are indexed by $I_{P}=I_{R_{K-1}} \cup I_{S}(1: L)$, where $I_{S}(1: L)$ stands for the first ' $L$ ' resources of $I_{S}$. The remaining resources, indexed by $I_{P}^{c}=[1, K]-I_{P}$, are allotted specific powers using waterfilling.

In Fig. 2, the $I_{P}^{c}$ resources are 5 and 6 with associated 'L' $=2$ while $P_{R}-F_{L}$ represents the darkened area in Fig. 2. The waterlevel for $I_{P}^{c}$ resources is equal to the height, $H_{L B}$, of the last submerged roof stair plus the height of the darkened area. Here, the height of the darkened area is obtained by dividing the remaining water amount $\left(=P_{R}-F_{L}\right)$ with the

TABLE I
Computational Complexities (in Flops) of Known Solutions for Solving CFP

| Iterative Algorithms [18], [19] | FWF [21] | GWFPP [22] | ACF |
| :---: | :---: | :---: | :---: |
| iterations $\times(6 M)$ | iterations $\times(5 M+6)$ | $4 M^{2}+7 M$ | $16 M+9$ |

number of remaining resources $\left(=\left|I_{P}^{c}\right|\right)$ since the width of all resources is 1 . If we have $L=0$, then the last level is $N_{K}$. Therefore the waterlevel for $I_{P}^{c}$ resources is given by

$$
\frac{1}{\lambda}= \begin{cases}H_{L B}+\frac{P_{R}-F_{L}}{\left|I_{P}^{c}\right|}, & L>0  \tag{20}\\ N_{K}+\frac{P_{R}}{\left|I_{P}^{c}\right|}, & \text { otherwise }\end{cases}
$$

The powers are then allotted as follows:

$$
P_{i}= \begin{cases}P_{i t}, & i \in I_{P}  \tag{21}\\ \left(\frac{1}{\lambda}-N_{i}\right), & i \in I_{P}^{c}\end{cases}
$$

## D. Computational Complexity of the CFP

Let us now calculate the computational complexity of both Algorithm 1 as well as of Algorithm 2 separately and then add the complexity of calculating the powers, as follows:

- Calculating $H_{i}$ requires $M$ adds.
- Observe that Algorithm 1 requires $K+1$ adds for calculating $d_{i}$ 's; $K$ multiplies to find $Q_{i}$ 's; maximum of $K$ subtractions for calculating $Z_{m, i}$ 's and, in the worst case, $4 K$ additions as well as $K$ multiplications for calculating $U_{K}$ : the proofs are given in Appendices $C$ and D . So, algorithm 1 requires $6 K+1$ additions and $2 K$ multiplications for calculating $K$.
- Note that in Algorithm 2: 2 multiplies and $3+\left|I_{R_{K-1}}\right|$ additions are needed for the calculation of $P_{R} ; 2$ adds and 1 multiply for computing $F_{1}, D_{1} ; 4\left|I_{B}\right|$ adds and $I_{B}$ multiples for evaluating the while loop. Since we have $\left|I_{R_{K-1}}\right|,\left|I_{B}\right|<K$, the worst case complexity of Algorithm 2 is given by $5 K+5$ adds and $K+3$ multiplies.
- The computational complexity of calculating $P_{i}$ using (3) is at-most $K$ adds.
- The total computational complexity of solving our CFP of this paper, is $12 K+6+M$ adds and $3 K+3$ multiplies. Since $K$ is not known apriori, the worst case complexity is given by $13 M+6$ adds and $3 M+3$ multiplies. Hence we have a complexity order of $O(M)$ floating point operations (flops).
Table I gives the number of flops required for iterative algorithm of [18] and [19], FWF of [21], GWFPP algorithm of [22] and of the proposed ACF algorithm. Observe the order of magnitude improvement for ACF.

Remark 3: Following the existing algorithms conceived for solving the CFP (like [2] and [22]), we do not consider the complexity of sorting $N_{i}$, as the channel gain sequences come from the eigenvalues of a matrix; and most of the algorithms compute the eigenvalues and eigenvectors in sorted order.

Remark 4: Observe that we have not included the complexity of sorting $H_{i}$ at step 4 in Algorithm 2. This is because the sorting is implementation dependent. For fixed-point implementations, sorting can be performed with a worst case complexity of $O(M)$ comparisons using algorithms like Count Sort [28]. For floating point implementations, sorting can be performed with a worst case complexity of $O(M \log (M))$ comparisons [29]. Since, almost all implementations are of fixed-point representation: the overall complexity, including sorting of $H_{i}$ would still be of $O(M)$.

## III. Weighted CFP

An interesting generalization for CFP is the scenario when the rates and the sum power are weighted, hence resulting in the Weighted CFP (WCFP), arising in the following context.
(a) In a CR network, a CR senses that some resources are available for it's use. Hence the CR allots powers to the available resources for a predefined amount of time while assuring that the peak power remains limited in order to keep the interference imposed on the PU remains within the limit. The weights $w_{i}$ and $x_{i}$ may be adjusted based on the resource's available time and on the sensing probabilities [30]-[32].
(b) In Sensor Network (SN) the resources have priorities according to their capability to transfer data. These priorities are reflected in the weights, $w_{i}$. The weights $x_{i}$ 's allow the sensor nodes to save energy, while avoiding interference with the other sensor nodes [33], [34].
The optimization problem constituted by weighted CFP is given by

$$
\begin{align*}
\max _{\left\{P_{i}\right\}_{i=1}^{M}} \quad C= & \sum_{i=1}^{M} w_{i} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
\text { subject to : } & \sum_{i=1}^{M} x_{i} P_{i} \leq P_{t}  \tag{22}\\
& P_{i} \leq P_{i t}, \quad i \leq M \\
& \text { and } P_{i} \geq 0, \quad i \leq M,
\end{align*}
$$

where again $w_{i}$ and $x_{i}$ are the weights of the $i^{\text {th }}$ resource's capacity and allocated power, respectively. Similar to Theorem 1, we have

Theorem 4: The solution of the WCFP (22) is of the 'form'

$$
\bar{P}_{i}= \begin{cases}\left(\frac{1}{\lambda}-\bar{N}_{i}\right), & 0<\bar{P}_{i}<\bar{P}_{i t} ;  \tag{23}\\ \bar{P}_{i t}, & \frac{1}{\lambda} \geq \bar{H}_{i} \triangleq\left(\bar{P}_{i t}+\bar{N}_{i}\right) ; \\ 0, & \frac{1}{\lambda} \leq \bar{N}_{i}\end{cases}
$$

where " $\frac{1}{\lambda}$ is the water level of the WCFP", $\bar{P}_{i}=\frac{P_{i} x_{i}}{w_{i}}$ is the weighted power, $\bar{P}_{i t}=\frac{P_{i t} x_{i}}{w_{i}}$ is weighted peak power, $\bar{N}_{i}=\frac{N_{i} x_{i}}{w_{i}}$ is the weighted interference plus noise level and $\bar{H}_{i}=\bar{N}_{i}+\bar{P}_{i t}$ is the weighted height of $i^{\text {th }}$ cave ceiling stair.

Proof: The proof is similar to Theorem 1 and has been omitted.

The above solution form can be rewritten as

$$
\begin{align*}
& \bar{P}_{i}=\left(\frac{1}{\lambda}-\bar{N}_{i}\right)^{+}, \quad i=1, \cdots, M ; \quad \text { and }  \tag{24}\\
& \bar{P}_{i} \leq \bar{P}_{i t}, \quad i=1, \cdots, M \tag{25}
\end{align*}
$$

where we have $A^{+} \triangleq \max (A, 0)$. The solution for (22) has a simple form for the case the 'implied' weighted power budget, $\bar{P}_{I t}$ as defined as $\bar{P}_{I t}=\sum_{i=1}^{M} w_{i} \bar{P}_{i t}$ is less than or equal to $P_{t}$ and is given in Proposition 3.

Proposition 3: If the 'implied' power budget is less than or equal to the power budget $\left(\sum_{i=1}^{M} w_{i} \bar{P}_{i t} \leq P_{t}\right)$, then peak power allocation to all the $M$ resources gives optimal capacity.

Note that in this case the total power allocated is less than (or equal to) $P_{t}$. However, if $P_{t}<\sum_{i=1}^{M} w_{i} \bar{P}_{i t}$, then all the $M$ resources cannot be allocated peak powers since it violates the total sum power constraint in (22).

In what follows, we pursue the solution of (22) for the case

$$
\begin{equation*}
P_{t}<\sum_{i=1}^{M} w_{i} \bar{P}_{i t} \tag{26}
\end{equation*}
$$

We have,
Proposition 4: The optimal powers and hence optimal capacities are achieved in (22) (under the constraint (26)) only if

$$
\begin{equation*}
\sum_{i=1}^{M} w_{i} \bar{P}_{i}=P_{t} \tag{27}
\end{equation*}
$$

It follows that the solution of (22) is given by

$$
\begin{align*}
\bar{P}_{i} & =\left(\frac{1}{\lambda}-\bar{N}_{i}\right)^{+}, \quad i=1, \cdots, M  \tag{28}\\
\sum_{i=1}^{K} w_{i} \bar{P}_{i} & =P_{t}  \tag{29}\\
\bar{P}_{i} & \leq \bar{P}_{i t}, \quad i=1, \cdots, M \tag{30}
\end{align*}
$$

Using the proposed area based approach, we can extend the ACF algorithm to the weighted case as shown in Fig. 3.

Observe that the width of the stairs is now given by $w_{i}$ in contrast to CFP, and $Z_{i, k}$ is now scaled by a factor of $\frac{x_{i}}{w_{i}}$.

Also observe that the sorting order now depends on the $\bar{N}_{i}$ values, since sorting the $\bar{N}_{i}$ values in ascending order makes the first $K$ of the $\bar{P}_{i}$ values positive, while the remaining $\bar{P}_{i}$ values are equal to zero as per (28).

In what follows, we assume that the parameters like $\bar{H}_{i}, \bar{P}_{i t}$, $w_{i}$ and $\bar{N}_{i}$ are sorted in the ascending order of $\bar{N}_{i}$ values in order to conserve the original relationship among parameters.

Comparing (28)-(30) to (3), (4) and (9); we can see that in addition to the scaling of the variables, (29) has a weighing factor of $w_{i}$. Most importantly, since the widths of the stairs


Fig. 3. Showing the effect of 'weights' in Weighted CFP.

```
Algorithm 3 ACF Algorithm for Obtaining \(K\) for WCFP
Require: Inputs required are \(M, P_{t}, \bar{N}_{i}, \bar{H}_{i} \& w_{i}\) (in ascend-
    ing order of \(\bar{N}_{i}\) ).
Ensure: Output is \(K, \bar{I}_{R_{K-1}}, \bar{I}_{R_{K}}, \bar{d}_{K_{-}}\).
    \(i=1\). Denote \(\bar{d}_{0}=P_{t}, W_{0}=0, \bar{U}_{0}=0\) and \(\bar{I}_{R_{0}}=\emptyset\)
    Calculate \(\bar{d}_{i}=\bar{d}_{i-1}+w_{i} \bar{N}_{i}\).
    Calculate \(W_{i}=W_{i-1}+w_{i}\)
            \(\triangleright\) Calculate the area \(\bar{U}_{i}=\sum_{m=1}^{i} w_{m} \bar{Z}_{m, i}^{+}\)as follows:
    \(\bar{I}_{R_{i}}=\left\{m\right.\); such that \(\left.\bar{N}_{i+1}>\bar{H}_{m}\right\}, W_{R_{i-1}}=\sum_{m \in \bar{I}_{R_{i-1}}} w_{m}\)
            \(\bar{Z}_{m, i}=\bar{N}_{(i+1)}-\bar{H}_{m}, m \in\left(I_{R_{i}}-I_{R_{i-1}}\right)\)
    \(\bar{U}_{i}=\bar{U}_{i-1}+W_{R_{i-1}}\left(\bar{N}_{i+1}-\bar{N}_{i}\right)+\sum_{m \in\left(\bar{I}_{R_{i}}-\bar{I}_{R_{i-1}}\right)} w_{m} \bar{Z}_{m, i}^{+}\)
    Calculate the area \(\bar{Q}_{i}=W_{i} \bar{N}_{(i+1)}\)
    if \(\bar{Q}_{i} \geq\left(\bar{d}_{i}+\bar{U}_{i}\right)\) then
        \(K \leftarrow i\). Exit the algorithm.
    else
        \(i \leftarrow \mathrm{i}+1\), Go to 2
    end if
```

is not unity, they affect the area under consideration. As a consequence, Algorithms 1 and 2 cannot be directly applied to this case. However, the interpretations are similar. Algorithm 3 details the ACF for WCFP while Algorithm 4, defines the corresponding 'step-based' waterfilling algorithm conceived for finding the optimal values of $K$ and $L$, respectively.

Let us now formulate Theorem 5 .
Theorem 5: The output of Algorithm 3 gives the optimal value $K$ of the number of positive powers, as defined in Definition 1, for WCFP.

The proof is similar to that of the CFP case, with slight modifications concerning both the scaling and the width of the stairs $w_{i}$, hence it has been omitted.
Observe that the calculation of $\bar{P}_{R}, \bar{D}_{m}$ and $\bar{F}_{m}$ is affected by the weights $w_{i}$, since the areas depend on $w_{i}$.
Let us now state without proof that Algorithm 4 outputs the optimal value of $L$.

Theorem 6: Algorithm 4 delivers the optimal value $L$ of the number of powers that are assigned peak powers, as defined in Definition 2, for WCFP.

Peak power allocated resources are $\bar{I}_{P}=\bar{I}_{R_{K-1}} \cup$ $I_{S}(1: L)$. Resources for which WFP allocates powers are $\bar{I}_{P}^{c}=[1, K]-\bar{I}_{P}$.

```
Algorithm 4 'Step-Based' Waterfilling Algorithm for
Obtaining \(L\) for WCFP
Require: Inputs required are \(K, \bar{d}_{K}, \bar{I}_{R_{K-1}}, \bar{I}_{R_{K}}, W_{K}, W_{R_{K-1}}\),
    \(\bar{N}_{i}, \bar{H}_{i} \& w_{i}\) (in ascending order of \(\bar{N}_{i}\) ).
Ensure: Output is \(L, I_{S}\).
    Calculate \(\bar{P}_{R}=\bar{d}_{K}-W_{K} \bar{N}_{K}+W_{R_{K-1}} \bar{N}_{K}-\)
    \(\sum_{m \in \bar{I}_{R_{K-1}}} w_{m} \bar{H}_{m}\)
    Calculate \(\bar{I}_{B}=\bar{I}_{R_{K}}-\bar{I}_{R_{K-1}} . \bar{D}_{1}=W_{K_{-}}-W_{R_{K-1}}\).
    If \(\left|\bar{I}_{B}\right|=0\), set \(L=0\). Otherwise, if \(\left|\bar{I}_{B}\right|>0\), then only
    proceed with the following steps.
    Sort \(\left\{\bar{H}_{m}\right\}_{m \in \bar{I}_{B}}\) in ascending order and denote it as \(\left\{\bar{H}_{m B}\right\}\)
    and the sorting index as \(I_{S}\).
    Initialize \(m=1, \bar{F}_{m}=\left(\bar{H}_{m B}-\bar{N}_{K}\right) \bar{D}_{m}\).
    while \(\bar{F}_{m} \leq \bar{P}_{R}\) do
        \(m=m+1\). If \(m>\left|\bar{I}_{B}\right|\), exit the while loop.
        \(\bar{D}_{m}=\bar{D}_{m-1}-w_{I_{S}(m-1)}\)
        \(\bar{F}_{m}=\bar{F}_{m-1}+\left(\bar{H}_{m B}-\bar{H}_{(m-1) B}\right) \bar{D}_{m}\)
    end while
    \(L=m-1\).
    calculate \(\bar{D}_{L+1}=\bar{D}_{L}-w_{I_{S}(L)}\), only if \(L=\left|\bar{I}_{B}\right|\).
```

The waterlevel for WCFP is given by

$$
\frac{1}{\lambda}= \begin{cases}\bar{H}_{L B}+\frac{\bar{P}_{R}-\bar{F}_{L}}{\bar{D}_{L+1}}, & L>0  \tag{31}\\ \bar{N}_{K}+\frac{\bar{P}_{R}}{\bar{D}_{1}}, & \mathrm{~L}=0\end{cases}
$$

and the powers allocated are given by

$$
P_{i}= \begin{cases}P_{i t}, & i \in \bar{I}_{P}  \tag{32}\\ \frac{w_{i}}{x_{i}}\left(\frac{1}{\lambda}-\bar{N}_{i}\right), & i \in \bar{I}_{P}^{c}\end{cases}
$$

## A. Computational Complexity of the WCFP

Let us now calculate the computational complexity of both Algorithm 3 and of Algorithm 4 and then add the complexity of calculating the powers, as follows:

- Calculating $\bar{N}_{i}, \bar{P}_{i t}$ and $\bar{H}_{i}$ requires $3 M$ multiplies and $M$ adds.
- Observe that Algorithm 3 requires $(K+1)$ adds and $K$ multiplies for calculating $\bar{d}_{i}, K$ multiplies to find $\bar{Q}_{i}$ and, in the worst case, $4 K$ additions and $2 K$ multiplications for calculating $\bar{Z}_{m, i}$ 's \& $\bar{U}_{K}$, the corresponding proof is given in Appendix VI-E; $K$ additions for calculating $W_{K}$ and at-most $K$ additions for calculating $W_{R_{i-1}}$. Consequently Algorithm 3 requires $(7 K+1)$ additions and $4 K$ multiplications for calculating $K$.
- Note that in Algorithm 4: 2 multiplies and $3+\left|\bar{I}_{R_{K-1}}\right|$ additions are required for calculation of $\bar{P}_{R}$; at-most $(K+1)$ adds and 1 multiply in computing $\bar{F}_{1}, \bar{D}_{1} ; 4\left|\bar{I}_{B}\right|$ adds and $\bar{I}_{B}$ multiples for evaluating the while loop. Since $\left|\bar{I}_{R_{K-1}}\right|,\left|\bar{I}_{B}\right|<K$, the worst case complexity of Algorithm 4 can be given as $(6 K+4)$ adds, $(K+3)$ multiplies.
- The computational complexity of calculating $P_{i}$ is at-most $K$ adds and $K$ multiplies.
- Consequently, the total computational complexity of solving the WCFP, considered is $(14 K+5+M)$ adds and $(3 M+6 K+3)$ multiplies. Since $K$ is not known apriori, the worst case complexity is given by $(15 M+5)$ adds and $(9 M+3)$ multiplies. i.e we have a complexity order of $O(M)$.
Explicitly, the proposed solution's computational complexity is of the order of $M$, whereas that of the GWFPP of [22] is of the order of $M^{2}$.


## IV. WCFP Requiring Minimum Power

In this section we further extend the WCFP to the case where the resources/powers scenario of having both a Minimum and a Maximum Power (MMP) constraint. The resultant WCFP-MMP arises in the following context:
(a) In a CR network, CR senses that some resources are available for it's use and allocates powers to the available resources for a predefined amount of time while ensuring that the peak power constraint is satisfied, in order to keep the interference imposed on the PU with in the affordable limit. Again, the weights $w_{i}$ and $x_{i}$ represent the resource's available time and sensing probabilities. The minimum power has to be sufficient to support the required quality of service, such as the minimum transmission rate of each resource [30]-[32].
We show that solving WCFP-MMP can be reduced to solving WCFP with the aid of an appropriate transformation. Hence, Section III can be used for this case. Mathematically, the problem can be formulated as

$$
\begin{align*}
\max _{\left\{P_{i}\right\}_{i=1}^{M}} C= & \sum_{i=1}^{M} w_{i} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
\text { subject to : } & \sum_{i=1}^{M} x_{i} P_{i} \leq P_{t}  \tag{33}\\
& P_{i b} \leq P_{i} \leq P_{i t}, \quad i \leq M \\
& \text { and } P_{i} \geq 0, \quad i \leq M,
\end{align*}
$$

where $P_{i b} \leq P_{i t}$ and $P_{i b}$ is the lower bound while $P_{i t}$ is the upper bound of the $i^{\text {th }}$ power. $w_{i}$ and $x_{i}$ are weights of the $i^{t h}$ resource's capacity and $i^{t h}$ resource's allotted power, respectively. Using the KKT, the solution of this case can be written as

$$
\begin{align*}
\bar{P}_{i} & =\left(\frac{1}{\lambda}-\bar{N}_{i}\right)^{+}, \quad i=1, \cdots, M ;  \tag{34}\\
\sum_{i=1}^{K} w_{i} \bar{P}_{i} & =P_{t} ;  \tag{35}\\
\bar{P}_{i b} & \leq \bar{P}_{i} \leq \bar{P}_{i t}, \quad i=1, \cdots, M, \tag{36}
\end{align*}
$$

where $\bar{P}_{i}=\frac{P_{i} x_{i}}{w_{i}}$ is the weighted power, $\bar{P}_{i t}=\frac{P_{i t} x_{i}}{w_{i}}$ is weighted peak power, $\bar{P}_{i b}=\frac{P_{i b} x_{i}}{w_{i}}$ is the weighted minimum power and $\bar{N}_{i}=\frac{N_{i} x_{i}}{w_{i}}$ is the weighted noise.

Let us now formulate Theorem 7.
Theorem 7: For every WCFP-MMP given by (33), there exists a WCFP, whose solution will result in a solution to the WCFP-MMP.

Proof: Consider the solution to WCFP-MMP given by (34)-(36). Defining $\hat{P}_{i}=\bar{P}_{i}-\bar{P}_{i b}$ and substituting it into (34)-(36), we arrive at:

$$
\begin{gather*}
\hat{P}_{i}=\left(\frac{1}{\lambda}-\bar{N}_{i}\right)^{+}-\bar{P}_{i b}, \quad i=1, \cdots, M  \tag{37}\\
\sum_{i=1}^{K} w_{i}\left(\hat{P}_{i}+\bar{P}_{i b}\right)=P_{t}  \tag{38}\\
0 \leq \hat{P}_{i} \leq\left(\bar{P}_{i t}-\bar{P}_{i b}\right), \quad i=1, \cdots, M \tag{39}
\end{gather*}
$$

Using (37) and the definition of ()$^{+}$, we can rewrite (37)-(39) as

$$
\begin{align*}
\hat{P}_{i} & =(\frac{1}{\lambda}-\underbrace{\left\{\bar{N}_{i}+\bar{P}_{i b}\right\}}_{\hat{N}_{i}})^{+}, \quad i=1, \cdots, M  \tag{40}\\
\sum_{i=1}^{K} w_{i} \hat{P}_{i} & =\underbrace{\left(P_{t}-\sum_{i=1}^{K} w_{i} \bar{P}_{i b}\right)}_{\hat{P}_{t}}  \tag{41}\\
0 & \leq \hat{P}_{i} \leq \underbrace{\left(\bar{P}_{i t}-\bar{P}_{i b}\right)}_{\hat{P}_{i t}}, \quad i=1, \cdots, M \tag{42}
\end{align*}
$$

Comparing (40)-(42) to (28)-(30), we can observe that this is a solution for a WCFP with variables $\hat{P}_{i}, \hat{N}_{i}, \hat{P}_{i t}$ and $\hat{P}_{t}$. It follows then that we can solve the WCFP-MMP by solving the WCFP, whose solution is given by (40)-(42).

Note that the effect of the lower bound is that of increasing the height of the floor stairs for the corresponding WCFP at a concomitant reduction of the total power constraint.

## A. Computaional Complexity of the WCFP-MMP

Solving WCFP-MMP requires $4 M$ additional adds, to compute $\hat{P}_{i}, \hat{N}_{i}, \hat{P}_{i t}$ as well as $\hat{P}_{t}$, and $K$ adds to recover $P_{i}$ from $\hat{P}_{i}$; as compared to WCFP. Hence the the worst case complexity of solving the WCFP-MMP is given by $(19 M+6)$ adds and $(8 M+3)$ multiplies. i.e we have a complexity of $O(M)$.

## V. Simulation Results

Our simulations have been carried out in MATLAB R2010b software. To demonstrate the operation of the proposed algorithm, some numerical examples are provided in this section.

Example 1: Illustration of the CFP is provided by the following simple example:

$$
\begin{align*}
& \max _{\left\{P_{i}\right\}_{i=1}^{2}} C=\sum_{i=1}^{2} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
& \text { with constraints : } \sum_{i=1}^{2} P_{i} \leq 0.45 ; \\
& P_{i} \leq 0.7-0.3 i, \quad i \leq 2 \\
& \text { and } P_{i} \geq 0, \quad i \leq 2 . \tag{43}
\end{align*}
$$

Assuming $N_{i}=\{0.1,0.3\}$, we have $H_{i}=\{0.5,0.4\}$. For the example of (43), water is filled above the first floor stair, as shown in Fig. 4a. This quantity of water is less than $P_{t}$. Hence, we fill the water above the second floor stair until the


Fig. 4. Illustration for Example 1: (a) Water filled above floor stairs 1 and 2, without peak constraint. (b) Water filled above floor stairs 2 only.
water level reaches 0.45 . At this point the peak constraint for the second resource comes into force and the water can only be filled above second floor stair, as shown in Fig. 4b. Now, this amount of water becomes equal to $P_{t}$ giving $K=2$. We can observe that the first resource has a power determined by the 'waterlevel', while the second resource is assigned the peak power.
In Algorithm 1, we have $U_{1}=0$ as $Z_{1,1}^{+}=0$ and $I_{R_{1}}=0$. $d_{1}=P_{t}+N_{1}=0.55$, while $Q_{1}=1 \times N_{2}=0.3$. We can check that $Q_{1} \nsupseteq\left(d_{1}+U_{1}\right)$ which indicates that $K>1$. Hence, we get $K=2$.
Let us now use Algorithm 2 to find the specific resources that are to be allocated the peak powers. We have $I_{R_{K-1}}=0$ as $N_{K}<H_{1}$. The remaining power $P_{R}$ in Algorithm 2 is 0.25 . The resource indices to check for the peak power allocation are $I_{B}=\{1,2\}$. From $\left.H_{m}\right|_{m \in I_{B}}$, we get $\left[H_{1 B}, H_{2 B}\right]=\{0.4,0.5\}$ and $I_{S}=\{2,1\}$. We can check that $F_{1}=0.2<P_{R}$ and $F_{2}=0.3>P_{R}$. This gives $L=1$. Hence we allocate the peak power to the $I_{S}(L)$ or second resource, i.e. we have $P_{2}=$ $P_{2 t}=0.1$. The first resource can be assigned the remaining power of $P_{1}=P_{t}-P_{2 t}=0.35$.

Example 2: A slightly more involved example of the CFP, with more resources is illustrated here:

$$
\begin{align*}
& \max _{\left\{P_{i}\right\}_{i=1}^{8}} C=\sum_{i=1}^{8} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
& \text { with constraints : } \sum_{i=1}^{8} P_{i} \leq 6 ; \\
& P_{i} \leq P_{i t}, \quad i \leq 8 \\
& \text { and } P_{i} \geq 0, \quad i \leq 8 . \tag{44}
\end{align*}
$$

In (44); we have $N_{i}=2 i-1, \forall i$ and $P_{i t}=$ $\{8,1,3,3,6,3,4,1\}$. The heights of the cave roof stairs are $H_{i}=\{9,4,8,10,15,14,17,16\}$.
In Fig. 5, when the water is filled below the third cave roof stair, the amount of water is $P_{t}=6$, which fills above the three cave floor stairs, hence giving $K=3$. The same can be obtained from Algorithm 1. Using Algorithm 1, the $\left(d_{i}+U_{i}\right)$ and the $Q_{i}$ values are obtained which are shown in Table II. Since the $\left(d_{i}+U_{i}\right)$ values are $\{7,11,18\}$, while the $Q_{i}$ are $\{3,10,21\}$, we have $Q_{3}>\left(d_{3}+U_{3}\right)$ and $Q_{i}<\left(d_{i}+U_{i}\right)$, $i=1,2$. This gives $K=3$.

As we have $N_{K}=5>H_{2}=4, I_{R_{K-1}}=2$; the second resource is to be assigned the peak power.


Fig. 5. Illustration of Example 2: Water filled below the roof stair 3 gives $K=3$.

TABLE II
RESULTS FOR EXAMPLE 2 :

| Parameter | Values of the <br> parameters for (44) |
| :---: | :---: |
| $\left(d_{i}+U_{i}\right), i \leq K$ | $7, \quad 11, \quad 18$ |
| $Q_{i}, \quad i \leq K$ | $3,10, \quad 21$ |
| Peak power based resources | 2 |
| Water filling based resources | 1,3 |
| Powers of the resources <br> $P_{i}, i \in[1, K]$ | $4.5,1,0.5$ |
| Capacities of the resources <br> $i \in[1, K]$ | $2.4594,2.8745,3.0120$ |

Similarly, as $N_{K+1}(=7)>H_{i}, i \in[1, K]$ is satisfied for $i=2$ resource, we have $I_{R_{K}}=2$. Since $I_{B}=I_{R_{K}}-I_{R_{K-1}}=\emptyset$, there are no resources that have $H_{i}, i \in[1, K]$ values in between $N_{K}$ and $N_{K+1}$. Thus, there is no need to invoke the 'step-based water filling' of Algorithm 2, which gives $L=0$.

Now, peak power based resources are $I_{P}=I_{R_{K-1}}=\{2\}$. The water filling algorithm allocates powers for the $I_{P}^{c}=[1, K]-I_{P}=\{1,3\}$ resources.

The peak power based resources and water filling based resources are shown in Table II. For the remaining power, $P_{R}=1$, the water level obtained for the $I_{P}^{c}$ resources (with $L=0$ ) is 5.5 . The powers allocated to the resources $\{1,3\}$ using this water level are $\{4.5,0.5\}$. The powers and corresponding throughputs are shown in Table II.

Example 3: The weighted CFP is illustrated by the following simple example:

$$
\begin{align*}
& \max _{\left\{P_{i}\right\}_{i=1}^{5}} C=\sum_{i=1}^{5} w_{i} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
& \text { with constraints : } \\
& \qquad \begin{array}{l}
i=1 \\
\\
P_{i} \leq 2
\end{array} x_{i} P_{i} \leq 5 ; \\
& \quad \text { and } P_{i} \geq 0, \quad i \leq 5  \tag{45}\\
& \text { 2 }
\end{align*}
$$

In (45); lets us consider $N_{i}=[0.2,0.1,0.4,0.3,0.5]$, $w_{i}=6-i$ and $x_{i}=i, \forall i$. The $\bar{N}_{i}$ values are


Fig. 6. Index of the peak power based resources (continuous lines) and waterfilling allotted resources (dashed lines) for Example 4.


Fig. 7. Throughputs of the resources for Example 4.
[ $0.04,0.05,0.4,0.6,2.5]$, while the $\bar{H}_{i}$ values are [0.44, 1.05, 2.40, 4.60, 12.5]. Applying the ACF algorithm, we arrive at $K=4$.

We have $\bar{H}_{i}<\bar{N}_{K}, i \in[1, K]$ for the $1^{s t}$ resource. The 'step-based' waterfilling algorithm confirms that $1^{\text {st }}$ resource is indeed the resource having the peak power. The remaining $2^{\text {nd }}, 3^{r d}$ and $4^{\text {th }}$ resources are allocated their powers using the water filling algorithm. For the water level of 0.62222 , powers allotted for $\{2,3,4\}$ resources are [1.1444, 0.22222, 0.011111].

Example 4: Another example for the weighted CFP associated with random weights:

$$
\begin{align*}
& \max _{\left\{P_{i}\right\}_{i=1}^{64}} C=\sum_{i=1}^{64} w_{i} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right) \\
& \text { with constraints : } \sum_{i=1}^{64} x_{i} P_{i} \leq 1 \\
& P_{i} \leq P_{i t}, \quad i \leq 64 \\
& \text { and } P_{i} \geq 0, \quad i \leq 64 \tag{46}
\end{align*}
$$

In this example, we assume $N_{i}=\frac{\sigma^{2}}{h_{i}}$ while $h_{i}, w_{i}$ and $x_{i}$ are exponentially distributed with a mean of 1 . Furthermore $\sigma^{2}=10^{-2}$ and $P_{i t}, \forall i$ are random values in the range $\left[10^{-3}, 5 \times 10^{-2}\right]$.

Now applying the ACF algorithm, we get $K=51$ for a particular realization of $h_{i}, w_{i}$ and $x_{i}$. For this realization, from the $[1, K]$ resources, 38 resources are to be allocated with the peak powers and 13 resources get powers from the waterfilling algorithm. These resources are shown in Fig. 6. The achieved throughput of the resources is given in Fig. 7 for the proposed algorithm. The results match with the values obtained for known algorithms.

Table III gives the actual number of flops required by the proposed solution and the other existing algorithms for

TABLE III
COMPUTATIONAL COMPLEXITIES OF EXISTING ALGORITHMS AND THE PROPOSED SOLUTION FOR $w_{i}=x_{i}=1, \forall i$

| $\mathbf{M} \rightarrow \mathbf{K}$ | Number of flops <br> in algorithms <br> of [18], [19] | Number of <br> flops in FWF <br> of [21] | Number of <br> flops in GWFPP <br> of [22] | Number of flops in <br> in proposed <br> solution $\\|$ |
| :---: | ---: | ---: | ---: | ---: |
| $64 \rightarrow 46$ | 14985216 | $(39024)$ | $(24)$ | 16832 |
| $128 \rightarrow 87$ | 70563072 | 33592 | 541 |  |
|  | $(91879)$ | $(52)$ | 66432 | $(24,6)$ |$|$| 956 |
| ---: |
| $256 \rightarrow 135$ |

Example 4 with different $M$ values. Since some of the existing algorithms do not support $w_{i} \neq 1$ and $x_{i} \neq 1, \forall i$; we assume $w_{i}=x_{i}=1, \forall i$ for Table III.

It can be observed from Table III that the number of flops imposed by the sub-gradient algorithm of [18] and [19] is more than $10^{4}$ times that of the proposed solution. The number of flops required for the FWF of [21] and for the GWFPP of [22] are more than $10^{2}$ times that of the proposed solution. This is because the proposed solution's computational complexity is $O(M)$, whereas the best known existing algorithms have an $O\left(M^{2}\right)$ order of computational complexity; as listed in Table I.

It has also been observed from the above examples that $\left|I_{B}\right|=\left|I_{R_{K}}-I_{R_{K-1}}\right|$ values are very small as compared to $M$. As such $L$ has been obtained from Algorithm 2 within two iterations of the while loop.

## VI. Conclusions

In this paper, we have proposed algorithms for solving the CFP at a complexity order of $O(M)$. The approach was then generalized to the WCFP and to the WCFP-MMP. Since the best known solutions solve these three problems at a complexity order of $O\left(M^{2}\right)$, the proposed solution results in a significant reduction of the complexity imposed. The complexity reduction attained is also verified by simulations.

## ApPENDIX

## A. Proof of Theorem 1

Proof: Lagrange's equation for (1) is

$$
\begin{align*}
L\left(P_{i}, \lambda, \omega_{i}, \gamma_{i}\right)= & \sum_{i=1}^{M} \log _{2}\left(1+\frac{P_{i}}{N_{i}}\right)-\lambda\left(\sum_{i=1}^{M} P_{i}-P_{t}\right) \\
& -\sum_{i=1}^{M} \omega_{i}\left(P_{i}-P_{i t}\right)-\sum_{i=1}^{M} \gamma_{i}\left(0-P_{i}\right) \tag{47}
\end{align*}
$$

[^3]Karush-Kuhn-Tucker (KKT) conditions for (47) are [3], [35]

$$
\begin{align*}
\frac{\partial L}{\partial P_{i}} & =0 \Rightarrow \frac{1}{N_{i}+P_{i}}-\lambda-\omega_{i}+\gamma_{i}=0,  \tag{48}\\
\lambda\left(P_{t}-\sum_{i=1}^{M} P_{i}\right) & =0,  \tag{49}\\
\omega_{i}\left(P_{i t}-P_{i}\right) & =0, \quad \forall i  \tag{50}\\
\gamma_{i} P_{i} & =0, \quad \forall i  \tag{51}\\
\lambda, \omega_{i} \& \gamma_{i} & \geq 0, \quad \forall i  \tag{52}\\
P_{i} & \leq P_{i t}, \quad \forall i,  \tag{53}\\
\sum_{i=1}^{M} P_{i} & \leq P_{t} \tag{54}
\end{align*}
$$

In what follows we show that the KKT conditions result in a simplified 'form' for the solution of CFP which is similar to the conventional WFP. The proof is divided into three parts corresponding to the three possibilities for $P_{i}$ : that is 1) Equivalent constraint for $P_{i}<0$ in terms of the 'water level' $\frac{1}{\lambda}$ and the corresponding solution form, 2) Equivalent constraint for $P_{i} \leq P_{i t}$ in terms of the 'water level' and and the corresponding solution form, and 3) Equivalent form for $P_{i}<P_{i}<P_{i t}$ in terms of the 'water level' and the corresponding solution form.

1) Simplification for $P_{i} \geq 0$ : Multiplying (48) with $P_{i}$ and substituting (51) in it, we obtain

$$
\begin{equation*}
P_{i}\left(\frac{1}{N_{i}+P_{i}}-\lambda-\omega_{i}\right)=0 \tag{55}
\end{equation*}
$$

In order to satisfy (55), either $P_{i}$ or $\left(\frac{1}{N_{i}+P_{i}}-\lambda-\omega_{i}\right)$ should be zero. Having $P_{i}=0$, $\forall i$ does not solve the optimization problem. Hence, we obtain

$$
\begin{equation*}
\left(\frac{1}{N_{i}+P_{i}}-\lambda-\omega_{i}\right)=0, \text { when } P_{i}>0 \tag{56}
\end{equation*}
$$

Since $\omega_{i} \geq 0$, (56) can be re-written as $\left(\frac{1}{N_{i}+P_{i}}-\lambda\right) \geq 0$. Furthermore, taking $P_{i}>0$ in this, we attain

$$
\begin{equation*}
\frac{1}{\lambda}>N_{i}, \quad \text { when } P_{i}>0 \tag{57}
\end{equation*}
$$

The opposite of this is

$$
\begin{equation*}
\frac{1}{\lambda} \leq N_{i}, \quad \text { when } P_{i} \leq 0 . \tag{58}
\end{equation*}
$$

We can observe that (57) and (58) are equations related to the conventional WFP.
2) Simplification for $P_{i} \leq P_{i t}$ : Multiplying (48) with $P_{i t}-P_{i}$ and substituting (50) in it, we attain

$$
\begin{equation*}
\left(P_{i t}-P_{i}\right)\left(\frac{1}{N_{i}+P_{i}}-\lambda+\gamma_{i}\right)=0 \tag{59}
\end{equation*}
$$

In (59), two cases arise:
(a) If $P_{i t}>P_{i}$, then $\left(\frac{1}{N_{i}+P_{i}}-\lambda+\gamma_{i}\right)=0$ becomes true.

Since $\gamma_{i} \geq 0,\left(\frac{1}{N_{i}+P_{i}}-\lambda+\gamma_{i}\right)=0$ is taken as $\left(\frac{1}{N_{i}+P_{i}}-\lambda\right)<0$. Further Simplifying this and substituting $P_{i}<P_{i t}$, we get

$$
\begin{equation*}
\frac{1}{\lambda}<H_{i} \triangleq\left(P_{i t}+N_{i}\right), \quad \text { if } P_{i}<P_{i t} \tag{60}
\end{equation*}
$$

(b) If $P_{i t}=P_{i}$, then $\left(\frac{1}{N_{i}+P_{i}}-\lambda+\gamma_{i}\right) \geq 0$ becomes true in (59).

As $\gamma_{i} \geq 0,\left(\frac{1}{N_{i}+P_{i}}-\lambda+\gamma_{i}\right) \geq 0$ is re-written as $\left(\frac{1}{N_{i}+P_{i}}-\lambda\right) \geq 0$. Substituting $P_{i t}=P_{i}$ and simplifying this further, we obtain

$$
\begin{equation*}
\frac{1}{\lambda} \geq H_{i} \triangleq\left(P_{i t}+N_{i}\right), \quad \text { if } P_{i}=P_{i t} \tag{61}
\end{equation*}
$$

3) Simplification for $0<P_{i}<P_{i t}$ :
(a) In (51); if $\gamma_{i}$ is equal to zero, then $P_{i}>0$. Combining this relation with (57), we can conclude that

$$
\begin{equation*}
\frac{1}{\lambda}>N_{i}, \quad \text { if } \gamma_{i}=0 \tag{62}
\end{equation*}
$$

(b) Similarly, in (50), if $\omega_{i}=0$, then $P_{i t}>P_{i}$ follows. Using this relation in (60), we acquire

$$
\begin{equation*}
\frac{1}{\lambda}<H_{i}, \quad \text { if } \omega_{i}=0 \tag{63}
\end{equation*}
$$

(c) Combining (62) and (63), we have

$$
\begin{equation*}
N_{i}<\frac{1}{\lambda}<H_{i}, \quad \text { if } \omega_{i}=\gamma_{i}=0 \tag{64}
\end{equation*}
$$

Using (64) in (48) and then re-arranging it gives

$$
\begin{equation*}
P_{i}=\frac{1}{\lambda}-N_{i}, \quad \text { if } N_{i}<\frac{1}{\lambda}<H_{i} \tag{65}
\end{equation*}
$$

Combining (57), (58), (60), (61) and (65), powers are obtained as

$$
P_{i}= \begin{cases}\left(\frac{1}{\lambda}-N_{i}\right), & N_{i}<\frac{1}{\lambda}<H_{i} \text { or }  \tag{66}\\ & 0<P_{i}<P_{i t} \\ P_{i t}, & \frac{1}{\lambda} \geq H_{i} \\ 0, & \frac{1}{\lambda} \leq N_{i}\end{cases}
$$

## B. Proof of Proposition 2

Proof: The proof is by contradiction. Assume that $P_{i}^{\star}$, $i \leq M$ is the optimal solution for (1) such that $\sum_{i=1}^{M} P_{i}^{\star}<P_{t}$. We now prove that as $P_{i}^{\star}$ powers fulfil $\sum_{i=1}^{M} P_{i}^{\star}<P_{t}$, there exists $P_{i}^{\diamond}$ that has greater capacity. Define

$$
\begin{equation*}
P_{i}^{\diamond}=P_{i}^{\star}+\Delta P_{i}^{\star}, \quad \forall i \tag{67}
\end{equation*}
$$

such that

$$
\begin{equation*}
\sum_{i=1}^{M} P_{i}^{\diamond}=P_{t} \quad \text { and } P_{i}^{\diamond} \leq P_{i t}, \quad \forall i \tag{68}
\end{equation*}
$$

where $\Delta P_{i}^{\star} \geq 0, \forall i$. From (7) there exists atleast one $i$ such that $P_{i}^{\star}<P_{i t}$. It follows that $\Delta P_{i}^{\star}>0$ for atleast one $i$. The capacity of $M$ resources for $P_{i}^{\diamond}$ allotted powers is

$$
\begin{equation*}
C\left(P_{i}^{\diamond}\right)=\sum_{i=1}^{M} \log _{2}\left(1+\frac{P_{i}^{\diamond}}{N_{i}}\right) \tag{69}
\end{equation*}
$$

Substituting (67) in (69), we get

$$
\begin{equation*}
C\left(P_{i}^{\diamond}\right)=\sum_{i=1}^{M} \log _{2}\left(1+\frac{P_{i}^{\star}}{N_{i}}+\frac{\Delta P_{i}^{\star}}{N_{i}}\right) \tag{70}
\end{equation*}
$$

Re-writing the above, we obtain

$$
\begin{equation*}
C\left(P_{i}^{\diamond}\right)=\sum_{i=1}^{M} \log _{2}\left[\left(1+\frac{P_{i}^{\star}}{N_{i}}\right)\left(1+\frac{\frac{\Delta P_{i}^{\star}}{N_{i}}}{1+\frac{P_{i}^{\star}}{N_{i}}}\right)\right] \tag{71}
\end{equation*}
$$

Following ${ }^{\prime} \log (a b)=\log (a)+\log (b)$ ' in the above, we acquire

$$
\begin{equation*}
C\left(P_{i}^{\diamond}\right)=\sum_{i=1}^{M} \log _{2}\left(1+\frac{P_{i}^{\star}}{N_{i}}\right)+\sum_{i=1}^{M} \log _{2}\left(1+\frac{\frac{\Delta P_{i}^{\star}}{N_{i}}}{1+\frac{P_{i}^{\star}}{N_{i}}}\right) \tag{72}
\end{equation*}
$$

As $\Delta P_{i}^{\star}>0$ for atleast one $i$, the second term on the R.H.S. of (72) is always positive. We have

$$
\begin{equation*}
C\left(P_{i}^{\diamond}\right)>C\left(P_{i}^{\star}\right) \tag{73}
\end{equation*}
$$

In other words, $\sum_{i=1}^{M} P_{i}^{\diamond}=P_{t}$ produces optimal capacity; completing the proof.

## C. The Computational Complexity of Calculating $Z_{m, i}$ for CFP

Below, it is shown that the worst case computational complexity of calculating $Z_{m, i} ; m \leq i$ and $i \leq K$ for CFP is $K$ subtractions.

- In Algorithm 1, we first check if $N_{i+1}>H_{m} . I_{R_{i}}$ is taken as ' $m$ ' values for which $N_{i+1}>H_{m}$. Note also that $I_{R_{i-1}} \subset I_{R_{i}}$. This is because if $Z_{m, i}=N_{i+1}-H_{m}>0$, then $Z_{m, j} ; j=i+1, \cdots, K$ is always positive since $N_{j}>N_{i}, j>i$. Hence, in the worst case, $K \log (K)$ comparisons are required. The cost of a comparison, is typically lower than that of an addition [36]. Hence it has not been included in the flop count.
- As per Algorithm 1, we calculate $Z_{m, i}$ 's only for $m \in$ $\left(I_{R_{i}}-I_{R_{i-1}}\right)$. Furthermore, if we have $Z_{m, i}=N_{i+1}-$ $H_{m}>0$, then $Z_{m, j} ; j=i+1, \cdots, K$ is always positive
since $N_{j}>N_{i}, j>i$. In other words, if $I_{R_{i-1}}$ gets some ' $x$ ' values, then the same ' $x$ ' values will also be there in $I_{R_{i}}$ and the contribution of this part to the overall area, $U_{i}$ is $\left.\left|I_{R_{i-1}}\right|\left(N_{( } i+1\right)-N_{i}\right)$; which is calculated in Step 5. This implies that if $Z_{m, i}$ is calculated for $m \in I_{R_{i}}$, then there is no need to calculate $Z_{m, i}$ for $m \in I_{R_{i+1}}, I_{R_{i+2}}, \ldots I_{R_{K}}$. Hence, for a given $m, Z_{m, i}$ is calculated, in the worst case, once; for one ' $i$ ' only. As such, the worst case complexity of calculating $Z_{m, i}$ is as low as that of $K$ subtractions.


## D. The Computational Complexity of Calculating $U_{K}$ for CFP

Here we show that the worst case computational complexity of calculating $U_{K}$ for CFP is $4 K$ adds and $K$ multiplies. Note that in each iteration of Algorithm 1 the following is calculated:

$$
\begin{equation*}
U_{i}=U_{i-1}+\left|I_{R_{i-1}}\right|\left(N_{i+1}-N_{i}\right)+\sum_{m \in\left(I_{R_{i}}-I_{R_{i-1}}\right)}^{i} Z_{m, i}^{+} \tag{74}
\end{equation*}
$$

There are three terms in (74) and we calculate the complexity of each term separately, as follows:

- The first term of (74), $U_{i-1}$, is already computed in the ( $i-1$ )-th iteration, hence involves no computation during the $i$-th iteration.
- The second term, $\left|I_{R_{i-1}}\right|\left(N_{i+1}-N_{i}\right)$, is taking care of the increase in reference height from $N_{i}$ to $N_{i+1}$ for those roof stairs, which are already below the reference level $N_{i}$. The computation of this term requires only a single multiplication and addition.
- The third term gives the areas of the roof stairs which are below $N_{i+1}$ but not $N_{i}$. The number of additions in this is $A_{i}=\left|I_{R_{i}}-I_{R_{i-1}}\right|-1$.
- Taking into account the two adds per iteration required for adding all the three terms, the total computational complexity of calculating $U_{i}$, given $U_{i-1}$ is 1 multiply and $3+A_{i}$ adds.
Since $K U_{i}$ 's are calculated; the total computational complexity of calculating all $U_{i}$ 's will be $\sum_{i=1}^{K} 3+A_{i}=3 K+\left|I_{R_{K}}\right| \leq 4 K$ adds and $K$ multiplies.


## E. The Computational Complexity of Calculating $\bar{U}_{K}$ for WCFP

Here we show that the worst case computational complexity of calculating $\bar{U}_{K}$ for WCFP is $4 K$ adds $2 K$ multiplies. Note that in each iteration of Algorithm 3 the following is calculated:

$$
\begin{equation*}
\bar{U}_{i}=\bar{U}_{i-1}+W_{R_{i-1}}\left(\bar{N}_{i+1}-\bar{N}_{i}\right)+\sum_{m \in\left(\bar{I}_{R_{i}}-I_{R_{i-1}}\right)}^{i} w_{m} \bar{Z}_{m, i}^{+} \tag{75}
\end{equation*}
$$

There are three terms in (75) and we calculate the complexity of each term separately, as follows:

- The first term of (75), $\bar{U}_{i-1}$, is already computed in $i-1$-th iteration, hence involves no computation during the $i$-th iteration.
- The computation of second term, $W_{R_{i-1}}\left(\bar{N}_{i+1}-\bar{N}_{i}\right)$, requires only a single multiplication and addition.
- The third term gives the areas of the roof stairs which are below $\bar{N}_{i \pm 1}$ but not $\bar{N}_{i}$. The number of additions in this is $A_{i}=\left|\bar{I}_{R_{i}}\right|-\left|\bar{I}_{R_{i-1}}\right|$. The corresponding number of multiplications is one.
- Taking into account the two adds per iteration required for adding all the three terms, the total computational complexity of calculating $U_{i}$, given $U_{i-1}$ is 2 multiply and $3+A_{i}$ adds.
Since $K U_{i}$ 's are calculated; the total computational complexity of calculating all $U_{i}$ 's will be $\sum_{i=1}^{K} 3+A_{i}=3 K+\left|I_{R_{K}}\right| \leq 4 K$ adds and $2 K$ multiplies.
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[^0]:    $\ddagger[\mathrm{A}, \mathrm{B}]$ represents the interval in between A and B , including A and B .

[^1]:    $\S_{\lambda}$ is initialized to $5 \times 10^{-1}$.
    §, II Number of iterations is given in brackets.
    ${ }^{\|}\left|I_{R_{K-1}}\right|$ and $\left|I_{B}\right|$ are given in brackets. Actual number of flops is $M+9 K+5\left|I_{B}\right|+\left|I_{R_{K-1}}\right|+9$.

[^2]:    $\ddagger[\mathrm{A}, \mathrm{B}]$ represents the interval in between A and B , including A and B .

[^3]:    $\S_{\lambda}$ is initialized to $5 \times 10^{-1}$.
    $\S, \mathrm{II}_{\text {N }}$ Number of iterations is given in brackets.
    ${ }^{\|}\left|I_{R_{K-1}}\right|$ and $\left|I_{B}\right|$ are given in brackets. Actual number of flops is $M+9 K+5\left|I_{B}\right|+\left|I_{R_{K-1}}\right|+9$.

