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Abstract
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INTERACTIVE AURALIZATION BASED ON HYBRID

SIMULATION METHODS AND PLANE WAVE EXPANSION

by Diego Mauricio Murillo Gómez

The reconstruction and reproduction of sound fields have been extensively researched

in the last decades leading to an intuitive approach to estimate and evaluate the

acoustic properties of enclosures. Applications of auralization can be found in acous-

tic design, subjective tests, virtual reality and entertainment, among others. Diffe-

rent methodologies have been established to generate auralizations for room acoustics

purposes, the most common of them, the use of geometrical acoustics and methods

based on the numerical solution of the wave equation to synthesize the room impulse

responses. The assumptions and limitations of each approach are well known, which

in turn, restrict their application to specific frequency bands. If the aim is to recon-

struct accurately the sound field in an extended range of frequencies, a combination

of these methodologies has to be performed. Furthermore, recent advances in com-

putational power have enabled the possibility to generate interactive atmospheres

where the user is able to interact with the environment. This feature, although it

expands the applications of the auralization technique, is nowadays mainly based on

geometrical acoustics or interpolation methods.

The present research addresses the generation of interactive broadband auraliza-

tions of enclosures using a combination of the finite element method and geometrical

acoustics. For this, modelling parameters for both simulation methods are discussed

making emphasis on the assumptions made in each case. Then, the predicted room

impulse responses are represented by means of a plane wave expansion, which in turn,

enables interactive features such as translation and rotation of the acoustic fields. An
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analytical expression is derived for the translation in the plane wave domain. Fur-

thermore, the transformation of the plane wave representation in terms of spherical

harmonics is also explored allowing the acoustic fields to be rotated. The effects of

assuming a plane wave propagation within small enclosures and the consequences of

using a finite number of plane waves to synthesize the sound fields are discussed.

Finally, an implementation of an interactive auralization system is considered for

different reference cases. This methodology enables reconstruction of the aural im-

pression of enclosures in real-time with higher accuracy at low frequencies compared

to only geometrical acoustics techniques. The plane wave expansion provides a con-

venient sound field representation in which the listener can interact with the acoustics

of the enclosure. Furthermore, the sound reconstruction can be performed by im-

plementing several sound reproduction techniques extending the versatility of the

proposed approach.
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Chapter 1

Introduction

Auralization is the technique of creating an audible perception from numerical in-

formation related to the acoustics of a specific environment [1]. It is a powerful

tool because it provides the possibility to render the sound field according to the

characteristics of the medium, which has relevant applications in the evaluation and

understanding of the physical phenomenon under consideration. Applications of

auralization can be found in a wide range of areas such as room acoustics, envi-

ronmental acoustics, noise control, virtual reality, teaching, medicine, entertainment

and telecommunications. Although it is feasible to create auralizations of enclosures

using scale models, the implementation of simulation techniques such as methods for

the numerical solution of the wave equation or geometrical acoustics has become the

most common approach to estimate the room impulse responses. This is in part due

to advances in electronics and computation technologies achieved in the last decades.

This thesis addresses the generation of interactive auralizations of enclosures whose

impulse responses have been predicted numerically by means of the finite element

method (FEM) and geometrical acoustics (GA). The main contribution of this re-

search is the development of a methodology to reconstruct the acoustic field of rooms

in real-time. The combination of a method based on the numerical solution of the

wave equation and geometrical acoustics enhances the applications and realism of

the auralization technique, in particular at low frequencies. However, the computa-

tional cost required for both approaches presents a significant challenge to synthesize

interactively the sound fields. To tackle this problem, the plane wave expansion is

proposed as a tool to represent the sound field to be auralized. Moreover, although

the current research is conducted using the finite element method to predict the low
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Chapter 1. Introduction

frequency content of the room impulse responses, different approaches such as the

boundary element method or the finite difference time domain method can also be

implemented based on this methodology.

The main motivation of this research is to improve the auralization technique by

generating an interactive sound field reconstruction in which the listener is able to

listen to the changes in the acoustic field based on their relative position with respect

to the enclosure. The plane wave expansion provides a convenient description that

allows for interactive features such as translation and rotation of the sound field. The

translation is performed by the implementation of a mathematical operator in the

plane wave domain rather than an interpolation process between Ambisonics impulse

responses, which is an alternative strategy proposed by the scientific community [2].

Furthermore, the interoperability of the plane wave representation with the spherical

harmonics or the straightforward implementation of vector base amplitude panning

enables the rotation of the acoustic field. Finally, the use of FE and GA results to

generate the plane wave expansion improves the accuracy of the proposed method-

ology enhancing the applications of the approach.

Geometrical acoustics is a well-established technique to simulate the acoustic be-

haviour of enclosures [3]. It is founded on the assumption that sound waves can be

replaced by rays travelling in the enclosure with each ray carrying a portion of the

energy produced by the source [4]. However, the postulation of waves propagating

as rays is only sensible when the wavelength is small compared to the dimension of

the surfaces of the room, otherwise wave effects such as diffraction are relevant [5].

Although the implementation of scattering coefficients has improved the effectiveness

of geometrical acoustics at middle and high frequencies [6], diffraction remains the

greatest drawback of this method. Recently, new approaches for edge diffraction cal-

culation have been proposed [7, 8], nevertheless, assumptions such as infinite planes

or rigid surfaces constrain their application.

Alternatively, the propagation of the sound in a compressible medium is calculated

by solving the wave equation. An analytical solution is only possible in a few cases

under specific conditions and for simple geometries, which leads to the implemen-

tation of numerical methods to approximate it. The finite element method [9] has

been extensively used to analyse and solve problems in acoustics. The room impulse

response is predicted by solving the Helmholtz equation numerically for a range of
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frequencies and by applying the inverse Fourier transform at specific field points.

Time domain formulation of the method has recently been proposed as well [10].

The main advantage compared to GA methods lies in the accuracy of the results

at low frequencies because wave effects such as diffraction are inherently included in

the solution. However, the high computational cost constrains their use at higher

frequencies and for larger rooms. This is because the required resolution of the mesh

where the solution is computed depends on the frequency.

Taking into consideration the advantages and disadvantages of the two simulation

methods described above, it is sensible to combine them according to the frequency

range of interest over which each is most effective. In this case, the finite element

method is used at low frequencies where the modal behaviour and the diffraction

effects are significant, and geometrical acoustics is implemented at medium and high

frequencies where its assumptions are acceptable and yield reasonable results. Based

on that, simulation parameters such as the geometrical detail of the room, the rep-

resentation of the acoustic source and characterization of the boundary conditions

are addressed for each method in Chapter 3. In particular, an analysis of the use

of measurements of reverberation time to characterize the boundary conditions of

the room is conducted. From this information, the diffuse absorption coefficients are

estimated and the specific acoustic impedances of the absorbing surfaces are calcu-

lated. The implications of assuming that the specific acoustic impedance is entirely

resistive are also discussed. This method leads to a simple and practical approach

to synthesize room impulse responses when both simulation techniques are used. It

is important to point out that the implementation of hybrid simulation methods for

room acoustic simulations is not a novel topic in the scientific community [11, 12].

Nevertheless, a contribution of this research is how to use this data as an input to

generate an interactive auralization based on the manipulation of the sound field due

to a plane wave representation.

In Chapter 4, results from the finite element and geometrical acoustics simulations

are processed to generate a plane wave expansion (PWE) of the acoustic fields. The

plane wave representation has been adopted because it is a solution of the homoge-

nous Helmholtz equation that allows for the translation and rotation of sound fields.

Furthermore, different sound reproduction techniques such as binaural, Ambisonics,

Wave Field Synthesis or VBAP can be straightforwardly implemented, thus making

the plane wave expansion a convenient representation for auralization purposes. The
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consequences of the assumption of plane wave propagation in small rooms and of the

discretization of the plane wave expansion, which is required for the implementation

of the method, are also analyzed.

Different strategies are proposed to generate a plane wave representation from each

simulation method. In the case of FEM, an inverse method is implemented to esti-

mate a set of plane waves whose complex amplitudes reconstruct a target acoustic

field. This methodology has already been used by Støfringsdal and Svensson [13] for

2D cases. To the extent of the author’s knowledge, this is the first implementation

for 3D cases. The inverse problem is formulated by using acoustic pressure sampled

at points from the finite element solution. The effects of Tikhonov regularization are

investigated in terms of the accuracy of the synthesized acoustic fields and the com-

plex amplitude of the plane waves. The relation between a plane wave expansion of

L elements and a spherical harmonic expansion of order N is also considered, which

is useful for the interoperability between these two domains.

The plane wave representation for the geometrical acoustic data is generated using

a different approach. For each enclosure, the reflections that contribute to the om-

nidirectional room impulse response predicted at the origin where the plane wave

expansion is performed are traced using a virtual directional microphone. The vir-

tual directional microphone was provided by the developer of the commercial package

used for the simulations (Catt-Acoustics). The plane wave expansion is generated by

assuming that the reflection paths are produced by plane waves. A discussion about

the suitability of this assumption is presented for different reference cases.

Nevertheless, because the plane wave expansions from the FE and GA results have

been generated using different approaches, the number of elements in each PWE may

be not the same. In this research, a higher number of plane waves has been adopted

for the GA information to take advantage of the high-directional resolution provided

by the virtual microphone used to trace the reflections. This involves a spatial re-

sampling of the PWE from the GA data when a combination of the results from

the two simulation methods is intended. Several techniques to perform the spatial

resampling are discussed, which leads to the same number of elements for each plane

wave expansion. Finally, a method to combine the plane wave expansions from the
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two simulation methods is proposed.

Chapter 5 addresses the development of efficient techniques that allow for sound field

manipulation. This is carried out based on a unified plane wave expansion that has

been estimated from finite element and geometrical acoustic information. The in-

teractivity of the auralization is achieved by allowing the listener to move around

the enclosure. This involves the manipulation of the plane wave expansion in terms

of translation and rotation. A theoretical formulation to perform the translation of

acoustic fields directly in the plane wave domain is presented. Regarding rotation,

the use of an interpolation method is discussed allowing the rotation to be conducted

in the plane wave domain. Furthermore, a spherical harmonic transformation, which

allows for the implementation of a rotation operator is evaluated as well.

Finally, Chapter 6 presents the development and implementation of an interactive

auralization system composed of a graphical interface in which an avatar moves inside

of a virtual enclosure (similar to a first-person video game). This is carried out using

the commercial packages Max as an acoustic rendering and Unity to generate the

virtual environments. The rendering of the acoustic field is performed in real-time

based on the position and orientation of the avatar. The auralization is presented

to the listener by means of a headphone-based binaural approach. However, diffe-

rent sound reproduction techniques can be easily implemented. Experiments on the

ability of the proposed methodology to accurately reconstruct the acoustic field are

presented for several reference cases to validate the theoretical results. Limitations

of the current approach are discussed and techniques to improve them are also con-

sidered.

The proposed methodology allows for a more accurate reconstruction of the acous-

tic fields compared to the use of only geometrical acoustics techniques. Although

the framework presented in this thesis is based on room acoustics applications, the

potential offered to auralize interactively acoustic data from methods based on the

numerical solution of the wave equation provides a tool to analyze different problems

in acoustics. Such applications range from noise control, loudspeaker design to envi-

ronmental acoustics.

The main contributions of this thesis to the existing knowledge in the field are:
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• Demonstration of the suitability of the plane wave expansion to generate an

interactive broadband auralization.

• Development of a complete framework for generate an interactive auralization

based on a plane wave expansion.

• Demonstration of the suitability of the inverse methods to create a plane wave

expansion from finite element data in 3D cases.

• The interactive auralization of acoustic fields that have been predicted by means

of the finite element method and geometrical acoustics.

• Demonstration of the auralization system effectiveness as tool for the repro-

duction of the modal response of enclosures in real-time.

• Integration of several audio technologies to generate a real-time interactive

auralization system.

A list of publications that cover part of the material presented in this thesis is reported

below:

• Diego M. Murillo, Filippo M. Fazi and, Mincheol Shin, Evaluation of Ambiso-

nics Decoding Methods with Experimental Measurements, EAA Joint Sympo-

sium on Auralization and Ambisonics, Berlin, 2014.

• Diego M. Murillo, Catriona Cooper and Filippo M. Fazi, Acoustic Survey of

a Late Medieval Building Based on Geometrical Acoustics Methods, Forum

Acusticum, Krakow, 2014.

• Diego M. Murillo, Filippo M Fazi and Jeremy Astley, Spherical Harmonics Rep-

resentation of the Sound Field in a Room Based on Finite Element Simulations,

46 Congreso Iberoamericano de Acústica, Valencia, 2015.

The following awards have been received by the author:

• Young Scientist Conference Attendance Grant, 46vo Congreso Iberoamericano

de Acústica, SAE, 2015.

• First place in the Audio Engineering Society UK Graduate Student Poster

Competition, AES UK section, 2016.

• Young Scientist Conference Attendance Grant, 22nd International Congress on

Acoustics, ICA-ASA, 2016.
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Chapter 2

Theoretical Background and

Literature Review

This chapter addresses the fundamental bases for the understanding and development

of the research. It is composed of two main sections: the theoretical background and

the literature review.

2.1 Theoretical background

In this section the mathematical notation used throughout the thesis is presented.

Then, mathematical transforms that allow for the analysis of a signal in different

domains are discussed. Finally, the physical models of sound waves propagating in

air and their interaction with a bounded space are considered.

2.1.1 Mathematical notation

A description of the notation used through this thesis is given as follows:

• Vectors are represented by lower case boldface letters “x”.

• Matrices are represented by upper case boldface letters “H”.

• Scalars, functions or scalar fields in the frequency domain are represented by

lower case italic letters “p(x) = p(x, ω)”.
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• Scalars, functions, scalar fields in the time domain are represented by upper

case italic letters “P (x) = P (x, t)”.

• Where there is a potential of confusion or for symbols that are commonly used

in the scientific literature such as (ρ) for density, the notation includes the time

or frequency dependency.

2.1.1.1 Vectors and matrices

The components of a vector x are given by [x1, x2, x3] in Cartesian or [rx, θx, φx] in

spherical coordinates. A component of a vector x is defined as (x1 := x · x̂1 ) or

(rx := x · r̂), respectively, in which (·) represents the scalar product between two

vectors:

x · y =
N∑

n=1

xnyn. (2.1)

The direction and module of a vector x = [x1, x2, x3] are defined as

x = |x| :=

√√√√
3∑

n=1

|xn|2, x̂ :=
x

|x| . (2.2)

The relation between Cartesian and spherical coordinates for a vector x is given by

x = [x1, x2, x3] = [rx cosφx sin θx, rx sinφx sin θx, rx cos θx] , (2.3)

where θx and φx are the elevation and azimuthal components of the vector x, respec-

tively.

2.1.1.2 Complex numbers and functions

The imaginary unit is represented by the symbol j =
√
−1. A complex scalar or

function q(ω) can be described by its real and imaginary part or by its magnitude |·|
and phase ∠(·), namely

q(ω) = |q(ω)| ej∠q(ω). (2.4)
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2.1.2 Fourier transform

The forward and inverse Fourier transform are defined as follows:

F [F (t)] = f(ω) =

∫ ∞

−∞
F (t)e−jωtdt (2.5)

and

F−1[f(ω)] = F (t) =
1

2π

∫ ∞

−∞
f(ω)ejωtdω, (2.6)

where F and F−1 denote the direct and inverse Fourier transform, respectively. f(ω)

and F (t) are the function in the frequency and time domain, respectively. The inter-

action between these two domains helps with the analysis of the different properties

of the function. Through the time domain it is possible to evaluate the variation in

the amplitude of the signal, which leads the estimation of acoustic parameters such

as reverberation time, the early decay time, clarity index, among others. In contrast,

the analysis in the frequency domain allows for the inspection of the spectrum iden-

tifying the distribution of the energy across frequency. This is useful for example,

when sound waves interact with the boundaries of a space with frequency dependent

characteristics. Moreover, some mathematical operations are easier to compute in

one domain than in the other. For example, the operation of convolution in the time

domain is equivalent to the multiplication in the frequency domain [14]:

F (t)⊗G(t) = F−1 [f(ω)g(ω)] , (2.7)

where ⊗ denotes the convolution operation.

2.1.3 Wave equation

The space-time dependence of the acoustic pressure fluctuations is described by a par-

tial differential equation called as the wave equation. The derivation of this expression

is performed based on the mass conservation and the momentum conservation laws

(equations (2.8) and (2.9))

∂ρtot(x, t)

∂t
+∇ · (ρtot(x, t)U(x)) = 0, (2.8)
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∂U(x)

∂t
+U(x) · ∇U(x) +

1

ρtot(x, t)
∇Ptot(x) = 0, (2.9)

where Ptot is the total instantaneous pressure, U is the particle velocity and ρtot is

the total instantaneous density. To linearize the previous equations, it is expected

that changes in the pressure P and density ρ are small compared to the ambient

values p0 and ρ0. In addition, the particle velocity U should be much smaller than

the speed of sound c. Under these conditions and assuming that the propagation of

the wave occurs in an ideal gas (which air is a good approximation of), equations

(2.8) and (2.9) can be simplified as:

∂ρ(x, t)

∂t
+ ρ0∇ ·U(x) = 0 (2.10)

and

ρ0
∂U(x)

∂t
+∇P (x) = 0. (2.11)

Relating the above two equations with the equation of state (2.12) it is possible to

establish the wave equation for a homogeneous medium as equation (2.13).

P (x) = c2ρ(x, t). (2.12)

∇2P (x) − 1

c2
∂2P (x)

∂t2
= 0, (2.13)

in which ∇2 is the Laplacian operator and c is the speed of the sound. Furthermore,

The wave equation can be expressed in the frequency domain performing the Fourier

transformation defined in equation (2.5):

p(x, ω) =

∫ ∞

−∞
P (x, t)e−jωtdt, (2.14)

P (x, t) =
1

2π

∫ ∞

−∞
p(x, ω)ejωtdω. (2.15)

The derivative of equation (2.15)

∂P (x)

∂t
=

1

2π

∫ ∞

−∞
ωjp(x)ejωtdω, (2.16)
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yields

F
(
∂P (x)

∂t

)
= jωp(x). (2.17)

The relation expressed in equation (2.17) can be used to compute the Fourier Trans-

form of the wave equation, leading to the homogeneous Helmholtz equation

∇2p(x) + k2p(x) = 0, (2.18)

where k = ω
c is the wavenumber, ω is the angular frequency and c is the speed of the

sound.

2.1.4 Sound waves

2.1.4.1 Plane waves

A relevant solution of the Helmholtz equation is given by a harmonic function ex-

pressed as |q| e(−jk0(x·ŷ)+∠q) where the sign of the argument of the complex expo-

nential identifies whether it is an incoming or outcoming propagation. The vector

x defines a field point position and ŷ identifies the direction of the wave propaga-

tion. |q| an ∠q are the magnitude and phase of the wave, respectively. This solution

represents an ideal sound wave with constant pressure in any plane perpendicular to

the propagation vector (see figure 2.1). Even though this type of wave is not found

in reality, its study is significant because it reduces the complexity of many acoustic

problems. An approximation of a plane wave can be assumed at a large distance

from the acoustic source, where the curvature of the wave can be ignored.

The Fourier transform of the momentum equation (2.11) establishes the following

relation between the complex sound pressure and the complex particle velocity:

jωρ0u(x) +∇p(x) = 0. (2.19)

An important quantity in acoustics is called the specific acoustic impedance Z(x, ω)

and it is defined as the ratio between the complex pressure and the complex particle

velocity. This complex value determines the relative amplitude and phase between
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the pressure and particle velocity. For a plane wave Z(ω) = ρ0c, which is also called

the characteristic impedance of the medium.

Figure 2.1: Instantaneous pressure in a plane wave at 63 Hz. Colours red and
blue represent points of maximum and minimum acoustic pressure, respectively.

2.1.4.2 Spherical waves

Another elementary type of wave is a spherical wave (see figure 2.2). In this case, the

sound pressure is a function of the radius r in a spherical symmetrical propagation,

thus making it convenient to express the wave equation in polar coordinates [14]

∂2(rP (r))

∂r2
− 1

c2
∂2(rP (r))

∂t2
= 0, (2.20)

Assuming that the acoustic source is located at the origin of the coordinate system,

the solution for a single harmonic signal of frequency ω0 is given by1:

P (r) = Re

{
Qej(ω0t−kr)

r

}
. (2.21)

Equivalently, the fundamental solution for the Helmholtz equation is

p(r) =
q

r
e−jkr, (2.22)

where q = |q|ej∠q is the complex amplitude of the wave. In the spherically symetric

case, the Fourier transform of the momentum equation (2.11) becomes:

1In an unbounded medium only outward waves are feasible
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jωρ0ur(r) +
∂p(r)

∂r
= 0, (2.23)

thus

ur(r) =
q

jωρ0

[
jk

r
+

1

r2

]
e−jkr, (2.24)

hence the specific acoustic impedance is

Z(r, ω) = ρ0c

[
jkr

1 + jkr

]
. (2.25)

Figure 2.2: Instantaneous pressure in a spherical wave of 250 Hz. Colours red and
blue represent points of maximum and minimum acoustic pressure, respectively.

2.1.5 Acoustic quantities

It is appropriate to average the instantaneous sound pressure P (x) when it has a

random behaviour with respect to time (e.g. noise). The mean square value of the

pressure P 2(x) and the root mean square pressure Prms(x) are used to obtain a

representative value in the considered time interval (T ).

P 2(x) = lim
T→∞

1

T

∫ T/2

−T/2
P 2(x)dt, (2.26)

Prms(x) =

√
P 2(x). (2.27)
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However, because the range of variations in the acoustic pressure perceived by the

humans may be very wide (from 20× 10−6 Pa to 64 Pa), it is reasonable to express

the pressure in a logarithmic scale. Based on that, the sound pressure level is defined

as

LP = 20 log10

(
Prms

pref

)
, (2.28)

where pref is the reference pressure which corresponds to the human hearing threshold

at 1 kHz (20 × 10−6 Pa for air). Although the sound pressure is an important

parameter for the characterization of sound waves, other quantities can be used to

analyze different properties of the waves and the sources that generate them. Among

these quantities, the most important are the acoustic intensity and the sound power.

2.1.5.1 Acoustic intensity

The instantaneous acoustic intensity is the rate of energy flow through unit surface

area. It can be calculated by taking the product of the sound pressure and particle

velocity. Therefore, the acoustic intensity averaged over a integration time (T ) is

given by

I(x, t) =
1

T

∫ T

0
P (x)U(x)dt. (2.29)

For one-dimensional plane waves equation (2.29) yields

I(xn, t) =
|P (xn)|2
2ρ0c

. (2.30)

The Fourier transform of equation (2.29) leads to:

I(x, ω) =
1

2
Re {p(x)∗u(x)} , (2.31)

in which (·)∗ indicates complex conjugate.

2.1.5.2 Sound power

The sound power is the amount of energy radiated by an acoustic source per unit

time. This quantity can be characterized by integrating the intensity going out
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through a hypothetical surface that encloses the source. This relation is expressed

by the equation

w =

∫

S
I(ω) · n̂dS, (2.32)

where n̂ is the unitary vector normal to the surface pointing towards the exterior. In

far field (kr >> 1), the sound power can be calculated from the sound pressure for

a spherically symmetric propagation as

W =
|P (r)|2
ρ0c

(4πr2). (2.33)

Similarly to the sound pressure, it is convenient to express the sound power in a

logarithmic scale. Therefore, the sound power level is defined as:

PWL = 10 log10

(
W

Wref

)
, (2.34)

in which Wref is the reference power (10−12 Watts). Finally, the following equation

specifies the relation between the sound pressure level and the sound power level for

spherical propagation [15]:

LP (r) = PWL− 10 log10(4πr
2) + 10 log10(

ρ0cWref

p2ref
). (2.35)

2.1.6 Sound propagation in a bounded space

If a sound wave is travelling within a bounded space, it is necessary to take into

consideration the influence of its boundaries on the propagation. When a plane wave

impinges on a wall, a fraction of its energy is absorbed, some energy is transmitted

through the wall and the rest is reflected into the medium. This reflected wave

has a different amplitude and phase with respect to the incident wave according to

the specific properties of the wall. These changes in phase and amplitude can be

expressed by the complex reflection factor [4]

R(ω) = |R(ω)| ej∠R(ω) , (2.36)
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whose magnitude |R(ω)| and phase ∠R(ω) depend on the frequency and the angle of

arrival of the incident wave. In turn, the loss of energy in the reflected wave due to

the boundary can be determined by the absorption coefficient α, which is related to

the complex reflection factor by

α(ω) = 1− |R(ω)|2 . (2.37)

2.1.6.1 Specific acoustic impedance

Another relevant quantity commonly used to describe the acoustic properties of a

boundary is the normal specific acoustic impedance Zn(ω) defined as the ratio be-

tween the sound pressure p at the surface of the wall and the particle velocity normal

to the wall un. The specific acoustic impedance normalized by the characteristic

impedance of the medium (ρ0c) is called non-dimensional specific acoustic impedance

zn.

Zn(ω) =

(
p

un

)
, (2.38)

zn(ω) =
Zn(ω)

ρ0c
. (2.39)

2.1.6.2 Relation between impedance and the absorption coefficient

The relation between Zn(ω), R(ω) and α(ω) can be derived by performing the analysis

of an incident plane wave impinging on a wall with incidence angle θ. This situation

is ilustrated in Figure 2.3.
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Figure 2.3: Diagram of a plane wave reflection

The sound pressure p(i) and the normal component of particle velocity uix1 of the

incident wave are expressed as:

pi(x) = qe−jk(x1 cos θ+x2 sin θ), (2.40)

and

uix1 =
q

ρ0c
cos θe−jk(x1 cos θ+x2 sin θ). (2.41)

In the case of the reflected wave, the sign of the component in x1 is negative due to

the direction of propagation. In addition, the reflection factor establishes the changes

in amplitude and phase with respect to the incoming wave.

pr(x) = R(ω)qe−jk(−x1 cos θ+x2 sin θ), (2.42)

urx1 = −R(ω)q
ρ0c

cos θe−jk(−x1 cos θ+x2 sin θ). (2.43)

The total sound pressure ptx at the boundary (x1 = 0) is found by the addition of

the incident and reflected pressure. The same principle applies to the total particle

velocity utx1.

pt(0) = qe−jk(x2 sin θ)(1 +R(ω)), (2.44)

utx1 =
q

ρ0c
cos θe−jk(x2 sin θ)(1 −R(ω)). (2.45)
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Therefore, the specific acoustic impedance expressed in terms of R(ω) is

Zn(ω) =
ρ0c

cos θ

1 +R(ω)

1−R(ω)
. (2.46)

Solving for R(ω) yields

R(ω) =
Zn(ω) cos θ − ρ0c

Zn(ω) cos θ − ρ0c
=
zn(ω) cos θ − 1

zn(ω) cos θ + 1
. (2.47)

Finally, the absorption coefficient is calculated based on equation (2.37) as

α(ω) =
4Re {zn(ω)} cos θ

|zn(ω)|2 cos2 θ + 2Re {zn(ω)} cos θ + 1
. (2.48)

2.1.7 Sound field representation

Two sound field representations that satisfy the homogeneous Helmholtz equation are

reviewed in this section. Firstly, an integral representation based on the plane wave

expansion is addressed. Then, a series representation through the decomposition of

the sound field using spherical harmonics is considered.

2.1.7.1 Plane wave expansion

The complex sound pressure due to a plane wave arriving from the direction ŷ at the

point x is given by

p(x) = qejkx·ŷ, (2.49)

where q = |q| ej∠(q) is the complex amplitude of the plane wave. For an infinite num-

ber of plane waves arriving from all possible directions, equation (2.49) is transformed

into

p(x) =

∫

ŷ∈Ω
ejkx·ŷq(ŷ)dΩ(ŷ), (2.50)

in which q(ŷ) is the amplitude density function and Ω is the unitary sphere. The

representation of the sound field using a plane wave expansion (PWE) offers the main

advantage of being adaptable to several audio reproduction techniques [13]. Binaural

reproduction can be also performed by the convolution of the plane waves with the
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HRTFs according to the direction of arrival. The relation and transformation between

the PWE, Ambisonics and Wave Field Synthesis are shown in [16]. The disadvantage

of this representation is due to the assumption of plane waves itself, making the

approach suitable for sound fields generated by sources located a large distance from

the listener (kr >> 1). In addition, the implementation of an infinite number of

plane waves is not feasible in the reproduction stage, whose discretization generates

artifacts in the sound field reconstruction.

2.1.7.2 Spherical harmonic expansion

Analogous to the Fourier transform, spherical harmonics are orthonormal functions

whose weighted superposition allows a represention of a function f defined on a

sphere. Any function which is integrable on the unit sphere can be expanded using

spherical harmonics by [14]

f(θ, φ) =
∞∑

n=0

n∑

m=−n

AnmY
m
n (θ, φ). (2.51)

The coefficients Anm can be calculated as follows:

Anm =

∫

Ω
Y m
n (θ, φ)∗f(θ, φ)dΩ, (2.52)

where Y m
n (θ, φ) are the spherical harmonics and (·)∗ denotes the complex conjugate.

The spherical harmonics are defined as

Y m
n (θ, φ) =

√
(2n + 1)

4π

(n−m)!

(n+m)!
Pm
n (cos θ)ejmφ, (2.53)

in which Pm
n is the Legendre associated function.

The spherical harmonics are part of the solution of the wave equation (constituting

the angular component) when it is expressed in spherical coordinates. The wave

equation in spherical coordinates is given by

1

r2
∂

∂r

(
r2
∂P

∂r

)
+

1

r2 sin θ

∂

∂θ

(
sin θ

∂P

∂θ

)
+

1

r2 sin2 θ

∂2P

∂φ2
− 1

c2
∂2P

∂t2
= 0, (2.54)
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whose solution, obtained by separation of variables, leads to the following expression

for the interior case (where all sources lie outside the region of interest) [14]:

p(r, θ, φ, ω) =
∞∑

n=0

n∑

m=−n

Anm(ω)jn(krx)Y
m
n (θ, φ), (2.55)

where jn is the spherical Bessel function of the first kind of order n and Y m
n (θ, φ) are

the spherical harmonics defined by equation (2.53). The relation between a plane

wave and the spherical harmonics is determined by the Jacobi-Anger expansion [17]

ejkx·ŷ = 4π
∞∑

n=0

jnjn(krx)
n∑

m=−n

Y m
n (θx, φx)Y

m
n (θy, φy)

∗, (2.56)

The relation for a spherical wave is given by [14]:

ejk|x−xsrc|

4π |x− xsrc|
= −jk

∞∑

n=0

n∑

m=−n

jn(krx)h
(2)
n (krsrc)Y

m
n (θx, φx)Y

m
n (θsrc, φsrc)

∗, (2.57)

where xsrc is the position of the acoustic source and h
(2)
n (krsrc) is a spherical Hankel

function of second kind.

2.1.7.2.1 Real-valued spherical harmonics The real-valued spherical har-

monics can be estimated from their complex pairs using the relation established in

equation (2.58). This set of functions are useful to generate the encoding and decod-

ing stages of Ambisonic signals, which will be addressed in further Chapters.

Υm
n =





i√
2

(
Y

−|m|
n − (−1)mY

|m|
n

)
if m < 0

Y 0
n if m = 0

1√
2

(
Y

−|m|
n + (−1)mY

|m|
n

)
if m > 0

(2.58)

2.2 Literature review

In this section, a review of the scientific literature related to the current investigation

is carried out. This is done by a brief introduction about the history of auralization.

Subsequently, the main steps to generate an auralization are addressed taking into
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consideration several approaches proposed by the scientific community. Then, tech-

niques to create interactive auralizations are reviewed. Finally, an analysis of the

topic is conducted to point out the contribution of the present research to the field.

2.2.1 History of auralization

One of the first attempts at rendering audio to obtain an audible impression of an

enclosure was made by Spandöck in 1934 [18]. The experiment was based on build-

ing a scale model (1:5) of a hall where an anechoic sound was reproduced at a faster

rate of 5 times. Simultaneously with the playback, the sound in the scale model was

recorded using a microphone and a wax cylinder. Finally, the recorded signal was

reproduced, making a correction in the playback speed, through headphones. Later,

in the 60’s, this methodology was used with decreased size of the scale models (1:10)

[1]. In the same decade, Schroeder proposed a different method for the evaluation of

concert halls before their construction. For this, an anechoic signal was treated by

adding echoes and reverberation according to the simulation of the sound propagation

in the hall. The reproduction of the results was performed through loudspeakers [19].

However, it was in the late 80s and early 90s when auralization began to be thoroughly

investigated [1]. The main objective was to recreate the listening experience taking

into account the properties of sound propagation and of the receiver. Because the

auralization process requires many stages, different concepts about its meaning were

formulated. The main difference between the various researches is related to the steps

involved in the reconstruction of the sound field, this means, whether to take into

account the estimation of the room impulse response as part of the auralization chain

or not [1, 20]. This was only a matter of definition because the elements required for

creating an auralization are the same in both cases. The Room Impulse Response

(RIR) has to be estimated or measured according to the selected audio reproduction

system (binaural or multichannel), then it is convolved with an anechoic audio signal

and finally it is reproduced [21]. Nowadays, auralization may be understood as a

unifying process of three stages to create audible information: the sound generation,

the sound transmission, and the sound reproduction [3].
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2.2.2 Sound generation

The sound generation includes the study of the characteristics of the source in terms

of directivity, acoustic power, and how it must be recorded in an anechoic envi-

ronment. In order to create a realistic auralization, a virtual “violin” source, for

instance, should maintain the natural output level and the directional radiation of

the real instrument. This means a narrow directivity lobe at the high frequencies

and a wider lobe at low frequencies. Dalenbäck et al. [22] studied the perceptibility

of changes in the source directivity, geometric shape and sound absorption variations

to evaluate the relevance of the directivity in the auralizations. The results showed

that it is clearly possible to discern these differences and therefore these affect the

auralization. Similar results were found by Wang et al. [23] who focused only on

the change of source directivity. The findings were conclusive only with extremely

directional patterns due to the limited directivity data considered in the experiments.

In addition, Hoare et al. [24] analyzed the effect of the source directivity in out-door

auralizations. Based on the results of their work, they could establish that the radi-

ation pattern has a relevant effect in the perception of auralized sound.

The directivity radiation of a sound source can be determined based on the standard

ISO 10140-5 [25] or following the methodologies presented by Martin [26], Jacques

et al. [27] or Fernandez et al. [28]. The general procedure consists in surrounding

the source by a virtual grid, at the nodes of which the sound pressure or the particle

velocity is measured in free field conditions. The registered values are plotted on a

polar diagram representing the relative output of the source according to the azimuth

and elevation angles. Regarding the acoustic power, this can be estimated using the

standards ISO 3741 [29] or ISO 9614 [30]. This information can be easily included

in the most popular room acoustic software packages [31–33].

Another aspect is the availability of sound material to be convolved with the RIR

because it has to be recorded an anechoic environment. Due to the complexity

of this procedure, not much data is available. Hansen and Munch [34] recorded

different instruments under anechoic conditions for the Archimedes project. The

instruments used were guitar, cello, brass, percussion and voice. One relevant point

is that the recordings were performed with a monophonic capturing technique. Using

only one microphone to record the instrument, the anechoic recorded signal contains

therefore the frequency response of the source for a specific angle at a given time.
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However, it is important to emphasize that the sound emission of an instrument is

not homogeneous and depends on its own components and characteristics. In Figure

2.4 the frequency response is presented of a classic guitar [35]. At low frequencies,

the hole is the element that produces most energy while at high frequencies is the top

plate; therefore, the directivity of this instrument is not fixed in time and will depend

on the musical piece being played. Recent repertoires of anechoic audio material can

be found in references [36, 37].

Figure 2.4: Frequency response of a classical guitar [35].

Due to the fact that the directivity of an instrument is not constant, Otondo and

Rindel [38] proposed a new technique to determine the effects of the directivity

changes in auralization. The method is based on three steps: the multichannel record-

ing of an instrument, the simulations of RIRs using an omnidirectional source, which

has been tessellated according to the number of microphones used in the recording

and the convolution of each RIR with the equivalent microphone’s signal. The results

showed that this methodology provides a more realistic and natural auralization. A

more extensive study was performed by Vigeant et al. [23] including more instru-

ments and more channels to construct the auralizations. The outcomes were similar

to the previous research showing the advantages of using this technique.

In an interactive system, it is necessary to include the directivity of a source be-

cause users should be able to listen the changes in frequency response when they are

moving around the source. However, the technique proposed by Otondo and Ringel

requires that the number of calculated room impulse responses must correspond to

the number of microphone recordings. This involves a great amount of calculations,
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whose computational cost hinders the implementation in real-time. A more feasible

approach may be the use of an acoustic source whose directivity pattern has been

included in the simulation [22]. Under this perspective, if the source is not omni-

directional, the lateral reflections will contain less energy at high frequencies and

therefore will affect the frequency response of the RIR.

2.2.3 Sound propagation

If a spatial RIR is measured using a microphone array, the properties of the source

and the room are indeed in the measurement. In this case the target is to analyze the

multiple signals to determine the spatial characteristics of the enclosure. Otherwise,

if the RIR is synthesized, it is necessary to estimate the propagation of the sound from

the source to the receiver taking into account physical phenomena like attenuation,

absorption, reflection, diffraction and diffusion. Two methodologies are commonly

used to predict RIRs, methods based on the numerical solution of the wave equation

or based on geometrical acoustics [1, 39].

2.2.3.1 Methods based on the numerical solution of the wave equation

The propagation of the sound in a compressible medium like air is described by the

wave equation. However, an analytical solution is only possible in a few cases un-

der specific conditions, which requires the implementation of numerical methods to

approximate it. The finite element method (FEM), the boundary element method

(BEM) and the finite difference time domain method (FDTD) are some of the tech-

niques that have been widely used for this purpose. The main advantage of these

methods with respect to GA lies in the accuracy of the results, but the high compu-

tational cost restricts their use to low frequencies or relatively small-sized rooms.

The Finite Element Method

FEM has been extensively used since the late 60s to analyze and solve problems in

acoustics [9]. The main applications in room acoustics are the calculation of the

modes of enclosures, the estimation of the room frequency response and the pre-

diction of sound transmission through porous elements, among others. The RIR is
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calculated by solving the Helmholtz equation numerically for a range of frequencies

and by applying the inverse Fourier transform at specific field points [40]. This re-

quires the distribution of the problem in elementary fragments based on a mesh, the

characterization of the boundary conditions that govern the system, and the solution

of a system of equations [41]. The sound pressure between nodes can be obtained by

an interpolation process.

Regarding auralization, FEM has been used to calculate the low frequency compo-

nent of the RIR and subsequently combined with GA methods to obtain a broadband

frequency response. Granier et al. [42] implemented this methodology to reconstruct

the sound field of a car audio installations. Although the results were not highly satis-

factory (due the lack of data for the geometrical acoustic (GA) model, the headphones

equalization and the crossover between the low and high frequency components of

the impulse response), FEM showed a good approximation to the measured data at

low frequencies. Aretz et al. [11] obtained better results using the same approach in

a regular room. The RIR at frequencies below the Schoeder frequency was calculated

with FEM whilst at higher frequencies GA methods were used. In contrast with the

results reported by Granier, the subjective test shown good agreement between the

measured and synthesized data. Tafur et al. [12] created broadband auralizations us-

ing the same technique introduced above to calculate the RIR. The outcomes showed

that the synthesized RIRs are closer to the measured one when FE simulations are

included.

As mentioned above, FEM is mainly useful to calculate the low frequency component

of the RIR. The reason of this limitation is related to the computational cost required

to calculate the solutions at high frequencies. The discretization of the domain in-

volves a mesh, the resolution of which depends on the wavelength; in practice it is

recommended to use between 6 and 10 nodes per wavelength [40, 41, 43] to ensure

convergence to the correct solution. Moreover, in a 3D problem the number of nodes

grows with frequency by a power of 3 thus increasing the computation demand for

larger rooms.

The Boundary Element Method
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This method is based on the calculation of the pressure and the particle velocity

at the boundaries of the domain. Then, these quantities are used to predict the

acoustic field inside or outside the domain by applying the Green’s theorem and the

Green’s function definition to the Helmholtz equation (Kirchhoff-Helmholtz Integral)

[44]. The approach is based on the discretization of the boundary surface according

to a mesh and on the calculation of the sound pressure and particle velocity at its

nodes. Like FEM, the resolution of the mesh depends on frequency, thus limiting the

applicability of BEM to low frequencies. Although the use of BEM entails a smaller

number of equations compared to FEM, the time consumed to obtain the solutions

can be higher because the matrices of equations are full and frequency dependent.

[15].

There is an extensive literature about the application of the boundary element

method to solve problem in acoustics. In the following, some researches regard-

ing room acoustics applications are considered. BEM has been implemented to solve

problems in acoustics associated to transmission loss, sound radiation and the sound

field inside cavities or enclosures [45]. Seybert et al. [46] coupled the formulation of

the interior and exterior integral equations in order to reduce the numerical errors

when these two cases are contemplated together. In addition, they implemented this

approach in three cases: sound radiation from a circular duct, sound propagation

from a source within a semi-closed enclosure and acoustical response of a slotted

cavity. The results showed the capability of BEM to calculate sound transmission

for room acoustics applications.

Kopusz and Lalor [44] compared BEM and FEM by predicting the sound field inside

small rectangular cavities. The results indicated a very good similarity of the two

approaches. Moreover, it was shown that when it is used for coupled cavities, the

type of partition between them has a large effect on the resulting acoustic field. A

more recent study was carried out by Haitao et al. [47] who used the Element-Free

Galerkin Method to calculate the sound field in rectangular and cylindrical cavities.

BEM was implemented as a reference to validate the experiments. The simulations

indicate a good similarity between the results using both methods.

Time domain formulation of the BEM has been also proposed for room acoustics

applications. Hargreaves [48] investigated the applicability of time domain BEM to
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model acoustic surface treatments. The results indicate that although there was a

significant improvement in the algorithm used to calculate the solutions (optimization

of the integration accuracy and dealing with non-rigid boundary conditions, among

others), the method is in an early stage for more general applications.

A different approach has been recently proposed using a combination of the fast mul-

tipole method and BEM (FMBEM)[49]. The general concept is based on an iterative

algorithm that is applied to the linear system obtained from the boundary integral

equation. The matrix-vector multiplications, which are the largest computational

load in the iterative process, are accelerated by means of the fast multipole method.

This technique leads to a faster computation of the solution when it is compared to a

classical BEM formulation. Moreover, the implementation of fast multipole methods

allows large-scale engineering problems based on the boundary integral equation to

be solved, which expands the applicability of BEM.

The Finite Difference Time Domain

In contrast to FEM and BEM, which are usually frequency domain methods, FDTD

obtains the solution of the wave equation in the time domain directly. This is

achieved by replacing the spatial and time derivatives with finite difference approxi-

mations [50]. The basic approach is based on the discretization of the medium with

a temporal-spatial grid where the sound pressure and particle velocity are calculated

at specific nodes.

The homogeneous wave equation in one-dimension is expressed in cartesian coordi-

nates as:

∂2P (x)

∂t2
= c2

∂2P (x)

∂x2
, (2.59)

in which P is the acoustic pressure which depends on the space and time (P (xi, tm) or

Pm
i ) and c is the speed of sound. The indices refer to the step in which the quantity

is to be calculated. The discretization of equation (2.59) in temporal and spatial

domain yields the following approximation [51]
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Pm+1
i − 2Pm

i + Pm−1
i

(∆t)2
= c2

Pm
i+1 − 2Pm

i + Pm
i−1

(∆x)2

Pm+1
i =

(∆t)2

(∆x)2
c2(Pm

i+1 − 2Pm
i + Pm

i−1) + 2Pm
i − Pm−1

i

Pm+1
i = ψ2(Pm

i+1 − 2Pm
i + Pm

i−1) + 2Pm
i − Pm−1

i ,

where ψ = c (∆t)
(∆x) is called the Courant number. Finally, the last equation may be

re-arranged as

Pm+1
i = 2(1 − ψ2)Pm

i + ψ2(Pm
i+1 + Pm

i−1)− Pm−1
i . (2.60)

Similar expressions can be obtained for the boundary conditions [51]. The conse-

quence of the discretization of the medium by a space-temporal grid is responsible

for the emergence of the dispersion error which is an important limitation in the use

of FDTD [51]. However, several approaches to reduce it have been proposed. Savioja

and Välimäki [52] compared three mesh structures: a rectangular mesh, an interpo-

lated (rectangular) mesh and a triangular mesh. It was found that the interpolated

and triangular mesh reduce dependency of error on direction of the sound propaga-

tion, thus decreasing the dispersion error. Subsequently, the last two structures were

warped with a finite impulse response (FIR) filter to compensate the frequency dis-

persion improving the accuracy of the calculations. Finally, the results indicated that

the warped triangular mesh provides the highest computational accuracy. However,

the interpolated mesh provided a good improvement of the results compared with

the conventional rectangular mesh, which is easier to implement. Also, Kowalczyk

and Walstijn [53] analyzed the influence of using different types of grids (leapfrog,

octahedral, cubic close-packed and interpolated) to discretize the medium. The re-

sults suggest that the interpolation methods have the best performance for FDTD

simulations compared with the conventional meshes. In addition, as with FEM and

BEM, the required resolution between nodes depends on the wavelength of the sound

thus constraining its applicability at high frequencies.

The use of FDTD in auralization has been focused on the estimation of the low fre-

quency component of RIR. Botteldooren [50] carried out simulations of the sound
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pressure level distribution in a hall and the impulse response between one source-

receiver position. The results showed the usability of the FDTD methods for mo-

delling the sound propagation in the low frequency range. A more recent work was

carried out by Escolano et al. [54] who implemented FDTD to calculate the RIR

for wave field synthesis applications. Good similarities between the calculations and

the measurements were found. Also, the combination of FDTD and GA methods

to recreate the RIR has been applied. Southern et al. [55] used FDTD and beam

tracing to obtain results over a broad frequency band. The main issues with this ap-

proach were the gain difference and the crossover between the two impulse responses

to create a unified transfer function. The findings suggest that this hybrid method

provides a good representation of the sound field at low and high frequencies.

2.2.3.2 Methods based on geometrical acoustics

The geometrical approach is founded on the assumption that sound waves can be

replaced by rays or particles travelling in the enclosure with a portion of the energy

produced by the source [4]. This method has been widely used from the nineties for

room acoustics as it provides an acceptable accuracy in the range of middle and high

frequencies. Likewise, the majority of commercial software for room acoustics design

is based on these techniques and on its variations [31–33].

However, the hypothesis of sound waves propagating as sound rays presents some

limitations. The interference effect usually is not taken into account; if several rays

impinge on the same point in the space, their energy is added without considering

their phase relations. In addition, when the wavelength of the sound is compara-

ble with the dimensions of the surfaces on which the wave impinges, the diffraction

phenomenon is relevant. Also, if the roughness of the surfaces is large compared to

the wavelength of the sound, the diffusion changes the direction of the reflections.

These two last phenomena are not predicted by standard GA methods and limit

the usability of geometrical acoustics to predict a broad range of frequencies of the

RIR. Nevertheless, some alternatives have been proposed to recreate diffusion, which

improve the estimation of the high frequency content of the RIR [6].

In the basic approach, rays can be distributed in the room in a deterministic or

stochastic way. The contribution of each ray over a period of time T generates the

RIR. When a ray travels around the room its energy is attenuated by the distance of
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travel, by the absorption of air and by the absorption coefficient of surfaces (if it im-

pinges a wall). The last term is related to the complex reflection factor R = |R|ej∠R

(section 2.1.6), which represents the variations in amplitude and phase occurring

when a wave is reflected by an infinite boundary. R is a property of the wall and

depends on the frequency and incidence angle of the sound wave. The absorption

coefficient is defined as α = 1−|R|2 and characterizes the fraction of incident energy

lost during the reflection [4]. Although the absorption coefficient is dependent on

both the frequency and the angle of incidence of the waves, the difficulty of obtaining

information about the angular dependence leads to a simplification in its implemen-

tation assuming random incidence. The diffuse incidence absorption coefficient can

be characterized using the ISO 354 [56]. This postulation is acceptable when a signif-

icant number of rays hits the wall with different incidence angles. The most common

methods in geometrical acoustics are the Image Source Model (ISM) and Ray Tracing

(RT), the first being deterministic and the second stochastic.

The image source method

The ISM is based on the assumption that a specular reflection may be represented

as an additional source that is a mirrored version of the original source with respect

to the wall that generates the reflection. This concept is explained graphically in

Figure 2.5. In this case, the two red-shadow sources are related to the first-order

reflections from the floor and ceiling respectively. Also, it is possible to mirror these

virtual sources to emulate a higher reflection order (blue-shadow).

30



Chapter 2. Theoretical Bases and Literature Review

Figure 2.5: Image source method

In theory, it is possible to compute deterministically all the reflection paths correctly

using an infinite number of virtual sources in a cuboid rigid-wall room. However,

this method is only an approximation because of the effect of the finite impedance

of the walls and of the finite number of sources modelling the space. In addition,

the number of image sources grows exponentially with the order of reflection, thus

considerably increasing the computational cost for higher orders [23, 57].

The visibility of the virtual sources is another important issue. In a cuboid room,

all image sources reach the receiver point, but if the geometry of the room is more

complex, it is necessary to evaluate which reflection paths arrive at the receiver and

discard the others. This problem is shown in Figure 2.6 where the virtual source

generated by the floor is visible to receiver 1 but not to receiver 2. The calculation of

the visibility is required for each source-receiver path making this process the most

time consuming part of the ISM algorithm. Because of this, some techniques have

been proposed to improve the visibility algorithm of the image source method and

accelerate its computation [58].
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Figure 2.6: Visibility of image sources

Furthermore, the restriction of ISM to calculate only specular reflections makes this

method not suitable to represent the last part of the RIR where the scattered energy

predominates [59]. Moreover, when the roughness of the walls is larger than the

wavelength, the specular assumption is no longer accurate due to the diffusion effect.

Regarding diffraction, some methods have been proposed to include this phenomenon

in the model. Pulkki et al. [8] used virtual sources to represent the diffraction ef-

fect due to edges. The basic procedure consists in the determination of polygons

(surfaces) which are connected together. Then, the diffractive edge is simulated im-

plementing additional image sources.

ISM has been used in relation to auralization since the seventies when Allen and

Berkley [60] implemented an algorithm to compute the reverberation time in a rect-

angular room. Based on this approach, they were able to estimate the impulse

response of the room and auralize the result. However, the model presented the

limitation of simulating only rectangular rooms. Other issues were the assumption

of angle and frequency independent absorption coefficients. In the eighties, Borish

[61] extended the algorithm of ISM to arbitrary polyhedra making it suitable for any

room geometry. Some techniques to deal with the visibility of image sources and the

obstruction due to e.g. balconies were proposed too. From this time, in general, the

research on ISM was focused on improving the algorithm to reduce its computational

cost [58, 62]. Furthermore, ISM has been complemented with ray tracing in order

to compute more accurately the last part of the impulse response [63, 64]. Another
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interesting application was proposed by Savioja et al [39] who used ISM to repre-

sent the early part of the RIR. Under this hypothesis, they created an interactive

system called DIVA (p. 43), which produces auralizations in real-time. Regarding

the RIR, only the direct sound and the early reflections are calculated using an ISM.

In contrast, the reverberation tail is recreated using a different approach based on

the assumption of diffused and incoherent reflections by the implementing a feedback

delay network.

Ray tracing

This approach assumes that the sound produced by a source can be modelled as rays

or particles radiated from the source’s position at the same time and in different

directions. Under this concept, the source is tessellated in a finite number of rays

propagating at the speed of sound and each of them carries a fraction of the total

energy. In an omnidirectional source the rays are randomly dispersed on the sphere

following a uniform distribution [65]. Also, if a directivity function is required, this

can be achieved by distributing the particles in a particular region or by weighting

the energy of the rays according to their direction of propagation [3]. Then, each ray

is propagated into the room until a defined time has elapsed or the energy associated

with the ray reaches a minimum threshold. The ray loses its energy because of air

absorption, geometrical divergence and by the absorptive properties of the bound-

aries.

In classical Ray Tracing (RT) the rays are propagated following the GA rules, this

means producing specular reflections when the rays hit a boundary. However, the

relevance of including diffusion in the estimation of the RIR has been proved [6, 66],

which led to the proposal of techniques to recreate this phenomenon. The most

general approach is the inclusion of the random incidence scattering coefficient which

can be understood as the ratio between the energy scattered in non-specular direction

and the energy reflected specularly. The procedure to measure this coefficient is

stated in the ISO 17497 [67]. The numerical implementation is commonly made

in the following way: when a ray hits a wall, a random number it is generated

(between 0-1) and compared with the scattering coefficient. If this number is higher

a new direction is established using two more random numbers based on a directional

distribution, e.g. Lambert’s law, otherwise the reflection remains specular [3].
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Because of the stochastic nature of the ray tracing algorithm, a detector is required

to count the rays at the listener position. The rays passing through or near to the

receiver’s position are therefore counted by a detector which may be a plane or a

volumetric form. The information regarding the time of arrival, the energy of the ray

and its direction is usually stored. The size of the detector has a relevant influence

on the results because if it is too small the rays cannot hit it (discarding reflection

paths). In contrast, if its size is too big it is possible to create invalid paths as shown

in Figure 2.7 where the detection zones capture information about reflections which

do not reach the receivers. Also, big detectors may generate overshadows to other

receivers [61]. Different criteria have been proposed to treat the size of the detector,

one approach being a relation which depends on the number of rays. According to

Lehnert [68] the radius of an omnidirectional detector (sphere) can be calculated by

ri = cti

√
2π

N
, (2.61)

where i indicates the index for a given ray, ri is the radius of the detector for the ray

i, c is the speed of sound, ti is the time that the ray i takes to arrive at the receiver

and N is the number of rays. From equation (2.61) it is evident that the size of the

detector depends on each ray and will be different for each of them. However, the

dependency of the number of rays related to the volume of the room has not been

taken into consideration. Based on this, Xiangyang et al. [69] proposed the two

relations below to establish the size of the detector.

r =

(
15V

2πN

)1/3

, (2.62)

r = ηdsr

√
4

N
, (2.63)

where V is the volume of the room, N is the number of rays, dsr is the distance from

the source to the receiver and η = log10(V ) is an empirical factor suggested by the

authors. The former relation takes into account the volume of the room (equation

(2.62)) and the latter the volume of the room and the distance between the source

and the receiver (equation (2.63)).
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Figure 2.7: Invalid reflection paths captured by the detectors

As RT is a stochastic process, the number of rays has a significant effect on the

prediction of the RIR [3]. Lehnert [68] also showed that the optimal amount of rays

depends on the size of the room. If the number of rays is low the RIR will not include

enough reflections, thus creating an inaccurate prediction. By increasing the size of

the detector it is possible to reduce the number of rays but this solution raises the

risk of invalid path detections. This is a crucial element in the RT algorithm because

the probability of detection improves by increasing the amount of rays but at the

expense of a higher computational cost. Different improvements have been proposed

such as the use of similar algorithms like beam tracing or pyramid tracing.

Notwithstanding its limitations, RT has been widely used for decades to predict the

RIR. One of the earliest implementations was made by Krokstad et al. in the six-

ties [70] who estimated the reverberation time in a rectangular and a fan-shaped

enclosure. In the following decades, RT continued to be used to calculate different

acoustic parameters in rooms [71, 72]. Also, some improvements in the algorithm

were made such as including frequency-dependent absorption coefficients and trans-

parent detectors (tackling the problem of shadows between receivers). In the eighties

and nineties, the implementation of deterministic ray tracing methods [73] and the

inclusion of scattering coefficients [6] were the most important innovations to RT.

Deterministic ray tracing

This method is a variant of the classical ray tracing, the main difference being that

instead of rays, the sound propagation is represented by divergent geometric entities
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such as cones or pyramids from the source. In this way, it is possible to use a specular

ray tracing process to check the visibility of the image sources if a combination of the

algorithms is intended. Another difference is the possibility to use a point receiver

instead of a volume detector improving the problem of invalid detections. Neverthe-

less, the divergent geometric element used to represent the sound propagation also

has an effect on the algorithm. When using cone tracing, a correction is required

due the overlap between beams when the source is tessellated. This is solved using

triangular or pyramid elements [3]. However, other problems must be solved like the

continuity of the beam when this hits two or more surfaces simultaneously (creating

invalid detections) and the direction of the beam after a reflection (discarding valid

detections) [73]. Currently, some commercial packages for room acoustics are avail-

able that implement deterministic ray tracing methods for the computation of RIRs

[31, 74].

Combination of ISM and RT

ISM can predict all the specular components but the computational cost required for

the higher reflection orders restricts its applicability to the early part of the RIR. On

the other hand, ray tracing algorithms can model the later part where it is desired

to estimate a diffused behaviour with a significant number of reflections. Given the

arguments above, it is reasonable to use these two techniques to calculate different

parts of the RIR.

The first approach of this combined technique was proposed by Vorländer [63] who

demonstrated the feasibility of using RT to validate the visibility of image sources.

With this new methodology Vorländer could improve the accuracy on the estima-

tion of the RIR and decrease the computational cost required by the ISM algorithm.

Lewers [73] applied the combination of a deterministic ray tracing (pyramid) and a

radiosity to estimate the RIR. The triangular (pyramid) tracing was used to find the

paths between image sources and receiver, then a radiosity method was implemented

to recreate the diffused reverberant tail. A more recent application was proposed by

Lehmann and Johansson [57] who developed an algorithm to simulate the last part

of the room impulse response based on the ISM. In their work, they calculate only

the early part of the RIR using an ISM. The late part is emulated with decaying

random noise whose envelope is calculated from the energy decay curve of the ISM.
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The results suggest a good correlation with the classical ISM enabling a significant

reduction in computation time.

A comprehensive overview of geometrical acoustics methods has been recently pub-

lished by Savioja and Svensson [75]. The review includes the state of the art of this

family of techniques, including the modelling of edge diffraction.

2.2.3.3 Hybrid methods

Taking into consideration the advantages and disadvantages of the two simulation

methods described above, it is sensible to combine them according to the frequency

range of interest over which each is most effective. At low frequencies, the response

of the enclosures is usually dominated by isolated modes and the wavelength of the

sound is comparable to the size of the surfaces, which increases the relevance of

diffraction. These effects cannot be predicted by GA yielding to the implementation

of techniques such as FEM, BEM or FDTD. At high frequencies, the computational

cost of the methods based on the numerical solution of the wave equation makes

their application impractical; however, GA assumptions are valid providing reliable

results. Hybrid approaches using FEM and GA [11, 12] or FDTD and GA [50, 54, 55]

can be found in the scientific literature. However, the consolidation of the method,

the choice of modelling parameters and the unification of the results are still an open

topic for research in more general applications.

2.2.4 Sound reproduction

The sound reproduction stage corresponds to the presentation of the audio material

to the listener. The main objective is to recreate the three dimensional hearing

experience based on the acoustic properties of the simulated or measured room.

Two methodologies are frequently implemented for this purpose, multichannel and

binaural techniques. The multichannel methods aim to reconstruct the sound field

in a controlled area surrounding the listener, whilst in the binaural approach the

goal is to reconstruct the acoustic pressure at the listener’s ears. In the following,

a review of two techniques commonly used to reproduce auralizations is considered:

Ambisonics (multichannel) and binaural synthesis.
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2.2.4.1 Ambisonics

Ambisonics is a multichannel sound reproduction technique based on the expansion

of the sound field using spherical harmonics. Its development began in the early

seventies when Gerzon [76] and other researchers applied the theory of this orthonor-

mal basis to capture and reproduce sound fields. These early implementations were

based on the first order of the series (see equation (2.55)), which in the recording step

corresponds to a four coincident microphones signals, one being the omnidirectional

signal (W ) and other three orthogonal figures of eight representing each coordinate

axis (X, Y , Z). These four signals are usually referred to in the scientific literature

as the B-format. As in any series expansion, an exact reconstruction is only achieved

when an infinite number of coefficients is considered. Nevertheless, this is not possi-

ble in a practical implementation which generates artifacts in the sound reproduction.

The errors in the sound field depend mainly on the frequency of the signal and the

spatial location of the listener. More precisely, the accuracy on the reconstruction of

a sound field over a specific region using Ambisonics is influenced by the number of

spherical harmonic coefficients considered, which in turn is limited by the number of

loudspeakers available. Work conducted by Ward and Abhayapala [77] has suggested

the following relation between the number of loudspeakers L, the wavelength λ and

the radius r of a sphere where the reconstruction is accurate

L > ([eπ
r

λ
] + 1)2, (2.64)

in which e is Euler’s number. Equation (2.64) is commonly simplified as [78]

√
L− 1 >= kr, (2.65)

where L is the number of loudspeakers, k is the wavenumber and r is the radius

of a sphere in which the reconstruction is accurate. In general, the use of a fi-

nite number of coefficients produces a trade-off between the highest frequency and

the region where the accuracy of the representation is acceptable. To improve the

sound reproduction based on Ambisonics, different methods have been proposed to

overcome its limitations. Gerzon [79] for example, developed a meta-theory based

on psychoacoustic concepts which have been used for the optimization of Ambiso-

nics decoders [80, 81]. The use of High Order Ambisonics (HOA) has increased the

spatial resolution and the accuracy at high frequencies. Nowadays, HOA is widely
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used to capture and synthesize sound fields [78, 82, 83]. Circular or spherical micro-

phone arrays based on HOA expansion allow spatial information to be obtained on

the environment in comparison with a monaural impulse response [84]. In addition,

beamforming allows for a more robust analysis of the spatial characteristics of the

enclosure. Because spherical microphone arrays are based on spherical harmonics,

the recorded information is compatible with Ambisonics enabling a straightforward

auralization of the environment.

Likewise, the compatibility of Ambisonics with other sound reproduction techniques

has been addressed by the scientific community. Noisternig et al. [85] proposed a

method to generate binaural signals from Ambisonics. The concept is based on the

use of a virtual loudspeaker array to decode the Ambisonic components and per-

form the convolution between the signal of each loudspeaker with the Head Related

Transfer Function (HRTF) corresponding to the direction of each loudspeaker. Fi-

nally, the convolved signals are superimposed to create the binaural output. Some

advantages of this approach are the independence between the number of sources to

encode and the number of HRTF filters and the simplicity of user’s head rotation

which is performed by rotation matrices in the Ambisonics domain. Nishumura and

Sonoda [86] developed a technique to generate individualized B-format signals for

binaural applications. Instead of taking the zero and first orders directly from the

HOA representation (conventional method), all the coefficients are used to compute

the binaural signals. Then, an individualized B-format is created from the binau-

ral signals through the pseudo-inverse of the HRTF matrix. A comparison with the

conventional method showed that the interaural phase differences are closer to the

original HRTF but the signal-to-noise ratio is lower. This shortcoming may compro-

mise the performance of the system in the reproduction stage.

Enzner and collaborators [87] focused on the rotation of the listener to compare two

different methods for binaural rendering based on Ambisonic data. On the basis

of decoding the Ambisonic signals in a set of virtual speakers, the user’s rotation

was computed through two different methods. The first corresponds to a sound field

manipulation performed by the modification of the sound field coefficients using a

rotation operator in the spherical harmonic domain. In the second approach, a plane

wave expansion is performed and each signal is convolved with a high resolution

HRTF according to the orientation of the listener. The outcomes indicate that the

two methods have similar performance in terms of localization, but other factors
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such as the relevant amount of memory required in the second case can constrain its

implementation.

2.2.4.2 Binaural technology

The binaural technology is based on the concept that recreating the acoustic signals

at the listener’s eardrum will generate the same auditory perception as the real sound

event. This is possible because these input signals contain the information about the

source, the environment and the listener himself [88]. When a source generates sound

within an enclosure, the listener perceives the direct sound and the reflections caused

by the room according to their relative positions. In addition, the signals arriving

to him/her are modified by his/her torso, shoulders, head and ears. The variation

in the incoming signals produced by the listener according to the incidence angles of

the waves can be described by a HRTF, which is the transfer function that describes

the transmission of the sound coming from a source located at a certain distance and

direction to the listener’s eardrums (also it is suitable to use the entrance of the ear

canals). If the source is far enough away it is possible to assume a far field condition

and neglect the distance dependence [88]. The difference between the signals at both

ears due to the HRTF generates the cues used by the auditory system to localize

sound sources.

There are several methods to estimate a HRTF including measurements and mode-

lling. The measurements are usually carried out in an anechoic environment dis-

cretizing the elevation and azimuth axis in several angles surrounding the listener

who may be a person or an artificial head. If a human is tested, the HRTF is

measured with small microphones placed at the entrance to or inside the ear canal.

This method provides the best results for this particular person but not for general

purposes because the HRTFs diverge among individuals. The implementation of

an artificial head offers the possibility to standardize the information, which can be

favourable for practical applications such as auralizations with large number of users

and comparisons between research results. The drawback of using a generic artifi-

cial head lies in the mismatch compared with the user’s HRTF, leading to problems

like front-back ambiguity or apparent elevation of the source. Investigations made

by Møller et al. [89] showed that the use of non-individualized HRTFs increases the

error in the source localization and its perceived distance, mainly in the median plane.
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Because the HRTFs are measured for a finite number of angles, it is usually nec-

essary to use interpolation methods to estimate the information between measured

points. In this case, the spatial resolution (distance between measured points) is rel-

evant because it affects the quality of the prediction. Langendijk and Bronkhorst [90]

investigated the spatial resolution required for using a linear interpolation without

producing audible distortions. The test was based on the reproduction of broadband

noise (flat and scrambled-spectrum) using interpolated data obtained from three sets

of HRTFs with a spatial resolution of 5.6◦, 11.3◦ and 22.5◦, respectively. The results

indicated that a resolution of 5.6◦ is required to provide an adequate representation

of virtual sources (although in the case of scrambled-spectrum signal it is possible to

use a resolution between 10◦ − 15◦ resulting in similar performance). Experiments

carried out by Breebaart and collaborators [91] suggest that a spatial resolution of

10◦ is enough for high accuracy in binaural processing. A threshold of 5◦ in the

spatial resolution was reported by Hartung et al. [92] when it is desired to generate

a smooth rendering of sound source movements or head rotation for interactive ap-

plications. The same resolution has been also recommended by other authors [93].

A related study was done by Zhong et al. [94] who evaluated the spatial symmetry

of the HRTFs in the azimuth and the elevation axis. The reason for this research

is supported by the postulation that if the HRTFs are symmetric it is possible to

reduce the amount of data. The left-right, back-front and median plane were eval-

uated in 52 human subjects using the asymmetry coefficient (representing the level

of asymmetry) calculated from a cross-correlation process. The findings indicated

that it is feasible to assume symmetry in the HRTF models up to 5 kHz. From this

threshold this assumption has to be avoided because the asymmetry is relevant and

changes the characteristics of the HRTFs. Finally, some research has been focused

on the evaluation of different interpolation methods to increase the spatial resolution

of the HRTFs. The review of these techniques will be addressed in the section of

Direct RIR rendering (2.2.5.2).

A binaural signal is frequently reproduced via headphones or loudspeakers with

crosstalk cancellation. In the first case, the main advantages lie in the practica-

bility of the implementation and the portability of the system itself. However, these

benefits are at the expense of reducing the immersive experience due to the use of

transducers directly on the head of the listener. Another limitation is that head-

phones do not account for movements of listener’s head, unless head tracking is used.
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Furthermore, the non-linearity of the frequency response of the headphones leads to

spectral colouration of the auralized signal that has to be compensated by means of

inverse filters [88]. Schärer and Lindau [95] evaluated several methods of equalization

for binaural signals. The experiments revealed important differences in the transfer

function of the same pair of headphones using the same subject. These differences

were attributed to the coupling of the transducers with the listener. Moreover, it

was found that individual headphone equalization allows for a more realistic aural-

ization compared to a generic equalization; this finding was also supported by later

experiments [96]. Nevertheless, a generic equalization is preferable than reproducing

the auralized signal without any compensation [95–97]. An interesting feature of the

binaural technology using headphones is its application in mobile devices. Nowadays,

the hardware resources of smartphones allow rendering of binaural environments tak-

ing into account some properties such as listener’s orientation [98]. Although, these

implementations are at an early stage, the continued development in the mobile de-

vice industry and the potential of binaural rendering opens a wide area for research

[99].

In contrast to headphones, which deliver a different signal to each ear, the binaural

reproduction by loudspeakers is corrupted by the crosstalk between the signals at

the two ears of the listener. This means that the signal of the loudspeaker used to

stimulate the left ear is also perceived by the right ear and vice versa. The crosstalk

between signals affects the binaural rendering and therefore must be removed. In-

verse filters that compensate for the crosstalk are implemented for this purpose [88].

Several methods have been proposed to generate the inverse filters and regularize

the inverse matrix when it is ill-conditioned. Compared to headphones, Crosstalk

Cancellation (CTC) allows listening tests to be conducted without the inherent bias

that occurs when a real source is collated with a synthesized source using headphones

(the listener has to remove the headphones to hear the real source). However, some

disadvantages are the narrow sweet spot and the loss of signal amplitude due to the

filtering process. In addition, as is common in all binaural reproduction systems, the

use of individualized HRTFs plays an important role in the realism of the rendering

[100]. Recent implementations of CTC are focused on improving the performance

of the sound field rendering [101], the expansion of the listening area and real-time

processing for virtual reality environments [102, 103].
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2.2.5 Interactive auralization

Virtual reality systems that allow the user to have a multisensory experience are be-

ing widely investigated because their potential application in areas such as entertain-

ment, education, subjective evaluations, etc. Regarding auralization, this technique

enables the user to hear the sound field of a specific space but also allows him/her to

interact with the environment. This means to provide the ability of movement within

the virtual environment, reconstructing the acoustic field according to the position.

The development of a real-time system requires a heavy computational load because

the RIR has to be calculated in real-time based on the source/listener locations and

then convolved with audio material recorded in an anechoic environment [39]. In ad-

dition, if a binaural reproduction is performed by headphones or using loudspeakers,

the binaural RIR should take into account the user’s rotation head and the changes

of the HRTF with respect to the angles of incidence of the sound waves [20].

In general, a real-time auralization system should consider the following issues [104]:

rotation and translation of the receiver, rotation and translation of the source, varia-

tions in the directivity of the source, changes in the room geometry and its acoustic

properties. Because of the complexity of this process, some researchers have made

simplifications that allow the generation of real-time systems satisfying certain con-

ditions previously mentioned. One approach is to divide the impulse response in di-

fferent parts and render each of them with a different method. Lehnert and Blauert

[20] suggested to compute only the early reflections using the ISM method. The late

part of the RIR is not calculated but instead, a statistical approach under the diffuse

field assumption is implemented to recreate the reverberation tail. The technique of

separating the RIR into two parts has been commonly used for real-time sound field

computation where only the early part is calculated using different GA approaches.

Currently, it is possible to use algorithms to model in real-time specular reflections,

diffused reflections and edge diffraction generating interactive auralizations. However,

these algorithms are based on certain assumptions (e.g. GA methods or uniform

theory of diffraction) and therefore they are not accurate in all situations. In addition,

the real-time implementation demands simplifications of the number and order of

reflections used to represent the early part of the RIR, thus decreasing the accuracy

of the auralization. The two main methods commonly used to generate RIRs in

real-time are parametric RIR rendering and direct RIR rendering [39].
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2.2.5.1 Parametric RIR rendering

Using this approach the RIR is calculated in real-time according to the source, the

receiver and the enclosure. However, due to the difficulty of this procedure, some

simplifications and assumptions are required to enable the computation in real-time.

Usually, only the early part of the RIR is calculated. The late part does not use

convolution but instead, another reverberation synthesis method such as feedback

delay network is implemented. Other perceptual-based approaches have also been

implemented for interactivity purposes [105, 106].

One of the first attempts to create an interactive auralization was proposed by Fur-

long et al. [105] who suggested the use of a simplified RIR based on the research of

Yoichi Ando about the acoustical response listener preference. Instead of focusing

on a detailed RIR, they tried only to match the sound pressure level, the tempo-

ral distribution and energy of the early reflections, the reverberation time, and the

interaural cross-correlation. The reason for this assumption was that, according to

Ando’s research, these are the most significant objective components for subjective

preference. Although the paper describes the method to calculate these parameters,

no results were presented related to the effectiveness of this simplification.

Another perceptual approach was developed by the Institut de Recherche et Coordi-

nation Acoustique/Musique (IRCAM) to change the sound field interactively [106].

The Spatialisateur is a spatial sound-processing software which allows the energy

and spectrum of the direct sound and of early reflections to be manipulated. The

ratio between the different parts of the RIR can be changed as well. Although the

software provides an intuitive interface to recreate the sound field according to the

user’s desires, a direct calculation of the RIR is not performed.

A different method was applied by Savioja et al. [39] in the late 90’s with the deve-

lopment of DIVA (Digital Interactive Virtual acoustics). DIVA is formed of different

tools whose combined use allows one to generate the visual and auditory impressions

of an interactive virtual environment. The auralization is carried out using the classi-

cal ISM for the calculation of the first order reflections, or second order depending on

the complexity of the enclosure, and a simplified feedback delay network algorithm

to recreate the reverberation in the room. The parameters used for modelling the re-

verberation are extracted from a FDTD/RT hybrid calculation previously computed.
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Several strategies were adopted in order to improve the performance of the system

concerning to real-time processing. The visibility of the ISM was done following two

techniques. Firstly, only the surfaces that are visible to the source are taken into

consideration for the computation of the image sources. Secondly, using ray trac-

ing (previously computed) they statistically verify the visibilities of all surface pairs,

thus reducing the number of possible image sources. Using these strategies they could

generate an update rate of 20 Hz, which is enough for real-time purposes. The main

restrictions of the system are the limitation in the number of image sources used to

reconstruct the early part of the RIR, the calculation of only specular reflections,

and the absence of diffraction.

Funkhouser and co-workers [107] used the beam tracing algorithm in 2004 to gen-

erate auralizations in real-time. The greatest improvement in relation to the work

of Savioja et al. was the inclusion of diffraction. The creation of an interactive au-

ralization is carried out in four phases. The first two steps are performed off-line

and correspond to the spatial subdivision of the environment and the generation of

a beam tracing tree. The spatial subdivision is made by dividing the space into con-

vex polyhedral cells and by storing their relations using winged-pair data structures.

This method allows for a faster calculation of the propagation paths during the beam

tracing stage. After the spatial subdivision is concluded, a beam tracing technique

is executed to find the propagation paths of a stationary source in the space. The

beams are classified into transmission, specular, or diffraction according to the type

of cells and stored in a beam tree for further use. The next two steps are the path gen-

eration and the auralization, which are completed in real-time. The path generation

depends on the receiver location and use the beam trees to identify the propagation

sequences in its position. Finally, the auralization is created using all the contribu-

tions made by the beams and a statistical approximation of the late reverberation.

This methodology was tested for different room models and showed an improvement

compared with the use of ISM in terms of computational cost. However, the system

is only able to produce 8 reflections for a frequency update of 6 Hz, which is low for

interactive rates [108]. With 4 reflections the system generates paths in an interac-

tive rate. The main limitations are the use of only planar polygons in the model, the

limited number of reflections for interactive applications and the absence of diffusion.

Noisternig et al. [109] also implemented a beam tracing method in 2008 to create

real-time auralizations. Although the algorithm is not able to model the phenomena
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of diffraction or diffusion, it was developed as open source and is available to every-

one. The reproduction of the auralizations is made using HOA. The system is the

integration of 4 independent units: 3D geometric scene, acoustic modelling, spatial

audio encoding, and spatial audio decoding, running together to generate an interac-

tive environment. As in the approach used by Funkhouser et al., the beam tracing is

applied to create a beam tree which is useful to determine the reflection paths. The

validation of the algorithm was performed by comparing the image sources and some

room acoustic parameters produced by the software and a reference (Catt-Acoustics).

The outcomes showed good agreement between results but the necessity was also ev-

ident of modelling diffusion. Regarding the performance of real-time applications,

the system was able to recreate a 3rd order reflection path in a room (235 polygons)

with an update frequency of 42 Hz for a predefined path around the source. For free

movements in the same enclosure the update frequency was 71 Hz for 1st order of

reflections and 3.5 Hz for 2nd order.

A different GA approach was applied by Chandak et al. [110] in 2008 who used

an adaptive 4-side frustum (pyramid tracing) to compute the propagation paths in

several environments. The model is able to generate paths due to specular reflections

taking into account also the diffraction effect. The basic idea is to divide the pyramid

using a quad-tree structure in an adaptive mode when there is an intersection with

a polygon. This subdivision is useful for example when a pyramid partially hits a

polygon, in which case the specular pyramid may not contain the correct reflection

volume, generating an error which can be reduced using the subdivision technique.

The experiments showed that it was required to use a subdivision of order between

4 or 5 to obtain results similar to the reference (Catt-Acoustics). Also, according to

the complexity of the environment (e.g. 174 polygons), the algorithm can generate,

using a 2nd order of reflection and 4th order of subdivision, a frequency update of 15

Hz which is applicable for real-time purposes. The limitations of the approach are

related to the lack of diffusion in the model, the application of the uniform theory of

diffraction, which is only valid for long edges (compared to the wavelength), and the

update of the information without interpolation, which may create artifacts in the

auralization.

An extension of the work done by Chandak and colleagues was made by Taylor et

al. [111] in 2009 who developed the RESound system using different GA methods to

generate an interactive auralization. The basic approach is to divide the RIR into two
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parts: the first part (early part) takes into consideration specular reflections, diffusion

and edge diffraction. To achieve this, the system uses two different techniques to

propagate the reflections into the room. Specular components and the edge diffraction

are computed using an adaptive frustum tracing and the diffusion is simulated with

a discrete RT. The late part of the impulse response is recreated based on Eyring’s

reverberation equation [112]. The performance of the system depends on the number

of subdivisions in the frustum and the order of reflections. The results showed that

to achieve an equivalent accuracy when finding specular paths compared with the

classical ISM, it is necessary to use a subdivision of 5. Similar results were found

for the computation of edge diffraction. Under this condition, a calculation with 3rd

order reflections takes 359 ms in the simplest enclosure (a room). For the RT (in the

same enclosure), the time required for the computation is 274 ms. These values are

too long for interactive purposes, so it is necessary to reduce the order of reflection

and the subdivision of frustum if a real-time implementation is desired. The main

limitations of REsound are related to the assumptions made in the algorithm. The

GA applies only in a specific range of frequencies when the wavelength of the sound

is smaller than the polygons of the room but larger than the roughness of the walls’

materials. Also, the uniform theory of diffraction is only valid when the edges are

larger than the wavelength of the sound. Finally, the computational cost required

to generate a high order frustum subdivision and high order reflections leads to a

reduced accuracy of the simulations in real-time applications.

2.2.5.2 Direct RIR rendering

This approach is based on the pre-computation of the RIRs for different listener

positions and the interpolation between them in real-time according to the user

movements. The implementation of this method is commonly done with binaural

simulations to compensate for the head’s rotation. Also, it has been used to recon-

struct the sound field due the listener movement within the enclosure. The main

limitation of this methodology is related to the fact that the RIRs are computed

off-line. This means that the properties of the room, the source and the receivers

cannot be changed unless another simulation is performed.

One early implementation of this technique was carried out by Reilly and McGrath

[113] who performed a real-time auralization enabling the movement of the user’s
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head. The procedure consisted in the pre-computation of the Binaural Room Im-

pulse Response (BRIR) at 128 points corresponding to 32 azimuth angles with 4

different elevation angles. In the real-time step, the tracking of the head’s orien-

tation was made using a transmitter-receiver system based on polarized magnetic

fields. The auralization was executed using the BRIR related to the closest azimuth

and elevation index. To avoid artifacts in the signal due to the switching between

the RIRs a cross-fading algorithm was implemented to smooth this transition. Al-

though no detailed information about the HRTF was reported, the results indicated

the feasibility of using this technique to generate auralizations in real-time.

Because the interpolation is the core of the direct RIR rendering, the different as-

pects related to its implementation and its role with moving sources are reviewed in

more detail below. Although generally the literature is focused on head’s rotation,

this can be useful for the generation of interactive auralizations if the user’s turning

is understood as a rotation of the enclosure as well. Basically, the interpolation is

a method to predict unknown values from a set of discrete known values. The term

interpolation means that the predicted data are within the range of the known values.

A comparison between interpolation techniques for the prediction of HRTFs was

made by Hartung et al [92]. The research was focused on evaluating the performance

of the Inverse Distance Weighting (IDW) and the spherical spline interpolation meth-

ods in the time and frequency domains. The study consisted in the measurement of

the HRTFs using an artificial dummy head. The resolution of the measurements

corresponded to 5◦ and 7◦ in azimuth and 10◦ in elevation (between −70◦ and 90◦).

After that, they extracted the data corresponding to steps of 15◦ in azimuth and

used it to predict a new HRTFs with 5◦ of resolution. The interpolations were car-

ried out in the time and the frequency domain comparing the monaural level, the

Interaural Time Difference (ITD) and the Interaural Level Difference (ILD) of the

interpolated data to the measured data. Also subjective tests were carried out to de-

termine if changes were perceived between the interpolations and the measurements.

The results indicate that the interpolation techniques are able to recreate the ITDs

independently of the domain in which the interpolation is performed. However, the

frequency domain provided the best performance in terms of the monaural level and

the ILDs. In all the experiments the spherical spline method was more accurate than

the IDW. The listening tests revealed that although interpolation methods allow for

an accurate representation of the HRTFs (in terms of magnitude, ITD and ILD),
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users were able to identify the measurement from the interpolation. A relevant point

in this research was the time required for calculating the interpolations, which was

extremely high for real-time purposes.

In order to improve the efficiency of the interpolation process for real-time applica-

tions, Freeland and co-workers [114] proposed a method based on the Inter-Positional

Transfer Functions (ITPF) and its simplification using Balanced Model Reduction

(BMR) techniques. The ITPF is defined as the ratio between two HRTFs (same ear)

representing the final and the initial point of a moving source (IPTFi,f =
HRTFf

HRTFi
).

The selection of the ITPFs is supported by the possibility of simplifying them to

reduce the computational cost. The assumption in this method is that the measured

HRTFs are close enough to allow the ITPFs to be represented by a low order model.

The interpolation is made using the three closest HRTFs (triangular configuration)

to the target point; however, two of them can be approximated by low-order IPTFs

decreasing the computational cost. To evaluate the efficacy of the approach, they

compared the results with the bilinear interpolation technique which had already

been implemented in real-time audio applications [39]. The results showed that the

triangular interpolation is more efficient than the bilinear interpolation. In addi-

tion, the simplification made with the low-order of IPTFs enables a higher reduction

in the computational cost without sacrificing the accuracy at low and mid frequencies.

With the same spirit of the work done by Freeland, Matsumoto and collaborators

[115] compared three different interpolation methods to predict a non-static source

around the listener. The main difference with Freeland’s research was the inclusion

of a correction parameter due the variation in the arrival times when the source is

moving [116]. A linear interpolation, a discrete Fourier transform and spline methods

were compared. The assessment of the interpolation accuracy was made using the

Signal to Distortion Ratio (SDR) which is defined as:

SDR = 10 log

∑N−1
n=0 h

2(n)
∑N−1

n=0 [h(n)− h̃(n)]2
, (2.66)

where h(n) is the measured binaural response, h̃(n) is the interpolated bianural re-

sponse and N indicates the number of response samples. Hence, a bigger SDR

represents a better estimation. The outcomes indicate that the linear interpolation

produces the best results, in contrast to the information reported by Hartung. Also,
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the inclusion of the arrival time correction increases the SDR suggesting a better pre-

diction. However, it was found that in angles where the HRTF changes quickly e.g.

due to the diffraction of the head and pinna, the arrival time correction decreases the

performance of the interpolation. The authors proposed to increase the resolution of

the HRTF measurements in this angle interval to compensate for this drawback.

In a more recent research, Queiroz and Montesiao [117] evaluated the performance

of two interpolation methods for rendering static and moving sources. A triangu-

lar linear interpolation of finite impulse response (FIR) filters corresponding to the

HRTFs was compared with a spectral interpolation of infinite impulse response (IIR)

filters (approximations of the FIR filters). The aim of this research was to reduce

the computational load to provide a multi-user auralization platform. The weighting

of the measured HRTFs for the interpolation was made based on the concept of Vec-

tor Base Amplitude Panning (VBAP) [118]. In the triangular method, the HRTF

was approximated by the sum of the closest weighted neighbours. In the case of

the spectral interpolation, the Z-transform was applied and then two methodologies

were implemented, the filter coefficients interpolation and the pole-zero interpola-

tion. The results showed that the triangular interpolation estimates the HRTFs with

a very good accuracy in frequencies up to 5000 Hz. In addition, the IIR filters were a

suitable approximation of the HRTFs allowing a trade-off between fidelity and com-

putational cost.

The previous works rerpresent the movement of a source based only on the HRTF.

This means that the simulations were done assuming an anechoic environment with-

out taking into consideration the influence of an enclosure. This is a huge limitation

in interactive auralizations where the acoustic of the room plays an important role

in the immersive effect. A more robust application of the direct RIR rendering has

been developed by Catt-Acoustics with the Catt-Walker tool. This module gener-

ates interactive auralizations based on the interpolation between impulse responses.

The main concept is supported in the implementation of the B-format room impulse

response and its respective downmix for binaural reproductions. The generation of a

real-time auralization may be divided into two stages. First, the RIRs are calculated

on a grid distributed around the enclosure. The resolution of the grid depends on the

complexity of the sound field, e.g. if it changes rapidly (near field) a higher density of

RIRs is required [31]. However, because this is an off-line step, there is no constraint

with the number of RIRs. In the second stage, the RIRs are interpolated according to
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the user’s movements and convolved with an anechoic audio signal. Some important

considerations can be drawn about the use of the interpolation. The computational

cost of the real-time stage only depends on the length of the FIR filters (not the

complexity of the room). Partitions inside the room can lead big errors in the inter-

polation if they are not taken into account. Also, the Doppler’s effect is difficult to

reproduce with this technique.

2.2.6 Spatial encoding of acoustic pressure meshed data

Although a monophonic impulse response allows for the main objective acoustic

parameters of an enclosure to be estimated, spatial information is required when

generating realistic auralizations. The outcomes from the methods based on the nu-

merical solution of the wave equation are usually acoustic pressure data discretized

over the domain. From that information, it is possible to extract spatial information,

which can be used for auralization purposes using common sound field reproduc-

tion techniques. Different methodologies have been proposed to that end: Southern

and colleagues [51] presented a method to obtain a spherical harmonic representa-

tion of FDTD simulations. The approach uses the Blumlein Difference Technique

to create a higher order directivity pattern from two adjacent lower orders. This is

performed by approximating the gradient of the pressure as the difference between

two neighbouring pressure points on the grid where the solution was computed. The

results suggest that this methodology allows for a correct estimation of the spherical

harmonic coefficients that describes the sound field in that area, but in the current

implementation only 2D cases (3D where the height information was not required)

were analyzed.

Alternative sound field representations have been used by other researchers to obtain

spatial information from acoustic meshed data. The plane wave expansion (PWE)

is a common approach given the versatility when implementing different sound re-

production techniques. Støfrinsdal and Svensson [13] proposed the use of an inverse

method to estimate a set of plane waves, which in turn, reconstruct the sound field

in a given area determined by the position of a virtual microphone array. The find-

ings indicate that the inverse approach is a suitable method to estimate properly the

complex gain of the plane waves. The approach was implemented for 2-D cases but

can be straightforwardly applied in 3-D.
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One advantage of encoding spatial information from acoustic pressure meshed data

is the possibility to control the sound field in terms of translation and rotation.

Different approaches have been proposed, the most common of them being the plane

wave and spherical harmonic representations. The plane wave expansion presents a

suitable alternative for translating sound fields based on the application of delays in

the time domain according to the relative position between the listener and the plane

waves. This technique has been implemented in different studies [119–121], the main

limitation being the size of the region where the reconstruction is accurate, which in

turn depends on the frequency and on the number of plane waves used to reconstruct

the acoustic field. In contrast, the spherical harmonic representation allows the sound

field to be rotated by a simple matrix multiplication in this domain [87]. Due to the

interoperability between these two approaches [17], translation and rotation can be

applied together leading to a more sophisticated methodology to generate interactive

auralizations. This combination has been implemented in the current research and

its advantages, assumptions and limitations are discussed in the following chapters.

2.2.7 Conclusions about the state of the art and its relation to the

current research

The review of the scientific literature points out that auralization is a relevant and an

active area for research. Nowadays, the combination of methods for the numerical so-

lution of the wave equation and geometrical acoustics is the most accurate approach

to generate broadband auralizations from predicted room impulse responses. How-

ever, auralizations created under this approach usually correspond to a fixed position

in space due to the computational cost demanded by the wave based methods.

Alternatively, the rendering of sound fields in real-time is a relevant part of the

research that is being carried out in terms of auralization. The potential of recon-

structing the acoustic response of an enclosure as the listener interacts with the

environment has large number of applications in areas such as telecommunications,

video gaming, teaching, consultancy, among others.

Taking into consideration the above, the generation of interactive sound fields whose

room impulse responses have been numerically estimated using a combination of the

methods for the numerical solution of the wave equation and geometrical acoustics is

a relevant contribution for expanding the applications of auralization. In this thesis,
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a methodology to create interactive auralizations of enclosures is presented. The

approach is based on the representation of sound fields as a finite superposition of

plane waves, which allows for interactive features such as translation and rotation.

Several sound reproduction techniques can be straightforwardly implemented as well,

thus providing a convenient method for rendering acoustic fields in real-time.
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Chapter 3

Room Acoustic Simulations

This chapter addresses the simulation of room impulse responses based on a combi-

nation of the finite element method and geometrical acoustics. Firstly, the results

of acoustic measurements that were conducted to validate the predictions of several

enclosures are reported. Then, general modelling features such as the sound source

representation, the geometrical detail of the room and the definition of the bound-

ary conditions are considered for both simulation methods. The outcomes of each

approach are compared to the measurements by means of the frequency response

and time domain acoustic parameters. Finally, a methodology to combine the re-

sults from FE and GA simulations is presented. The results from the simulations

are used in Chapter 4 to generate a plane wave expansion, which enables interactive

operations such as translation and rotation of the acoustic fields.

3.1 Acoustic measurements

Measurements of Room Impulse Responses (RIRs) have been performed in two di-

fferent rooms based on the ISO 3382-2 “engineering method” [122]. To that end, 3

receiver positions were recorded using 2 source locations for each enclosure. Two sets

of measurements were taken for each receiver (two per source) leading to a total of

12 measurements per room. The measurements were carried out using an omnidi-

rectional microphone (Brüel & Kjær Type 4189-L001) and a directional loudspeaker

(Mackie 824 MK2). The excitation signal was an exponential sine-sweep from 20 Hz

to 20 kHz.
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The Impulse Response (IR), for this specific problem, is the transient response of

the acoustic pressure captured at a specific observation point in free field due to the

reproduction of a Dirac delta impulse emitted at a different position. The relation of

the Dirac delta function and the inhomogeneous wave equation in free field is given

by [123]

(
∇2 − 1

c2
∂2

∂t2

)
G (x, t|y, ty) = −4πδ(t− ty)δ(x − y). (3.1)

Whose solution corresponds to a free field Green’s function defined as

G (x, t|y, ty) =
δ(t− ty − r/c)

r
, (3.2)

where x is the fied point, y identifies the location of the acoustic source and r =

|x− y|. In the case or a bounded propagation, as sound inside of a room, customized

Green’s functions can be formulated to satisfy the boundary conditions for a specific

problem. Regarding the room impulse response, the transient measured response

contains the information of the boundary conditions that are determined by the re-

flective surfaces of the enclosure. From the room impulse response, it is possible to

estimate several objective acoustic parameters that define the acoustic characteristics

of the space. Some of these parameters are the reverberation time (T20), the Early

Decay Time (EDT ) and the Clarity index (C80) [124].

The reverberation time is defined as the time necessary for the sound energy density

in a room to decrease by 60 dB after the excitation signal has stopped. However,

because measuring a decay of 60 dB requires a significant level/noise ratio, this value

is usually extrapolated from shorter decay curves. The T20 refers a reverberation

time that has been derived from a the decay curve between 5 dB and 25 dB below

to the initial level. The EDT corresponds to the time required to obtain a decay in

the decay curve of 10 dB evaluated between 0 dB and -10 dB. It is related to the

perceived reverberance of the space, while the reverberation time is mainly associated

with the physical properties of the space. Finally, the C80 provides an estimation of

the ratio between the early and late energy of the room impulse response. The early

limit adopted in this research is 80 ms, which is used when the results are intended

to be associated with music. The clarity index is defined as
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C80(x) = 10 log

∫ 80
0 p2(x, t)dt∫∞
80 p

2(x, t)dt
dB, (3.3)

in which p is the instantaneous acoustic pressure of the room impulse response at

the field point x. From the measured data, the three previous acoustic quantities

were calculated and compared to the simulations. This is an established methodology

to verify the consistency of the simulations [125–128]. The selection of the two first

parameters was motivated by the fact that humans are very sensitive to the reverber-

ation time. The parameter C80 was taken into consideration because it provides an

indication of the ratio between the early and late part of the room impulse response.

This ratio can be related to the deterministic and the diffuse behaviour of the RIR

which play an important role in the auralization process [129].

3.1.1 Meeting room

A typical meeting room (No. 4079 in building 13 at the Highfield Campus of the

University of Southampton) was selected as a reference case for comparing the mea-

sured and predicted acoustic response of an enclosure. It is an L-shaped enclosure

with a volume of approximately 88 m3. The walls are formed by painted plaster over

block; there are two large areas of glazing on adjacent walls, the lower parts of which

are covered by rigid acrylic board. The floor is a concrete slab covered with a heavy

traffic carpet and the ceiling has transverse rectangular beams made of concrete (see

Figures 3.1 and 3.2). A large wooden table is located at the centre of the room.

The room was selected because of its moderate size and significant number of edges,

which present a challenge to the applicability of GA methods.
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Figure 3.1: Meeting room 4079

Figure 3.2: Plan view of meeting room. Source (B0, B1) and receiver (01, 02 and
03) positions are illustrated

Figure 3.3 shows the average reverberation time T20 in octave bands from 63 Hz to

4 kHz. Due to the spatial dependency of the EDT and C80, the information related

to these two parameters is reported for each source-receiver path in Figures 3.4 and

3.5
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Figure 3.3: Average measured reverberation time, meeting room. The nominal
accuracy is determined based on the guidelines given by the ISO 3382-2 using the

engineering method

Figure 3.4: Measured early decay time, meeting room
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Figure 3.5: measured clarity index, meeting room

3.1.2 Ightham Mote

The Ightham Mote is a moated ancient house built in the 14th century that nowa-

days is maintained by the National Trust organization. The house consists of several

spaces, the most relevant of which are the Great Hall, the Chapel and the Crypt.

The Great Hall was selected for the experiments due to its interesting characteris-

tics. It is a room with a volume of approximately 434 m3 located on the first floor

of the house that provides access to the other rooms. Its interior consists mainly

of block and wood with two glass windows and a chimney. A carpet is located at

the centre of the room with a large wooden table at the front. Two knight armours

and other elements such as vases and paintings are part of the decoration elements.

One relevant characteristic is that wood is highly engraved with fine details and the

walls have a very rough finished (see Figures 3.6 and 3.7). These features enhance

the diffusion of the enclosure.
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Figure 3.6: Great hall of the Ightham Mote

Figure 3.7: Plan view of the hall of the Ightham Mote. Source (B0, B1) and
receiver (01, 02 and 03) positions are illustrated

Figure 3.8 shows the average reverberation time T20 in octave bands from 63 Hz to

4 kHz. The EDT and C80 are reported in Figures 3.9 and 3.10.
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Figure 3.8: Average measured reverberation time, Ightham Mote. The nominal
accuracy is determined based on the guidelines given by the ISO 3382-2 using the

engineering method

Figure 3.9: measured early decay time, Ightham Mote
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Figure 3.10: measured clarity index, Ightham Mote

The measured data indicates that in the case of the Ightham Mote, the reverberation

time exhibits small variations with frequency up to 1 kHz. This result is unusual

because the sound absorption properties of the materials are usually frequency de-

pendent. However, the measurement procedure fulfilled the requirements established

by the standard and the number of receivers was sufficient to characterize the room

properly. Furthermore, nine additional positions were measured to analyze this trend

in the reverberation time. It was found that this peculiar response was homogeneous

in the set of 48 measurements. Table 3.1 presents the standard deviation for the

reverberation time discretized in octave bands for all the measurements.

Src/Hz 63 125 250 500 1000 2000 4000

B0 0.11 0.12 0.06 0.05 0.04 0.03 0.01

B1 0.18 0.08 0.04 0.05 0.02 0.02 0.01

Table 3.1: Standard deviation of the reverberation time (s), Ightham Mote

This result may be caused by the transmission loss of the materials. When a sound

wave impinges a wall, part of its energy is absorbed by the boundary, part is reflected

into the room and part is transmitted through the element. If the transmission loss of

the walls that compose the room is low, a relevant amount of energy will be transmit-

ted to another environment through them, thus decreasing the reflected waves and

thereby the reverberation time. The Great Hall has certain conditions that decrease

the sound insulation: it is connected to other parts of the house via large wooden

doors without acoustic sealing. Also, some partitions between the room and other

spaces are made of thin wood. Finally, the Hall has two large single-glazing windows
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to different outdoor spaces.

An explanation for the uniform reverberation time across several listener positions

may be attributed to the significant number of irregular elements that lead to increase

the diffusion. This phenomenon provides a uniform sound field where the reflections

arrive in all directions with equal probability. A consequence of a high diffusion

is a constant reverberation time over the diffuse field. The Great Hall has walls

with rough finishes and elements of wood which are highly hard-carved. In addition,

the roof contains a large number of exposed beams and there are many irregular

elements as frames, vases, lamps, plates, armours, etc. All these elements help to

generate non-specular reflections that increase the diffusivity of the room leading to

a spatial uniform reverberation time.

3.1.3 Accuracy of the measurements

The uncertainty in the measured data must be taken into account to determine if the

results are reliable and therefore can be used to validate or calibrate the simulations.

This parameter depends on different factors such as frequency, size of the room,

distribution of the absorption, the method used to excite the room and measurement

equipment, among others. A set of measurements conducted by four different teams

in the 3rd round robin on room acoustical computer simulation [125] indicated that

the reverberation time for a specific receiver can vary between 8%-35% at 125 Hz. The

conditions of the measurements corresponded to a room with closed curtains. When

the curtains were open, the variation decreased significantly, which suggests that the

amount of absorption plays a role in the accuracy of the measured reverberation time.

A local dependence of the reverberation time was also found, as expected, due to the

small size of the room. A different research carried out by Vorländer [5] showed that

in order to obtain a just noticeable difference (5% according to ISO 3382-1) in the

measured reverberation time it is necessary to characterize the absorption coefficients

with a precision that is not possible using the reverberation chamber method (ISO

354) [56]. The standard deviation of the reverberation time according each source

position is reported in Table 3.1 for the Ightham Mote. Table 3.2 illustrates the

values for the meeting room.
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Src/Hz 63 125 250 500 1000 2000 4000

B0 0.09 0.05 0.09 0.05 0.04 0.01 0.03

B1 0.20 0.09 0.09 0.02 0.01 0.02 0.02

Table 3.2: Standard deviation of the reverberation time (s), meeting room

Although the standard deviation is not directly related to the accuracy of the mea-

surement procedure, it provides information about the spatial dependency of the

reverberation time. The results indicate that the standard deviation is higher at

low frequencies for both rooms. Nevertheless, the values are not significantly high,

which suggests consistency in the measured data for both rooms. It is important to

point out that by implementing an engineering method is expected to have a nom-

inal accuracy of 5% in the estimation of the reverberation time. This parameter is

different from the standard deviation, which only indicates how uniform is the rever-

beration time across measurement positions. The measurement procedure fulfilled

the requirements established by the ISO standard and the standard deviation of the

reverberation time for both enclosures is low. Therefore, it is assumed that the mea-

surements provide a reasonably accurate description of the acoustic of the spaces and

they can be used as a reference to calibrate the simulation models.

3.1.4 Office room

In addition to the enclosures considered before, a typical office room (No. 4091 in

building 13 at the Highfield Campus of the University of Southampton) was chosen

to evaluate the shielding effect within an enclosure. It is a rectangular room with

a volume of approximately 46 m3. The walls are formed by painted plaster over

block and there is a large area of glazing at the back wall. The floor is a concrete

slab covered with a heavy traffic carpet and the ceiling has transverse rectangular

beams made of concrete. A wooden column was located between the source and

receiver path to investigate the shielding effect (see Figure 3.11). One receiver-

source receiver path was used for this reference case because the small volume of

the enclosure in combination with the wooden column do not allow more source and

receiver positions to be located keeping the minimum distance established by the

ISO standard [122]. Nevertheless, five measurements were conducted to ensure the

consistency of the information for this source-receiver path. Figure 3.12 illustrates

the source and receiver locations.
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Figure 3.11: Office room 4079

Figure 3.12: Plan view of office room. Source B0 and receiver 01 positions are
illustrated

The reverberation time T20 is shown in Figure 3.13. The EDT and C80 are reported

in Figures 3.14 and 3.15, respectively.
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Figure 3.13: Measured reverberation time, office room

Figure 3.14: Measured early decay time, office room
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Figure 3.15: measured clarity index, office room

3.2 Room impulse response simulations using geometri-

cal acoustics

3.2.1 Meeting room

Simulations were performed using the commercial package Catt-Acoustics V9. Al-

though Catt-Acoustics is based on GA methods, it simulates the effect of diffusion

through the implementation of scattering coefficients and includes an algorithm to

estimate the edge diffraction using a secondary edge source method. Source-receiver

paths from the measurements were duplicated in the GA models to compare the syn-

thesized RIRs to the corresponding measured data. The number of rays selected for

the simulation was 60000 (39054 was the recommendation of the software) and the

truncation time was fixed at 1600 ms, that is longer than the measured reverberation

time.

3.2.1.1 The geometric model of the room

In contrast to CAD models used for architectural purposes, a geometrical acoustic

model must contain only details that are relevant for ray propagation. The detail

in the geometry affects the time of calculation and the accuracy of the output data.
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Siltanen et al. [126] proposed a method to reduce the level of geometry detail for GA

simulations. Although the aim of the study was the development of an automatic tool

to reduce the complexity of the geometry, the comparison between different levels of

detail showed the significant effect of the geometrical detail in the final result.

Vorländer [3] recommends including surfaces with linear dimensions larger than 0.5

m. This value is suggested because smaller surfaces would affect only frequencies

above 7 kHz, where the uncertainty of the simulations is a significant constraint on

the accuracy of the results. Another reason is that the image source model assumes

an infinite plane to produce an image source. If the size of the plane is decreased,

this assumption is compromised due to the diffraction produced by the edges of the

surface [5]. A more detailed geometry can be used to estimate the diffused reflec-

tions, however this effect is partially modelled by means of the scattering coefficients.

Therefore, only surfaces and objects that are large compared to the wavelength should

be taken into consideration.

In spite of the consideration above on the simplification in the geometry of the room,

different studies have pointed out that in some cases a more detailed model produced

better results. Foteinou et al. [127] simulated an ancient church using two geometric

models. The first corresponded to a detailed model which contained the complex

vaulting in the roof. In the second model, the vaults were replaced by planar sloped

surfaces with higher scattering coefficients. The results indicated that the detailed

model was closer to the measurements in terms of reverberation time, early decay

time and clarity index. Following the same direction, Gade and collaborators [130]

predicted the acoustic response of the Aspendos Roman theatre using different levels

of complexity in the geometric model. The findings suggest that the detailed model

provides a better agreement between the measured and predicted data. However, the

results and the level of agreement were highly dependent of other parameters such

as the transition order that is defined as the point where the ISM is changed by the

RT model. Nowadays, the simplification of the room geometry requires more consid-

eration due to the development of new algorithms to predict the effect of diffraction.

Edges that were previously omitted (e.g. staircase steps) now can be modelled and

therefore included in the geometry. Experiments related to the level of geometrical

detail required for GA simulations are presented for the Ightham Mote (section ). A

model of the meeting room was created using the CAD software package AutoCAD

and includes all the relevant edges. The most important surfaces were taken into
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consideration as well the furniture inside of the room. Figure 3.16 illustrates the

level of detail in the geometry used to simulate the enclosure.

Figure 3.16: Geometric model of the meeting room

3.2.1.2 Characterization of the acoustic source

As indicated in the literature review, several studies have shown that the directivity

of the acoustic source plays an important role in the prediction of RIRs for use in

auralization. Therefore, the directivity of the loudspeaker used in the measurements

was first characterized in a large anechoic chamber. An omnidirectional microphone

was used to record the sound field generated by the loudspeaker (driven with white

noise) at different azimuth and elevation angles. The sound field was measured on a

sphere of 2 m radius by using an angular sampling of 15◦. The frequency response

of the loudspeaker was also estimated to evaluate whether frequency compensation

was required. Figure 3.17 illustrates the magnitude of the radiation pattern plotted

against the azimuthal angle for octave bands from 125 Hz to 4 kHz. Clearly the

directivity is significant at higher frequencies. Information related to the directivity

of the loudspeaker was included in the GA model by using the tool provided by the

software for that purpose.

70



Chapter 3. Room Acoustic Simulations

Figure 3.17: Measured loudspeaker directivity normalized to maximum value at
each frequency

3.2.1.3 Characterization of the boundary conditions

A significant component of the creation of the simulation model is the definition

of the boundary conditions. Catt-Acoustics characterizes them using two different

coefficients in an octave band resolution. The energy in a reflected cone-ray is deter-

mined by the diffuse absorption coefficient, which specifies the amount of energy loss

when a ray impinges a surface. The second coefficient is the random scattering coef-

ficient, which determines if a given reflected cone-ray has a specular or non-specular

direction. The diffuse absorption and scattering coefficients were selected from the

Catt-Acoustics library and from scientific literature [3] according to the visual in-

spection of the surfaces of the enclosure. Then, the methodology proposed by Aretz

[131] was implemented to calibrate the model. To that end, the average absorption

coefficient of the room was calculated from the measured reverberation time using

Eyring’s reverberation equation. The values of the diffuse absorption coefficients

were then modified to match this value.

Because the room is composed of several materials, different ratios exist between

the diffuse absorption coefficients on different surfaces. These can be varied inde-

pendently with different combinations yielding the same average absorption. The

best agreement in terms of T20, EDT and C80 was achieved (for the three rooms

considered) when all the coefficients were modified proportionally without changing
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their relative ratios. Finally, because GA simulations can predict a reverberation

time slightly different from the measured one in the enclosure, an iterative algorithm

has been implemented to calibrate the model. The algorithm iteration is expressed

as

ᾱn+1 = ᾱn
T20s,n
T20m

, (3.4)

where ᾱ is the average diffuse field absorption coefficient, n is the number of the

iteration, T20s and T20m are the predicted and measured reverberation time, respec-

tively. Equation (3.4) indicates that the target average diffuse absorption coefficient

is modified based on the ratio between the predicted and the measured reverberation

time.

The methodology proposed by Aretz [131] is based on the Sabine/Eyring equations

to estimate the average absorption and, subsequently, the implementation of an it-

erative algorithm to calibrate the results. This means that the applicability of this

technique depends on how well the rooms are fitted to the Sabine/Eyring criteria.

Furthermore, the output value is the mean absorption coefficient which gives an av-

erage of the absorption of the room. However, an enclosure composed of different

materials can be modified in different proportions leading to the same mean ab-

sorption value. In other words, the variation of the absorption coefficients can be

performed in different proportions yielding the same average absorption.

The selection of the absorptive properties of the materials may produce an insignifi-

cant impact in the reverberation time if the same average absorption is achieved, but

parameters such as EDT and C80 can be relevantly affected because of their spatial

dependency. Due to this characteristic, three different distributions in the absorp-

tion coefficients that lead to the same average absorption were evaluated. Firstly,

the materials were selected from the scientific literature. Then, some of them were

modified to achieve the mean absorption coefficient. In the first distribution (model

1), the absorption of the floor (carpet) was changed because the other materials have

very low absorption at high frequencies. In model 2, floor and windows (glass) were

altered. Finally, in the last configuration (model 3), all materials were modified in

such a way that their relative ratios were not modified.
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3.2.1.4 Results

Objective room acoustic parameters

In the following the predicted reverberation time (T20), early decay time and clarity

index are presented for the three models. The red curves represent the estimation

using energy addition and the blue curves the pressure addition, respectively.

Figure 3.18: Predicted T20, meeting room, GA

Figure 3.19: Predicted EDT , meeting room, GA, paths B0R1 & B0R2
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Figure 3.20: Predicted EDT , meeting room, GA, paths B0R3 & B1R1

Figure 3.21: Predicted EDT , meeting room, GA, paths B1R2 & B1R3

Figure 3.22: Predicted C80, meeting room, GA, paths B0R1 & B0R2
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Figure 3.23: Predicted C80, meeting room, GA, paths B0R3 & B1R1

Figure 3.24: Predicted C80, meeting room, GA, paths B1R2 & B1R3

The difference between the energy (red) and pressure (blue) curves at low frequencies

can be used to determine the uncertainty of the calculation [132]. The reason is

because through the use of absorption coefficients the phase of reflections is not

considered, which is relevant at low frequencies. This leads to a mismatch between

the values predicted using the energy echogram (energy addition) and the impulse

response (pressure addition), which suggests how much inclusion of phase would

matter. In Catt-Acoustics, the energy reflections are added directly to an energy

echogram while with pressure, the phase is synthesized for each reflection using a

minimum phase or a linear-phase octave FIR filter depending on the order of the

reflection. The difference between these two approaches indicates a threshold where

GA theory can be applied. Based on the previous results, the data suggests that GA
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can be used from 500 Hz. Other approaches can be considered to determine the GA

threshold. The most common is the Schroeder frequency [4]

fs ≈
√

c3

4 ln 10

√
T60
V
, (3.5)

where c is the speed of the sound, T60 is the reverberation time and V is the volume

of the room. The Schroeder frequency is defined as the threshold above which, on av-

erage, three modes overlap generating a smoothed frequency response and the sound

field tends to be diffuse. Above this frequency the assumption of statistical phase

may be justified. Another method based on the spatial dependence is proposed by

Kuttruff [133] who stated that the acoustic wavelength should be small compared to

the mean free path of the room.

Catt-Acoustics recommends a more conservative value based on an empirical relation

of 4fs to determine the lower limit. The Schroeder frequency for the meeting room is

fs ≈ 237 Hz, which leads to a frequency band limit of 1 kHz. On the other hand, the

mean free path of the room is 1.95 m, therefore, establishing a relation of one order

of magnitude of this value (0.195 m) the frequency limit can be defined to be 2 kHz

approximately. Despite the recommendations given by the Schroeder frequency and

the mean free path, the comparison between measured and predicted data suggests

that the band of 500 Hz is a suitable threshold above which GA leads to reasonable

results (for this specific room).

By applying the implementation of the iterative algorithm it is possible to achieve

a good agreement between the predicted and measured reverberation time. Never-

theless, parameters such as EDT and C80 show important differences mainly in the

octave bands of 125 and 250 Hz. This can be attributed to the size of the room

which leads to a strong modal response at low frequencies that cannot be predicted

correctly by GA methods. Path B0-R1 shows the best match between simulations

and measurements, in contrast, the largest difference was observed in path B0-R3.

Frequency responses

The frequency response in narrow band and in 1/3 octave band resolution of the

best (B0R1) and worst (B0R3) source-receiver path are illustrated in Figures 3.25
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and 3.26. 0 dB corresponds to the acoustic pressure produced by a monopole source

whose source strength generates 1 Pascal at 1 m distance in the octave band of 1

kHz.

Figure 3.25: Predicted frequency response, meeting room, GA, path B0R1

Figure 3.26: Predicted frequency response, meeting room, GA, path B0R3

The frequency responses displayed in Figures 3.25 and 3.26 are in accordance with

the previous findings, which ratifies that path B0R1 presents a better agreement

between the predicted and measured data. It is clear from the previous figures that

the modal response of the enclosure cannot be correctly estimated, although a good

agreement in terms of the 1/3 octave band resolution was obtained for the path B0R3

at low frequencies. The implementation of methods for the numerical solution of the

wave equation to predict the low frequency content of the RIR will be addressed

in further sections. Regarding the selection of the absorption coefficients, the mean

square errors (MSE) of the frequency response in 1/3 octave band resolution, T20,

EDT and C80 were calculated to determine which configuration achieves results that

are closer to the measurements. The general expression of the MSE is defined as

MSE =
1

n

n∑

i=1

(
Ỹi − Yi

)2
, (3.6)
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in which n is the number of predictions, Ỹi and Yi are the predicted and measured

data, respectively. The results suggest that the model 3 (all the materials are modified

but keeping the initial ratio between them) is the closest to the measured data.

Parameter Model 1 Model 2 Model 3

Frequency response path B0-R1 (dB) 2.6 2.8 2.4

Frequency response path B0-R3 (dB) 3.2 3.0 2.6

T20 (s) 0.01 0.01 0.01

EDT (s) 0.06 0.07 0.06

C80 (dB) 5.6 6.3 5.9

Table 3.3: Mean squared error for different absorption distributions, meeting room

3.2.2 Ightham Mote

As for the meeting room, a model of the Ightham Mote was created in Catt-Acoustics

V9. The number of rays selected for the calculations is 60000 (42083 was the recom-

mendation of the software) and the truncation time was fixed at 1500 ms. Because

the procedure to predict the room impulse responses in the Ightham Mote is the same

as the meeting room, only the modelling parameters whose characterization changed

with respect to the previous enclosure are reported below.

3.2.2.1 The geometric model of the room

Evaluation of the level of geometrical detail

The geometry of the enclosure was created using a Total Station device, which is

a precision instrument used in archeological surveying and building construction to

obtain data related to distance and angles (see Figure 3.27). From the raw data, three

different models were implemented and compared with the measured data. The first

model corresponded to a basic geometry where the ceiling and some edges of the

room were replaced by flat surfaces. In the second model, the edges of the walls were

included but not the complex vaulting of the roof. Finally, the third model included

details of the ceiling and furniture. Figure 3.28 shows the implemented geometries.

Results related to these geometries are reported at the end of this section.
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Figure 3.27: Adquisition of the geometry data, Ightham Mote

Figure 3.28: Comparison of geometrical models of the Ightham Mote

3.2.2.2 Characterization of the boundary conditions

The absorption and scattering coefficients were extracted from the Catt-Acoustics

library data and scientific literature [3] following the same procedure as for the meet-

ing room. The selection of these data was made according to the visual inspection

of the surfaces of the room. However, the values of the wood absorption coefficient

were selected by considering the possible sound transmission to other rooms. Based

on that, the absorption coefficient of some wood elements corresponds to a Hollow
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Wooden Podium (higher absorption at low frequencies). Subsequently, the method-

ology suggested by Aretz [131] was implemented to calibrate the simulations using

the Sabine’s equation. Sabine’s criterion was selected because is more appropriate

for enclosures of moderate size and diffuse behaviour.

3.2.2.3 Results

Objective room acoustic parameters

The predicted reverberation time (T20), early decay time and clarity index are pre-

sented below in Figures 3.29 to 3.35 for the three geometric models.

Figure 3.29: Predicted T20, Ightham Mote, GA
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Figure 3.30: Predicted EDT , Ightham Mote, GA, paths B0R1 & B0R2

Figure 3.31: Predicted EDT , Ightham Mote, GA, paths B0R3 & B1R1

Figure 3.32: Predicted EDT , Ightham Mote, GA, paths B1R2 & B1R3
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Figure 3.33: Predicted C80, Ightham Mote, GA, paths B0R1 & B0R2

Figure 3.34: Predicted C80, Ightham Mote, GA, paths B0R3 & B1R1

Figure 3.35: Predicted C80, Ightham Mote, GA, paths B1R2 & B1R3

82



Chapter 3. Room Acoustic Simulations

The Schroeder frequency of the Ightham Mote is low (fs ≈ 100 Hz) because the rever-

beration time at low frequencies is relative short and the volume is quite large. This

yields a discrepancy between the volume of the room and the expected reverberation

time in normal conditions (assuming a reverberation time which decays according to

frequency) that suggests that the use the Schroeder’s approach may be incorrect in

this case. Based on Catt-Acoustics recommendations, the empirical relation of 4fs

leads to a frequency of 400 Hz. Finally, the mean free path of the room is 4.62 m,

therefore, establishing a relation of one order of magnitude of this value (0.42 m) the

frequency limit can be defined to be 800 Hz approximately. The comparison between

the energy and pressure data indicates that GA can be applied from the 1 kHz octave

band.

The best matching was achieved at paths B1R1 and B0R1 and the most significant

differences were found at paths B1R2 and B0R2. Receiver two (R2) was the closest

to the wall, it was located at the rigth-centre of the room near to the main window

(see Figure 3.7). In this area of the enclosure, there are some components like edges

and decorative elements that were simplified in the GA models. These simplifications

could be the reason for the mismatch of the simulations at this position. Moreover,

as expected, the values in the octave bands of 125 Hz and 250 Hz differ more signif-

icantly than at higher frequencies. Relative to the level of detail in the geometry of

the room, the results of the objective room acoustic parameters do not indicate any

relevant improvement due to the inclusion of the edges of the roof.

Frequency responses

The frequency response in narrow band and in 1/3 octave band resolution of the best

(B1R1) and worst (B1R2) source-path are presented as follows.

Figure 3.36: Predicted frequency response, Ightham Mote, GA, path B1R1
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Figure 3.37: Predicted frequency response, Ightham Mote, GA, path B1R2

Figures 3.36 and 3.37 indicate that the frequency response of the synthesized and

measured room impulse responses are different. These results are consistent with

experiments made by Aretz [11, 131] in complex enclosures where the weaknesses of

GA are highly enhanced. Nevertheless, it is important to emphasize that although

the predicted frequency responses differ from the measured ones, parameters such as

reverberation time are correctly predicted. Regarding the level of the detail in the

geometry, the results suggest that the inclusion of edges (model 3) provides a slightly

better result in terms of the mean squared error.

Parameter Model 1 Model 2 Model 3

Frequency response path B1-R1 (dB) 4.0 3.7 2.8

Frequency response path B1-R2 (dB) 2.9 3.8 2.4

Table 3.4: Mean squared error for different geometric models, Ightham Mote

3.2.2.4 Listening test

A subjective test was conducted to identify if a predicted RIR with different fre-

quency response but with similar acoustic parameters such as T20, EDT and C80 can

be used for auralization purposes and be subjectively acceptable. A sample of 26

people with normal hearing was used to evaluate the similarity between auralizations

created from measured and synthesized RIRs of the Ightham Mote. Half of the sam-

ple (13 people) selected for the listening test had knowledge in audio or acoustics,

whilst the rest corresponded to students from different Faculties of the University.

The assessed information was the sense of space (reverberation time) and the timbre

of the sound (frequency response). The experiment was performed in the Audio-Lab

of the ISVR using a binaural reproduction technique (see Figure 3.38). The audio

material was reproduced by headphones (Sennheiser HD 600) with non-individual
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equalization to compensate for its response. A female and male voice recorded in an

anechoic environment was used for the test.

The experiment was fully randomized between listeners and questions. It was based

on rating different sets of two auralizations, one being the convolution with the

measured RIR and the other with its respective prediction. An introduction about

the meaning of sense of space and timbre of the sound was given to each participant

before starting the test. The following questions were addressed:

• How would you compare with respect to sense of space or reverberation?

• How would you compare with respect to the timbre or tone?

Figure 3.38: Audio-Lab, set up of the listening test

Firstly, a comparison between the auralizations generated by the measured and the

predicted RIR was carried out. Figures 3.39 and 3.40 show the results for the female

and male voice. The left and right part of the figures correspond to the answers of

the sense of the space and timbre, respectively.
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Figure 3.39: Comparison of auralized material (female voice) in terms of rever-
beration time and frequency response

Figure 3.40: Comparison of auralized material (male voice) in terms of reverber-
ation time and frequency response

Then, the auralized material was filtered using a 4th order Butterworth high-pass

filter with a cut-off frequency of 355 Hz. The signals were filtered to verify if the

perceptual differences were related to the low frequency content. Figures 3.41 and

3.42 show the results for the female and male audio respectively.
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Figure 3.41: Comparison of auralized material (filtered female voice) in terms of
reverberation time and frequency response

Figure 3.42: Comparison of Auralized material (filtered male voice) in terms of
reverberation time and frequency response

The results indicated that the auralization made from the synthesized RIR is per-

ceptually different from the auralization created with the measured RIR. However,

when the signals were filtered, a better agreement between the auralizations was

found. In addition, the male voice presented the best matching after the filtering

process. These findings suggest that improving the low frequency calculation using

the finite element method could lead to a more realistic sound field reconstructions.

3.2.3 Office room

Simulations were performed based on the guidelines given for the previous rooms.

The number of rays corresponded to 50000 and a truncation time was fixed to 1600

ms. Figure 3.43 shows the model used for the simulations.
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Figure 3.43: Geometric model of the office room

3.2.3.1 Results

Objective room acoustic parameters

The predicted reverberation time, early decay time and clarity index are presented

in Figures 3.44 to 3.46 as follows. The measured value corresponds to the average of

the 5 measurements.

Figure 3.44: Predicted T20, office room, GA

88



Chapter 3. Room Acoustic Simulations

Figure 3.45: Predicted EDT , office room, GA

Figure 3.46: Predicted C80, office room, GA

The comparison between the measured and predicted data indicates that GA can be

applied for octave bands from 1 kHz. The Schroeder frequency of the room is 337

Hz, which leads to the same octave band based on Catt-Acoustics recommendations

(4fs).

Frequency responses

TThe frequency response in narrow band and in 1/3 octave band resolution are

illustrated in Figure 3.47.
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Figure 3.47: Predicted frequency response, office room, GA

The results are consistent with the previous findings where the fine structure of the

measured frequency response cannot be replicated, but with a higher agreement in

terms of the 1/3 octave band resolution at high frequencies.

The analysis for the three enclosures reveals that the implementation of geometrical

acoustic methods to synthesize room impulse responses allows for an accurate pre-

diction of the average reverberation time of the rooms. An agreement in terms of

early decay time and clarity index is possible at some receiver points but not at all

of them. Regarding the calculation of the frequency response, the results indicate

that the fine structure cannot be recreated. However, a good matching in 1/3 octave

band resolution can be achieved at middle frequencies.

3.3 RIR simulation using the finite element method

Room acoustic simulations based on geometrical acoustics revealed the inapplica-

bility of this approach to predict the low frequency content of the room impulse

response. In this section, the implementation of the finite element method using the

commercial package Comsol V4.4 is discussed. In the following, the basic theory of

FEM is considered. Then, the simulations of the three previous enclosures are car-

ried out taking into account modelling parameters such as the geometry model of the

room, the definition of the acoustic source and the characterization of the boundary

conditions. The predicted frequency responses are presented for each enclosure.
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3.3.1 Introduction

FEM is a numerical method designed to solve partial differential equations in complex

geometries where the analytical solution is not achievable. In this case, the governing

partial differential equation of the domain is expressed in its integral form (weak

formulation), which leads to a system of algebraic equations which can be solved

through computers. The weak formulation of the Helmholtz equation taking into

consideration the boundary conditions can be expressed as [9]

∫

Ω
(−∇f · ∇p+ k2fp)dΩ− jk

∫

Su

fρ0cundS − jk

∫

Sz

A(ω)fpdS = 0, (3.7)

where f is an arbitrary weighting function, p is the acoustic pressure, k is the wave

number, ρ0 is the density of the medium, c is the speed of sound, un is the normal

velocity and A(ω) is the acoustic admittance. The second term of expression (3.7)

represents a vibrating surface with normal velocity un and the last term corresponds

to a surface(s) with a local admittance. The use of the local admittance or impedance

as a boundary condition is only appropriate in the case of locally reacting materials,

which means that the specific acoustic impedance does not depend on the direction

of the incidence wave [131]. Rigid surfaces or materials with high flow resistivity can

be cataloged as locally reacting [4].

Subsequently, the domain Ω is discretized by elements in which the acoustic pressure

is calculated at the nodes. Therefore, an approximate solution based on equation (3.7)

is determined by choosing from all possible functions p and all possible weighting

functions f a restricted set of them. This leads to a finite set of equations that

depends on the number of nodes of the mesh. In each element, shape functions

N(x) that take the value of unity at a specific node and zero for all others are used

to estimate the acoustic pressure at different points within the element through an

interpolation process. Following the Galerkin’s approach, the shape functions are

selected as the weighting functions yielding a system of linear equations of the form

[
K+ jωC− ω2M

]
{p} = {f} , (3.8)

in which M, K and C are the acoustic mass, stiffness and damping matrices. The

vector f is the forcing term due to the structural or acoustic excitation.
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3.3.2 Meeting room

3.3.2.1 The geometric model of the room

A similar resolution to that implemented in GA was used to define the geometry for

FE simulations. In this case, the model must contain all details whose dimensions are

comparable to the shortest wavelength resolved. In the current instance a common

model of the geometry was used for both simulation methods. However, for FE

simulations the domain must be discretized by using a mesh whose resolution is

frequency dependent. A rule of thumb of 6 nodes per wavelength is suggested in the

scientific literature [40, 41, 43] and this was used for the current instance. Different

meshes were implemented with the mesh resolution of each defined by the octave band

to be simulated. This approach reduces the computational cost of the calculations by

using coarser meshes at lower frequencies. Figure 3.48 shows different meshes of the

room corresponding to different octave bands. The number of nodes in each mesh is

also shown.

Figure 3.48: Number of nodes in the mesh according to the octave band to be
simulated in FEM.

3.3.2.2 Characterization of the acoustic source

The directional characteristics of the loudspeaker used in the acoustic measurements

should be included in the simulation to obtain accurate results. This involves a com-

plex procedure to create a FEM model for the speaker with the correct directivity

and frequency response. However, for the 125 Hz and 250 Hz octave bands (see

Figure 3.17), it is reasonable to assume that the loudspeaker is omnidirectional, in

which case the acoustic source can be characterized as a simple monopole at these

frequencies. This simplification was implemented in the current FE model which
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only contributes to the low frequency content of the RIR.

A calibration of the output level emitted by the source was performed to ensure

compatibility between the prediction methods. In Catt-Acoustics the level of the

source is characterized by the sound pressure level produced by the source at 1 m.

White noise (94 dB in the 1 kHz octave band) at 1 m away from the source in a free

field was taken as the reference. In Comsol a monopole source can be defined by its

acoustic power. The relation between the sound pressure level and sound power level

for spherical propagation is given in equation (2.35).

3.3.2.3 Characterization of the boundary conditions

In the case of the FE simulations, the boundaries of the domain are assumed to be

locally reacting and the specific acoustic impedance is used to characterize the wave

reflection and absorption at each boundary [4]. A locally reacting surface implies

that its specific acoustic impedance does not depend on the direction of the incident

wave and the particle velocity normal to the wall at any point of the surface depends

only on the sound pressure at that point and not on the sound pressure of the sur-

rounding region. This condition is satisfied in the case of rigid surfaces or porous

absorbers with high flow resistivity. Non-locally reacting surfaces can be included

in a FE calculation but it requires a more complex model that takes into account

propagation within the absorbing layer of materials forming the boundary. Locally

reacting boundaries are assumed in all of the results presented in this research.

Information on the values of the specific acoustic impedance available in the existing

scientific literature is insufficient for many room acoustic simulations. These values

are often determined by measurements based on laboratory or in-situ methods. The

impedance tube is a well-known technique to estimate the specific acoustic impedance

and the absorption coefficient of materials [134]. A limitation of this technique lies

in the fact that it requires a sample of the material to be measured in the laboratory

which in turn, can lead to significant differences compared to the behaviour of the

material in-situ [131]. Different in-situ methods based on pressure-pressure (p-p)

[135] and pressure-particle velocity (p-u) [136] probes have been proposed, but the

frequency range where the estimation is reliable (above 300 Hz) constrains their use

for low frequency FE simulations.
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A comparison between two methods to determine the specific acoustic impedance of

three types of absorbers has been carried out by Aretz [131]. The materials were

measured using an impedance tube and a p-u probe. Two samples of the absorbers

were measured in the impedance tube, and the p-u probe was used to characterize

the same type of absorbers located at different places of the enclosure. The re-

sults revealed large differences between the two methods at frequencies below 400

Hz. Moreover, different values of specific acoustic impedance were obtained with

the same method under different conditions. These findings confirm the presence of

significant uncertainty in many measurements of specific acoustic impedance at low

frequencies.

In the current FE model, diffuse field absorption coefficients that have been calculated

in the same way as for GA are used to estimate the specific acoustic impedances.

Initially, these are assumed to be purely resistive. This means that the phase in

the reflected wave is not accurately represented, only the change in amplitude being

modelled correctly. This assumption is valid for hard and reflective surfaces and

allows for an easy and practical estimation of impedance from diffuse field absorption

coefficients derived from measurements of the reverberation time. Equation (2.48)

establishes the relation between the real part of the specific acoustic impedance and

the absorption coefficient depending on the angle of incidence. The relation which has

been assumed between the specific acoustic impedance and the diffuse field absorption

coefficient [137] is given below.

αd = 8Γ{1− Γ ln
[rn
Γ

+ 2rn + 1
]
+

(
xn
rn

)
Γ×

((
rn
xn

)2

− 1

)
tan−1

(
xn

(rn + 1)

)
},

(3.9)

in which rn and xn are the real and imaginary part of the specific acoustic impedance

Zn non-dimensionalized by ρ0c, and Γ = rn/(r
2
n+x

2
n). By setting the imaginary part

of the acoustic impedance to zero it is possible to calculate a resistive part which can

be used in FE simulations. For a specific value of αd, rn is given by the solution of

αd =
8

rn

{
1− 1

rn
ln
(
1 + 2rn + r2n

)
+

1

1 + rn

}
. (3.10)
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In the FE model, the initial values of rn for each surface were chosen to satisfy

equation (3.10).

The effects of assuming purely resistive acoustic impedance

By using equation (3.10), purely resistive specific acoustic impedance values are cal-

culated from the diffuse field absorption coefficients. Here, the consequences of that

assumption are investigated with reference to two simple models. First, the effect of

an impedance surface on the indirect transmission of sound from a spherical source

at A to a receiver point at C is represented by an image source at A
′

as shown in

Figure 3.49. The strength of the image source is defined by a reflection factor R

which depends upon the surface impedance. The use of an image source attenuated

by a reflection factor to describe a wave reflection has been evaluated by Suh and

Nelson [138]. The results indicate that this approach is a good approximation when

the source and receiver are located at least 1 wavelength from the reflecting surface.

Figure 3.49: Diagram of image source model used to represent a wave reflection
phenomenon

The relation between the non-dimensional specific acoustic impedance zn at the sur-

face and the reflection factor R for spherical propagation is determined by the locally

reactive boundary condition at B given by:

zn
∂p

∂n
+ jkp = 0, (3.11)
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in which zn is the acoustic impedance normalized by the characteristic impedance

of the medium ρ0c, j is the imaginary unit, p is the acoustic pressure and k is the

wavenumber. The total acoustic pressure at the point B on the boundary (see Figure

3.49) due to the monopole source at A and the image source at A
′

(attenuated by a

reflection factor R) is given

pB =
qe−jkr

r
+
Rqe−jkr

r
= (1 +R)

qe−jkr

r
, (3.12)

where q = (jρ0ωq0)/4π, q0 is the volume velocity of the acoustic monopole and

r(= d/ cos θ) is the distance from the sources to the point B. The total normal

derivative of the acoustic pressure at the point B is

∂pB
∂n

= −(1−R)
−jkqe−jkr

r

[
1− j

kr

]
cos(θ). (3.13)

Inserting (3.12) and (3.13) into equation (3.11) gives, after some rearrangement of

terms

R =
zn

[
1− j

kr

]
cos(θ)− 1

zn

[
1− j

kr

]
cos(θ) + 1

(3.14)

Equation (3.14) shows that for a given complex non-dimensional specific acoustic

impedance zn the image source strength, Rq, depends on the incidence angle θ and on

the distance of the source from the boundary. It is therefore different for each receiver

point. Figure 3.50 illustrates the absolute value of the acoustic pressure plotted

against frequency at the receiver point C for three different types of specific acoustic

impedance (purely resistive and complex with positive and negative imaginary part)

that give the same diffuse field absorption coefficient according to equations (3.9)

and (3.10). The coordinates of the points A, B and C correspond to (4.5, 9.5, 1.5),

(0, 7.25, 1.5) and (4.5, 5, 1.5), respectively. The reflective boundary is located at

x = 0. The results suggest that the frequency responses are similar in all three cases,

but that in the case of the positive imaginary impedance (i.e. positive reactance) the

spectrum has moved to the right compared to the purely resistive impedance. For

negative values of the reactance, the frequency response has moved to the left. Small

changes in the magnitude of the peaks and troughs are also present but the general

envelope is preserved.
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Figure 3.50: Comparison of frequency responses of a first order image source
model with complex and purely resistive specific acoustic impedance

The second model corresponds to a slightly more complicated problem where a rect-

angular enclosure of dimensions (5m x 10m x 3m) has been considered. The origin

(0, 0, 0) is located at the left-bottom corner of the room. A FE model is used to

determine the frequency response at a receiver point (1, 2.5, 1.5) due to a monopole

source located at (4.5, 9.5, 1.5). Computed solutions are obtained by using fre-

quency independent purely resistive and complex specific acoustic impedance values

uniformly applied to all boundaries. Figure 3.51 shows the results for specific acoustic

impedances of varying phase, which give the same value for the diffuse field absorp-

tion coefficient.

Figure 3.51: Comparison between purely resistive and complex impedances. Fre-
quency responses have been calculated in an arbitrary point of the rectangular room

using FEM
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The findings are consistent with the analytical model of Figure 3.49. The frequency

response spectrum is shifted to the right for positive reactances and to the left for

negative reactances when compared to the purely resistive case. The frequency shift

depends on the magnitude of the imaginary part. The frequency of the peaks (in Hz)

are shown in Table 3.5 (zn = |zn| ej0 was selected as reference). This suggests that

the frequency shift tends to be consistent keeping the relative frequency difference

between peaks.

ϕ 1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

−π
3 15.5 33 36 50 59.5 67.5 74.5 84.5 90 95.5

−π
4 16 33.5 37 50.5 60.5 68 75.5 85 91 96

−π
6 16.5 34 37.5 51 61 68.5 76 75.5 91.5 96.5

0 17 34.5 38 51.5 61.5 69 76.5 86 92 97.5

π
6 17.5 35.5 38.5 52 62.5 69.5 77 86.5 93 98

π
4 18 36 39 52.5 63 69.5 77.5 87 93.5 98.5

π
6 18.5 36.5 40 53 63.5 70.5 78.5 87.5 94 99.5

Table 3.5: Frequency (Hz) of the peaks according to the angle of the impedance
zn = |zn| ejϕ

Nevertheless, it is important to point out that the use of the specific acoustic impedance

to characterize the boundary conditions presents a constraint at frequencies equal or

close to 0 Hz. In this case, the last term of equation 3.7 tends to 0 leading to a

resonant system without attenuation. The predicted acoustic pressure at these fre-

quencies will contain a significant amount of energy, which require to be reduced by

means of a filtering process.

3.3.2.4 Results

Comparison with geometrical acoustics

A comparison between the GA and FE results was conducted to determine if the

latter approach provides a better accuracy at low frequencies. Figures 3.52 to 3.57

show the frequency response in narrow band and in 1/3 octave band resolution for

each source-receiver path. In addition, the mean errors between the 1/3 octave bands

of the predicted and measured data have been estimated to evaluate which simulation
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method provides a more accurate energy representation. These are indicated in each

figure. The ME is defined as

ME(dB) =
1

n

n∑

i=1

∣∣∣10 log10(|p̃i|2)− 10 log10(|pi|2)
∣∣∣ , (3.15)

in which n is the number of 1/3 octave frequency bands, |p̃i|2 and |pi|2 are the

predicted and reference energy of the acoustic pressure in the 1/3 octave band i,

respectively. This error considers an equal contribution of all the 1/3 frequency bands,

thus being similar to a model in which pink noise have been used as input signal.

It was selected to provide an insight of how dissimilar on average the reconstructed

signal is with respect to the reference one.

Figure 3.52: Comparison frequency response, FEM and GA meeting room, path
B0-R1

Figure 3.53: Comparison frequency response, FEM and GA, meeting room, path
B0-R2
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Figure 3.54: Comparison frequency response, FEM and GA, meeting room, path
B0-R3

Figure 3.55: Comparison frequency response, FEM and GA, meeting room, path
B1-R1

Figure 3.56: Comparison frequency response, FEM and GA, meeting room, path
B1-R2
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Figure 3.57: Comparison frequency response, FEM and GA, meeting room, path
B1-R3

The results indicate that as expected, FEM yields a more accurate frequency re-

sponse than GA for frequencies below 150 Hz. In general, the envelope of the fre-

quency response is correctly predicted, but shifted with respect to frequency. The

extent to which the frequency shift can be attributed to the assumption of a purely

resistive specific acoustic impedance is now investigated, although other factors such

as inaccuracy in the room dimensions and in the source-receiver positions may also

contribute to this effect.

Figures 3.58 to 3.60 show the frequency response at the same receivers, but using

complex specific acoustic impedances for all surfaces. The complex values of the

impedance were obtained by an iterative adjustment of the phase of the impedance;

i.e. a complex impedance was written as

z(complex) =
z(purelyresistive)

β

(
γ + jγ

′

)
, (3.16)

where γ and γ
′

represent the ratio of resistance to reactance (γ+γ
′

= 1) and the

factor β is chosen so that zcomplex gives the same value of the diffuse field absorption

coefficient as for the purely resistive case.

The response was computed for a range of different values of the ratio γ : γ
′

for the

glazed/plastered surfaces and for the other materials. The best agreement in terms

of frequency response was achieved for complex specific acoustic impedances with

proportions of γ = 0.2 and γ
′

= 0.8 in the glass and plaster and γ = 0.4 and γ
′

= 0.6

in the remaining materials. The results indicate a much better agreement between

the measured and predicted data for all source-receiver paths. This supports the
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hypothesis that the frequency shift observed in Figures 3.52 to 3.57 is associated with

the phase of the specific acoustic impedance and the “correct” choice of this quantity

can lead to improved results at low frequencies. This emphases the importance of

including phase information for impedance whenever this is available.

Figure 3.58: Comparison frequency response, FEM (complex impedance) and GA
meeting room, Paths B0-R1 and B0-R2

Figure 3.59: Comparison frequency response, FEM (complex impedance) and GA
meeting room, Paths B0-R3 and B1-R1

Figure 3.60: Comparison frequency response, FEM (complex impedance) and GA
meeting room, Paths B1-R2 and B1-R3
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Objective room acoustic parameters are presented in section 3.4 when the two sim-

ulation methods (FEM+GA) are combined.

3.3.3 Ightham Mote

3.3.3.1 The geometric model of the room

The model implemented in the simulations for the Ightham Mote corresponded to the

most complex one used for GA. It contains all the relevant details of the geometry

such as the edges of the ceiling, door frames and furniture. As an example, Figure 3.61

illustrates the complexity of the roof, which was replicated from the data provided by

the total station. Nevertheless, a relevant amount of decorative elements and small

furniture were neglected due to their complexity.

Figure 3.61: Detail of the ceiling, Ightham Mote

The same methodology was used for the discretization of the domain creating the

meshes according to different octave bands. Figure 3.62 shows the meshes of the

enclosure with the number of nodes according to the octave band to be simulated.
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Figure 3.62: Resolution of meshes, Ightham Mote

3.3.3.2 Characterization of the boundary conditions

Based on the approach implemented for the meeting room, specific acoustic impedance

values, which are first assumed to be purely resistive were calculated. A particular

condition was found in the windows because they are subdivided by a small glass

pieces in a stained glass style. This circumstance benefits the assumption of local

reacting surfaces and the use of the real part of the specific impedance due to the

reduction of the bending waves which are common in normal windows.

3.3.3.3 Results

Figures 3.63 to 3.68 compare the frequency response in narrow band and in 1/3 octave

band resolution obtained from FEM and GA simulations for each source-receiver path

with the measurements.
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Figure 3.63: Comparison frequency response, FEM and GA, Ightham Mote, path
B0-R1

Figure 3.64: Comparison frequency response, FEM and GA, Ightham Mote, path
B0-R2

Figure 3.65: Comparison frequency response, FEM and GA, Ightham Mote, path
B0-R3
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Figure 3.66: Comparison frequency response, FEM and GA, Ightham Mote, path
B1-R1

Figure 3.67: Comparison frequency response, FEM and GA, Ightham Mote, path
B1-R2

Figure 3.68: Comparison frequency response, FEM and GA, Ightham Mote, path
B1-R3

Despite all the considerations made in the simulations, the frequency responses could

not be reconstructed with the same level of accuracy as for the meeting room. A

better agreement was found for the source position B1, which suggests that the

discrepancy for the source position B0 may be due to a mismatch in the representation

of the source-receiver locations. Regarding the mean errors, the finite element method
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leads to slightly better results compared to geometrical acoustics for some source-

receiver paths, but it is not the general case for all of them. It is considered that

the main reason for the disagreement is due to the complexity of the enclosure.

Predictions were conducted with a simplified model in which elements that are part

of the decoration and furniture of the room were omitted. In some areas of the

Ightham Mote the walls correspond to thin panels of wood, which in the case of GA,

its transmission loss is represented as a higher absorption coefficient. However, in

FEM this condition constrains the assumption of locally reacting surfaces due to the

bending waves. An improvement of the results would demand a detailed analysis

about the characterization of the geometric model and the boundary conditions,

which is beyond of the scope of this research. Objective room acoustic parameters

computed from the combination of FEM and GA simulations are illustrated in the

next section when the two simulation methods are combined.

3.3.4 Office room

FE simulations of the office room were conducted following the procedure estab-

lished for the meeting room. A common model with respect to GA simulations was

implemented using coarser meshes at low frequencies. The criteria of 6 nodes per

wavelength in the mesh resolution was adopted. The predictions were carried out

up to 708 Hz. Although at the octave band of 500 Hz the directivity of the acoustic

source is not omnidirectional, its location within the room (at the corner) decreases

its effects. Figure 3.69 illustrates the frequency response in narrow band and in 1/3

octave band resolution of the measured and predicted RIRs by means of FEM and

GA. As expected, the results indicate that the finite element method is more accurate

compared to geometrical acoustics. A shift in the frequency response was also found

using real specific acoustic impedance values.

Figure 3.69: Comparison frequency response, FEM and GA office room, path
B0-R1

107



Chapter 3. Room Acoustic Simulations

Figure 3.70: Comparison frequency response, FEM and GA office room (complex
impedance), path B0-R1

Objective room acoustic parameters are presented in the next section when the two

simulation methods (FEM+GA) are combined.

3.4 Combination of simulation methods

Previous sections provide the general framework to synthesize room impulse responses

based on geometrical acoustics and the finite element method. In this section, a pro-

cedure is now proposed to combine both methods to generate unified RIRs. The

unification of the results from each method was conducted in the frequency domain.

For this, the RIRs obtained from the GA model with zero padding up to 2 s were

transformed into the frequency domain by applying a Fourier transform. The zero

padding was implemented to obtain a frequency resolution of 0.5 Hz. The maximum

frequency for the FE simulations was chosen according to the specific enclosure. The

values were 447 Hz, 355 Hz and 708 Hz for the meeting room, Ightham Mote, and

office room, respectively. The frequency resolution used for the FE calculations cor-

responded to 0.5 Hz ensuring the same resolution as the GA data.

A crossover formed by a low pass and a high pass filter was designed to unify the

results. The central frequency of the crossover was always selected at one 1/3 octave

band lower than the maximum FE simulated frequency allowing the low pass filter to

reduce the sharp discontinuity due to the truncation of the FE data. The crossover

frequencies were 355 Hz, 282 Hz and 562 Hz for the meeting room, Ightham Mote,

and office room, respectively. The low and high pass filters were designed with the
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aim of obtaining a uniform magnitude and phase in the crossover point avoiding

coloration in the frequency response. 8th order Butterworth filters were used for

this purpose; high order in the filters was required to ensure rapid decay in the

crossover area. Figure 3.71 illustrates the magnitude and phase of the crossover at

the central frequency for the meeting room reference case. The low and high pass

filters were applied to the FE and GA data, respectively. Then, the filtered signals

were added together and transformed into the time domain by applying an inverse

Fourier transform.

Figure 3.71: Magnitude and phase of the crossover network.

3.4.1 Objective room acoustic parameters computed from unified

(FEM+GA) room impulse responses

The T20, EDT and C80 estimated from impulse responses whose frequency content

have been predicted using a combination of the finite element method and geometrical

acoustics is presented below for each enclosure. The source-receiver paths correspond

to the locations defined in Figures 3.2, 3.7 and 3.12, respectively.

3.4.1.1 Meeting room

Figure 3.72 shows the comparison between the predicted and measured spatially

averaged reverberation time. The early decay time and clarity index are illustrated

for each receiver-source path in Figures 3.73 to 3.78. The comparison of the results

to the acoustic parameters derived from only GA simulations (Figures 3.18 to 3.24)

indicates that the inclusion of the finite element method improves the accuracy at

low frequencies.
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Figure 3.72: Predicted T20 meeting room, FEM + GA

Figure 3.73: Comparison EDT meeting room, FEM + GA, paths B0R1 & B0R2
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Figure 3.74: Comparison EDT meeting room, FEM + GA, paths B0R3 & B1R1

Figure 3.75: Comparison EDT meeting room, FEM + GA, paths B1R2 & B1R3

Figure 3.76: Comparison C80 meeting room, FEM + GA, paths B0R1 & B0R2
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Figure 3.77: Comparison C80 meeting room, FEM + GA, paths B0R3 & B1R1

Figure 3.78: Comparison C80 meeting room, FEM + GA, paths B1R2 & B1R3

3.4.1.2 Ightham Mote

For the Ightham Mote the spatially averaged T20 is presented in Figure 3.79. The

EDT and C80 for each source-receiver combination is displayed in Figures 3.80 to

3.85.

112



Chapter 3. Room Acoustic Simulations

Figure 3.79: Predicted T20 Ightham Mote, FEM + GA

Figure 3.80: Comparison EDT Ightham Mote, FEM + GA, paths B0R1 & B0R2
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Figure 3.81: Comparison EDT Ightham Mote, FEM + GA, paths B0R3 & B1R1

Figure 3.82: Comparison EDT Ightham Mote, FEM + GA, paths B1R2 & B1R3

Figure 3.83: Comparison C80 Ightham Mote, FEM + GA, paths B0R1 & B0R2
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Figure 3.84: Comparison C80 Ightham Mote, FEM + GA, paths B0R3 & B1R1

Figure 3.85: Comparison C80 Ightham Mote, FEM + GA, Paths B1R2 & B1R3

The analysis of the objective room acoustic parameters indicates that the inclusion

of the finite element method leads to a good agreement in terms of reverberation

time and early decay time. In particular, the EDT is predicted with higher accuracy

compared to GA (Figures 3.30 to 3.32) in most of the source-receiver paths for both

source positions. In contrast, the estimation of the C80 shows an improvement only

for the path B0R3. In the other paths the C80 results do not indicate any benefit for

this specific this enclosure.

3.4.1.3 Office room

Figures 3.86, 3.87, and 3.88 show the T20, EDT and C80, respectively for the office

room. The outcomes confirm that the inclusion of FEM in the prediction of the low
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frequency content of the room impulse response yields more accurate results at low

frequencies compared to the use of only GA methods (Figures 3.44 to 3.46).

Figure 3.86: Predicted T20, office room, FEM+GA

Figure 3.87: Predicted EDT , office room, FEM+GA
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Figure 3.88: Predicted C80, office room, FEM+GA

3.5 Discussion

An overall basis for the prediction of room impulse responses using a combination of

the finite element method and geometrical acoustics has been discussed. Modelling

parameters such as the definition of the acoustic source, the level of geometrical

detail in the models and the characterization of the boundary conditions have been

discussed for each approach. A method for the combination of FE and GA results

has been proposed based on the application of IIR filters in the frequency domain.

The results indicate that the use of reverberation time measurements is a suitable

approach to determine the absorption coefficients and the effective specific acoustic

impedance values for simple geometries such as the meeting room and the office room.

In these cases, the inclusion of the finite element method yielded more accurate results

in the prediction of the room impulse responses. In complex enclosures (e.g. Ightham

Mote), further investigations are required to determine a more effective methodology

to perform FE-GA simulations. The difficulty to obtain an accurate prediction of

the room impulse response in complex environments has been already pointed out

by Aretz [131] who tried to synthesize RIRs of a recording studio. The acoustic

simulation of complex spaces remains as an open question to be solved in future.
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Spatial Encoding of Numerical

Simulations

This chapter provides a framework about the generation of a plane wave representa-

tion of sound fields that have been predicted by means of the finite element method

and geometrical acoustics. The plane wave representation has been selected because it

allows for interactive features that will be discussed in Chapter 5. In addition, several

sound reproduction techniques can be implemented for the rendering of the acoustic

field, which makes this approach convenient for auralization purposes. Firstly, an

evaluation about the suitability of an inverse method to estimate the complex am-

plitude of a set of planes waves that reconstruct the sound field around the receiver

position is carried out. This method is convenient to tackle the lack of directional

information about the field provided by the methods based on the numerical solution

of the wave equation. The relation of this sound field representation with a spherical

harmonic basis is also considered, which is useful to perform interactive transforma-

tions in different domains. Limitations of the current approach are discussed and

techniques to improve the sound field reconstruction are presented. Differently from

FEM, results from the GA simulations contain directional information related to the

incoming sound reflections. However, this data must be processed in order to obtain

a suitable representation which is common to the FE results. Several approaches are

addressed to discretize the direction of reflections into a finite number of directions

determined by the number of plane waves used to process the FE data.
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4.1 Implementation of an inverse method to synthesize

spatial acoustic information

4.1.1 Plane wave expansion

The aim of this section is to achieve a plane wave representation of predicted sound

fields based on the theoretical background given in section 2.1.7.1. To this end,

results from FE simulations are processed using the concept of a virtual microphone

array and an inverse problem formulated to estimate the complex amplitude of the

plane waves [139]. Issues related to the size of the array, number of plane waves and

ill-conditioned propagation matrices are addressed. The suitability of this technique

to obtain spatial information is also discussed making emphasis on parameters such

as distance to the acoustic source, area of accurate reconstruction and the complexity

of the target sound field.

The complex acoustic pressure at the point x based on a plane wave expansion is

given by:

p(x) =

∫

ŷ∈Ω
ejkx·ŷq(ŷ)dΩ(ŷ), (4.1)

in which ŷ indicates the different incoming directions of the plane wave density and

q(ŷ) is the amplitude density function. Due to the implementation of the method,

equation (4.1) must be discretized into a finite number of L plane waves, namely

p(x) =

L∑

l=1

ejkx·ŷlq(ŷl)∆Ωl, (4.2)

where ∆Ωl is the area attributed to each direction ŷl as result of the discretization

of the integral representation. The discretization of equation (4.1) is performed

using a predefined uniform distribution of L plane waves over a unit sphere [140].

Nevertheless, the use of a finite number of plane waves generates artifacts in the

sound field reconstruction. Figure 4.1 shows the real part of the acoustic pressure in

Pascals for a plane wave of 250 Hz coming from an elevation θ = 90◦ and azimuth

angle of φ = 45◦. The number of plane waves used in the expansion corresponds

to 64 and 144 (see Figure 4.2), respectively. The black circle represents the central

point of the expansion. The results indicate that the area where the acoustic field is
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accurate depends on the number of plane waves implemented for the synthesis, being

wider at a higher number of plane waves.

Figure 4.1: Comparison of sound field reconstruction at 250 Hz using 64 and 144
plane waves

Figure 4.2: Directions of the PWE using 64 and 144 plane waves

4.1.1.1 Formulation of the inverse problem

An implementation of an inverse method is proposed to calculate the amplitudes q of

a set of L plane waves that reconstruct a selected target acoustic field. To that end,

the acoustic pressure estimated from FEM at a specific location of the domain can

be understood as corresponding to the output from an omnidirectional microphone.

The combination of different acoustic pressure points generates a virtual microphone
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array which can be used to extract spatial information of the sound field. Based on

that information, the amplitude q of each plane wave is determined by the inversion

of the transfer function matrix between microphones and plane waves [139]. This

technique has been successfully implemented by Støfringsdal and Svensson for 2D

cases [13]. The principle is explained as follows: the complex acoustic pressure at M

virtual microphone positions is denoted using vector notation as

p(ω) = [p1(ω), pm(ω), . . . , pM (ω)]T , (4.3)

where pm is the acoustic pressure at the m-th virtual microphone. Likewise, the com-

plex amplitudes of L plane waves used to reconstruct the sound field are represented

by the vector

q(ω) = [q1(ω), ql(ω), . . . , qL(ω)]
T . (4.4)

Finally, the transfer function that describes the sound propagation from each plane

wave to each virtual microphone can be arranged in matrix notation as:

H(ω) =

∣∣∣∣∣∣∣∣

h11(ω) · · · h1L(ω)
... hml(ω)

...

hM1(ω) · · · hML(ω)

∣∣∣∣∣∣∣∣

in which hml = ejkxm·ŷl . Consequently, the relationship between the plane wave

amplitudes and the virtual microphone signals is

p(ω) = H(ω)q(ω). (4.5)

The amplitude of the plane waves is calculated by solving equation (4.5) for q(ω).

This is carried out in terms of a least squares solution, which minimizes the sum of

the squared errors between the reconstructed and the target sound field [139]. In the

case of an overdetermined problem (more virtual microphones than plane waves), the

error vector can be expressed as

e(ω) = p̃(ω)− p(ω), (4.6)
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where p̃(ω) is the pressure reconstructed by the plane wave expansion and p(ω) is

the target pressure from the FEM model. The least squares solution is achieved by

the minimization of a cost function J(ω) = eH(ω)e(ω) in which (·)H indicates the

Hermitian transpose. The minimization of the cost function J(ω) is given by [139]

q(ω) = H†(ω)p(ω), (4.7)

in which H†(ω) is the Moore-Penrose pseudo-inverse of the propagation matrix H(ω)

[139]. A preliminary analysis was performed in Matlab to establish the size of the

microphone array and the number of plane waves required to generate an inverse

matrix whose condition number is smaller than 106. The condition number is defined

as the ratio between the largest and the smallest singular value of the propagation

matrix H(ω). It has been shown in [139] that the stability of the solution provided by

the inverse method is determined by the condition number, therefore high values of

this parameter indicate that errors in the model such as noise or non-linearity of the

system will affect the result for q(ω) significantly. Firstly, a simple incoming plane

wave of 63 Hz (θ = 90◦, φ = 45◦) in free field was selected as a target. The sound

field was analytically calculated in a rectangular domain of dimensions (5m, 10m,

3m) and captured by 4 different virtual cube arrays with linear dimensions of 0.8

m, 1.2m, 1.6m and 2 m, respectively. The spatial resolution between microphones

corresponded to 0.1 m. 63 Hz was selected as a reference because the condition

number decreases with frequency, thus providing a reasonable lower threshold. Table

4.1 shows the condition number of matrixH(ω) for different sizes of array and number

of planes waves uniformly distributed over a unit sphere [140].

Length of the array L = 64 L = 144 L = 324

0.8 m (729 mics) 5.07e+08 2.91e+16 1.73e+17

1.2 m (2197 mics) 3.12e+07 1.80e+16 5.39e+16

1.6 m (4913 mics) 4.06e+06 1.21e+12 3.85e+16

2 m (9261 mics) 7.90e+05 8.53e+10 4.05e+16

2.4 m (15625 mics) 1.98e+05 9.47e+09 3.61e+16

Table 4.1: Condition number of the matrix H(ω) as function of the size of the
microphone array and the number of plane waves, 63 Hz

As expected, the condition number decreases as the size of the array increases. The

reason for that may be attributed to the wavelength of the plane wave which is

approximately 5.4 m at this frequency and a larger array captures more information
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of the sound field. Regarding the number of plane waves, the results suggest that

increasing its number does not improve the situation, instead, it compounds the

condition number significantly. This can be explained because at 63 Hz there is not

enough information in the sound field that is captured by the virtual microphone

array, therefore additional plane waves only make the inversion of the propagation

matrix H(ω) more difficult. An optimal relation of 64 plane waves, a microphone

array of 1.6 m of length with virtual microphone spacing of 0.2 m (729 microphone

positions) was found at 63 Hz. This spatial resolution (0.2 m) yields an aliasing

frequency of ≈ 850 Hz, which is sufficient for the range of the FE simulations. This

high frequency limit is calculated based on the Nyquist theorem for sampling signals

[141].

4.1.1.2 Sound field reconstruction

Acoustic simulations were conducted to analyze several aspects that affect the accu-

racy of the sound field reconstruction. Two sound fields corresponding to a plane

(PW) and spherical (SW) wave propagation were analytically synthesized in a free

field domain with dimensions of (5m, 10m, 3m) (see Figure 4.3). The incoming direc-

tion of the plane wave does not match with any incoming direction of the elements

of the plane wave expansion. Samples of the sound fields were extracted by using a

cubic virtual microphone array with linear dimensions of 1.6 m and a spatial reso-

lution of 0.2 m (729 microphone positions). This information was used to estimate

the complex amplitude of a set of plane waves. The number of plane waves was

chosen to be (L = 64) because this, in conjunction with the number of virtual micro-

phones, provides a low condition number of the matrix H(ω) . In addition, 64 is the

number of modes for a spherical harmonic expansion of 7th order, which facilitates

the comparison between approaches that is explained in section 4.1.3. Three type

of figures are used to analyze the sound field reconstruction by means of the inverse

method. The first one corresponds to the comparison between the real part of the

target (analytical) and the reconstructed acoustic pressure (Pa) in a cross-section of

the domain (z = 1.5m). Figure 4.4 provides an example of this kind of figure. The

origin of the coordinate system in the figures corresponds to the central point of the

expansion.
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Figure 4.3: Domain used to analytically predict the free field sound propagation

Figure 4.4: Example of figure type 1, the frequency corresponds to 125 Hz

The second type of figure illustrates an interpolated distribution of the complex

amplitude of the plane waves. This is performed by unwrapping the unit sphere in a

2D plot whose axis represent the elevation and azimuth angle in degrees, respectively.

This information is useful to assess the energy distribution of the plane wave density.

An example is presented in Figure 4.5. The white circles identify the position of the

plane waves. The total energy of the plane wave expansion is reported at the legend

of this type of figure.

Figure 4.5: Example of figure type 2
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The total energy of the plane wave expansion is calculate as

qtotal =

l=1∑

L

|ql|2 (4.8)

in which ql is the complex amplitude of the plane wave l-th. Finally, the last type

of figure illustrates 3 acoustic errors that have been adopted as a metric to evaluate

the accuracy of the reconstructed sound field by means of the inverse method. The

plots correspond to a cross-section of the domain (z = 1.5 m). The selected acoustic

errors are:

Amplitude error:

Epa(x) = 20 log10

( |p̃(x)|
|p(x)|

)
, (4.9)

Phase error:

Epp(x) = ∠ (p(x)p̃(x)∗) , (4.10)

where p̃(x) is the reconstructed pressure, p(x) is the target pressure and (·)∗ indi-

cates the complex conjugate operator. The amplitude error provides an insight about

whether the reconstructed acoustic field is louder or quieter compared to the target

one. The phase error allows to determine the phase differences between the recon-

structed and target acoustic fields. Nevertheless, because the amplitude of the plane

and spherical waves are different, a normalized error was implemented, which allows

these two types of sound fields to be compared. The normalized error is defined as

Enpa(x) = 10 log10

(
|p(x)− p̃(x)|2

|pt(x)|2

)
. (4.11)

An example of this type of figure is presented in Figure 4.6.
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Figure 4.6: Example of figure type 3

Figures 4.7 to 4.23 show the three set of figures for multiple positions of the array

and for two frequencies (63 Hz and 250 Hz). Three microphone array positions have

been selected for the analysis being the central point of the arrays at (2.5, 1.5, 1.5),

(2.5, 4.5, 1.5) and (2.5, 5.5, 1.5) based on the origin established in Figure 4.3. The

direction of propagation for the plane wave is θ = 90◦ and φ = 45◦. The point source

is located at (0.5, 9.5, 1.5). The black squares presented in figures type 1 represents

the position of the microphone array. Regarding figures type 3, the white contour

defines the region within which the normalized error is smaller than -20 dB and the

black circle corresponds to the area of accurate reconstruction based on the relation

proposed by Kennedy et al. [142]

L =

(⌈
eπ
R

λ

⌉
+ 1

)2

, (4.12)

in which L is the number of plane waves, e is euler’s number, λ is the wavelength and

R is the radius of a sphere within which the reconstruction is supposed accurate.
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Figure 4.7: Target and reconstructed field at 63 Hz, array position 1, PWE

Figure 4.8: Errors at 63 Hz, array position 1, PWE

Figure 4.9: Normalized gain PWE at 63 Hz, array position 1, qtotal(PW)=1.34,
qtotal(SW)=0.44

128



Chapter 4. Spatial Encoding of Numerical Simulations

Figure 4.10: Target and reconstructed field at 250 Hz, array position 1, PWE

Figure 4.11: Errors at 250 Hz, array position 1, PWE

Figure 4.12: Normalized gain PWE at 250 Hz, array position 1, qtotal(PW)=1.04,
qtotal(SW)=0.27
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These figures indicate that the inverse method is a suitable approach to synthesize

acoustic fields. Figures 4.7 and 4.10 (type 1) reveal that as expected, the reconstruc-

tion is accurately performed around the virtual microphone array. In terms of the

amplitude of the plane wave density (figures type 2), Figures 4.9 and 4.12 illustrate

that the energy is directionally concentrated at the plane wave positions closer to

the direction of propagation of the plane wave. For the spherical wave case, similar

results are obtained based on the location of the point source. Nevertheless, at 63

Hz the energy is less directionally concentrated in the plane wave density, which is a

consequence of the wave curvature that is more predominant compared to 250 Hz for

this specific source-array distance. Finally, the acoustic errors presented in Figures

4.8 and 4.11 (type 3) confirm that the area of accurate reconstruction depends on the

frequency of the acoustic field, being broader at low frequencies. A good agreement

between the area of accurate reconstruction and the radius predicted by equation

(4.12) was also found for both acoustic fields for this specific case.

Figure 4.13: Target and reconstructed field at 63 Hz, array position 2, PWE
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Figure 4.14: Errors at 63 Hz, array position 2, PWE

Figure 4.15: Normalized gain PWE at 63 Hz, array position 2, qtotal(PW)=1.34,
q
total

(SW)=1.74

Figure 4.16: Target and reconstructed field at 250 Hz, array position 2, PWE
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Figure 4.17: Errors at 250 Hz, array position 2, PWE

Figure 4.18: Normalized gain PWE at 250 Hz, array position 2, qtotal(PW)=1.04,
q
total

(SW)=0.61

Results for the array position 2 suggest that the acoustic near field produced by

the point source start to constrain the sound field reconstruction at 63 Hz. The

energy of the plane wave density has been distributed around the plane waves for the

spherical acoustic field at 63 Hz, which is expected as the curvature of the spherical

wave becomes more prevalent. Although the radius predicted by equation (4.12) does

not reach the position of the acoustic source, its proximity decreases the area where

the normalized error is smaller than -20 dB and there is not an agreement between

the two parameters in contrast with the results obtained for the array position 1.

Regarding plane wave propagation, the results are consistent with the array position
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1 due to the location of the array does not have any effect in the inversion for this

type of propagation.

Figure 4.19: Target and reconstructed field at 63 Hz, array position 3, PWE

Figure 4.20: Errors at 63 Hz, array position 3, PWE
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Figure 4.21: Normalized gain PWE at 63 Hz, array position 3, qtotal(PW)=1.34,
q
total

(SW)=3.03× 103

Figure 4.22: Target and reconstructed field at 250 Hz, array position 3, PWE)

Figure 4.23: Errors at 250 Hz, array position 3, PWE
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Figure 4.24: Normalized gain PWE at 250 Hz, array position 3, qtotal(PW)=1.04,
q
total

(SW)=2.23

The results are consistent which the outcomes found for the array position 2. Never-

theless, an interesting result was found based on the acoustic errors at 63 Hz for the

spherical acoustic field (see figure 4.20). The amplitude error indicates that outside

the region where the reconstruction is accurate the sound field is much louder than

the target field. This suggests that a significant part of energy of the plane wave den-

sity is used to reconstruct the sound field outside the region of interest. Regarding

the normalized error, the area of accurate reconstruction is compounded up to the

extent where the point source is located.

In general, the results from Figures 4.7 to 4.24 show that the implementation of an

inverse method is a suitable methodology to estimate the amplitude of the plane

waves. The area of accurate reconstruction produced by the plane wave expansion

depends on frequency and on position. Furthermore, an analysis of the errors sug-

gests a high congruence between the area with a low normalized error (smaller than

-20 dB) and the radius of validity computed from equation (4.12) for the plane wave

propagation case. For spherical wave propagation, this relation holds as long as the

plane wave assumption remains valid.

Effects of the sound field representation

The reconstruction of sound fields based on plane waves reveals constraints when a

spherical wave is intended to be reconstructed. In this case, the region of accurate

reconstruction shrinks and the relation given by equation (4.12) does not hold if the

far field assumption is not fulfilled, namely
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r < R(L,ω) (4.13)

where r is the distance to the point source and R(L,ω) is the radius predicted by

equation (4.12). Moreover, the distribution of the energy in the plane wave density

(figures type 2) indicates that for the case of a plane wave the energy is directionally

concentrated on the plane waves located closest to the direction of propagation of

the plane wave to be reconstructed. In contrast, a sparse distribution was found at

63 Hz when the virtual microphone array is positioned closer to the source (5 m and

2 m) for the spherical wave propagation. This result is consistent with the Weyl’s

integral, which describes a point source as an infinite superposition of propagating

and evanescent plane waves [14].

4.1.1.3 Regularization

A well established technique to improve the stability of the solutions of inverse meth-

ods is the use of regularization in the inversion of the propagation matrix H(ω) [139]

[143] [144]. Tikhonov regularization is one approach used for this purpose, it is based

on the concept of changing the cost function J(ω) by the inclusion of an additional

term [139], that is

J(ω) = eH(ω)e(ω) + β(ω)qH(ω)q(ω), (4.14)

where β(ω) is the regularization parameter, whose value is usually taken between

‖H(ω)‖2 /1000 and ‖H(ω)‖2 /5000 [13]. ‖H(ω)‖ corresponds to the norm (the largest

singular value) of the propagation matrix H(ω). The minimization of the cost func-

tion J(ω) established in equation (4.14) is given by [139]

q(ω) =
[
HH(ω)H(ω) + β(ω)I

]−1
HH(ω)p(ω). (4.15)

Equation (4.14) indicates that the minimization of the cost function takes into ac-

count the sum of the squared errors between the reconstructed and target acoustic

pressure and, in addition, the sum of the squared norm of plane wave amplitude

vector. Figures 4.25 to 4.38 illustrate the results of simulations according to the con-

ditions previously described but with Tikhnonov regularization. The value of β was

selected based on the range recommended by Støfringsdal and Svensson [13] where

a similar problem was addressed and by the evaluation of the complex amplitude of
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the plane waves required to synthesize the sound field. The value of β is reported for

each specific case and it was calculated as

β = ‖H(ω)‖2 ǫ (4.16)

in which ‖·‖ is the norm (the largest singular value) of the propagation matrix H(ω)

and ǫ is an arbitrary constant.

Figure 4.25: Target and reconstructed field at 63 Hz, regularized case β = 0.033,
array position 1, PWE

Figure 4.26: Errors at 63 Hz, regularized case β = 0.033, array position 1, PWE
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Figure 4.27: Normalized gain PWE at 63 Hz, regularized case β = 0.033, array
position 1, q

total
(PW)=0.34, q

total
(SW)=0.08

Figure 4.28: Target and reconstructed field at 250 Hz, regularized case β = 0.003,
array position 1, PWE

Figure 4.29: Errors at 250 Hz, regularized case β = 0.003, array position 1, PWE
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Figure 4.30: Normalized gain PWE at 250 Hz, regularized case β = 0.003, array
position 1, qtotal(PW)=1.04, qtotal(SW)=0.27

An analysis of the normalized error (see Figure 4.26) reveals that the implementation

of regularization reduces the area of accurate reconstruction at 63 Hz compared to the

non-regularized case (Figure 4.8). In contrast, the regularization has not a significant

effect in the sound field reconstruction at 250 Hz. This can be explained because

the condition number at this frequency is very low (45.9), which indicates that the

regularization has no relevance in the inversion of the matrix H(ω). These findings

are consistent for both types of acoustic field, the plane and spherical propagation,

respectively. Nevertheless, according to Figures 4.25 and 4.26 the amplitude of the

acoustic fields outside the radius predicted by equation (4.12) tends to be smaller

for the regularized case at 63 Hz. This particular result is discussed later under the

perspective of a translated acoustic field. Finally, Figure 4.27 shows that the energy

distribution of the plane wave density is more directionally concentrated at 63 Hz

compared to the results obtained for the non-regularized case (Figure 4.9). This is

expected as the area of accurate reconstruction has been reduced, which leads to the

curvature of the spherical acoustic field being less prevalent in that area. In other

words, the plane and spherical acoustic fields are more similar if the area where they

are compared is smaller (this relation being dependent on the distance to the point

source and the frequency of the acoustic fields).
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Figure 4.31: Target and reconstructed field at 63 Hz, regularized case β = 0.33,
array position 2, PWE

Figure 4.32: Errors at 63 Hz, regularized case β = 0.33, array position 2, PWE

Figure 4.33: Normalized gain PWE at 63 Hz, regularized case β = 0.33, array
position 2, qtotal(PW)=0.25, qtotal(SW)=0.15
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Figure 4.34: Target and reconstructed field at 250 Hz, regularized case β = 0.03,
array position 2, PWE

Figure 4.35: Errors at 250 Hz, regularized case β = 0.03, array position 3, PWE

Figure 4.36: Normalized gain PWE at 250 Hz, regularized case β = 0.03, array
position 2, q

total
(PW)=1.04, q

total
(SW)=0.61
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The results are consistent with the outcomes found for the regularized case at the

array position 1. The area within which the normalized error is smaller than -20 dB

is reduced and the energy distribution of the plane wave density is more directionally

concentrated compared to the non-regularized case. Although the array is closer to

the source, there is no effect of the regularization at 250 Hz.

Figure 4.37: Target and reconstructed field at 63 Hz, regularized case β = 32.74,
array position 3, PWE

Figure 4.38: Errors at 63 Hz, regularized case β = 32.74, array position 3, PWE

142



Chapter 4. Spatial Encoding of Numerical Simulations

Figure 4.39: Normalized gain PWE at 63 Hz, regularized case β = 32.74, array
position 3, qtotal(PW)=0.12, qtotal(SW)=0.31

Figure 4.40: Target and reconstructed field at 250 Hz, regularized case β = 2.81,
array position 3, PWE

Figure 4.41: Errors at 250 Hz, regularized case β = 2.81, array position 3, PWE
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Figure 4.42: Normalized gain PWE at 250 Hz, regularized case β = 2.81, array
position 3, q

total
(PW)=0.84, q

total
(SW)=1.75

The comparison of the acoustic fields for the non-regularized and regularized case

(Figures 4.19 and 4.37) indicates important differences in the sound field reconstruc-

tion for the array position 3 at 63 Hz. For the spherical field, this array is located at

the closest distance to the point source compared to the other 2 array positions. This

condition implies a more relevant influence of the near field produced by the acoustic

source, particularly at 63 Hz. At this array position, while the synthesized acoustic

field at 63 Hz without regularization tends to preserve the curvature of the spherical

wave propagation for the spherical field, the opposite happens with regularization in

which the wavefronts are more similar to a plane wave propagation. However, outside

the radius predicted by equation (4.12) a significant amount of energy is required for

the non-regularized approach compared to the regularized one. This is confirmed

by the analysis of the acoustic errors for both cases (Figures 4.20 and 4.38). An

interesting result was found for the plane wave propagation at 63 Hz. According

to Figures 4.21 and 4.39, the energy distribution of the plane wave density is less

concentrated with regularization than the non-regularized case because the value of

β is much higher compared to the other two array positions. This clearly shows the

significance of β in the inversion of the matrix H(ω).

The results for the 3 array positions indicate that Tikhonov regularization leads the

energy distribution of the plane wave density to be more directionally concentrated

for the spherical field. However, this is done at the expense of reducing the area

where the normalized error is smaller than -20 dB. Regarding the acoustic fields, the

inclusion of regularization affects both the plane and spherical fields, but mainly at

low frequencies. The reason for this outcome is associated with the small value of

the condition number (45.9) at 250 Hz, which suggests that the regularization does

not have a significant influence in the inversion of the propagation matrix. A further

analysis has been carried out to evaluate the effect of including regularization in the
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inverse problem. Figures 4.43 to 4.45 illustrate the absolute value squared of the

elements of vector q(ω). The non-regularized and regularized cases are compared

for the three different positions previously considered based on the spherical acous-

tic field. Only 63 Hz is illustrated because this is the frequency range where the

regularization has a significant effect.

Figure 4.43: Complex amplitude of the PWE, SW, 63 Hz, position 1

Figure 4.44: Complex amplitude of the PWE, SW, 63 Hz, position 2
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Figure 4.45: Complex amplitude of the PWE, SW, 63 Hz, position 3

Figures 4.43, 4.44 and 4.45 indicate that the application of regularization allows for

a reduction of the energy required to reconstruct the sound field. The decrease of the

energy depends on the amount of regularization, which in turn, can be determined

by the distance of the virtual microphone array to the point source. In general, the

regularization produces a synthesis of the sound field that uses less energy. Never-

theless, as consequence of that, the area of accurate reconstruction is reduced. The

implementation of regularization in the inversion is convenient for two main reasons:

firstly, it reduces the energy outside the radius given by equation (4.12). This is im-

portant because if a translation of a sound field is applied, it is not desirable to have

zones with higher energy. Secondly, the regularization reduces the effect of numerical

errors given by the FE simulations.

An additional analysis in terms of spherical harmonics was performed to evaluate

the influence of regularization. The expansion of equation (4.1) in terms of spherical

harmonics using the Jacobi-Anger relation leads to

p(x, ω) =

∫

Ω

∞∑

n=0

n∑

m=−n

jn(krx)Y
m
n (θx, φx, ω)j

n4πY m
n (θy, φy, ω)

∗q(θy, φy, ω)dΩ

(4.17)

which in turn, after the discretization of the domain in a finite number of plane waves

is transformed into
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p(x, ω) =

L∑

l=1

∞∑

n=0

n∑

m=−n

jn(krx)Y
m
n (θx, φx, ω)j

n4πY m
n (θl, φl, ω)

∗q(θl, φl, ω)∆Ωl

(4.18)

where ∆Ωl is the area attributed to each direction ŷl as result of the discretization

of the integral representation. The complex spherical harmonic coefficients Ãnm(ω)

are defined based on the general expansion of the sound field by spherical harmonics

(equation (2.55)) as

Ãnm(ω) =
L∑

l=1

jn4πY m
n (θl, φl, ω)

∗q(θl, φl, ω)∆Ωl (4.19)

Figures 4.46 to 4.48 show the sum of the absolute value of the complex spherical har-

monic coefficients Ãnm squared for each order n up to 7th order. The non-regularized

and regularized cases are compared for the three different array positions for the

spherical acoustic field at 63 Hz.

Figure 4.46: Energetic sum of complex spherical harmonic coefficients for each
order n, SW, 63 Hz, position 1
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Figure 4.47: Energetic sum of complex spherical harmonic coefficients for each
order n, SW, 63 Hz, position 2

Figure 4.48: Energetic sum of complex spherical harmonic coefficients for each
order n, SW, 63 Hz, position 3

The implementation of regularization has a significant effect on the high spherical

harmonics. In this case, the energy of orders higher than 3rd (2nd for the closest

position to the source) is drastically reduced. This condition may be explained by

the fact that for a specific kr value, just a finite order of spherical harmonics is re-

quired to achieve an accurate sound field reconstruction (N = kr) [77]. If the area

is reduced, which happens with the regularization, a lower order is necessary. In

addition, the calculation of high order coefficients is the cause of the instability in

the inverse problem, so by reducing the energy at high orders, regularization achieves

a more stable solution.
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Influence of β in the regularization of the inverse problem

Previous section demonstrated the suitability of Tikhonov regularization to optimize

the results obtained from the inverse problem. In this section, an investigation about

the influence of β as regularization parameter is addressed. This is performed by

modifying the value of ǫ in equation (4.16). A sound field corresponding to a spherical

wave propagation was analytically calculated in a domain of (10m x 10m x 3m). The

frequency of the wave was 125 Hz. The acoustic source was located at (5, 9.5, 1.2)

origin at the left-bottom corner. The sound field was sampled using a cubic virtual

microphone array with linear dimensions of 1.6 m and a spatial resolution of 0.2 m

(729 microphone positions). The central point of the microphone array was located

at (5, 7, 1.2). Four values of ǫ, a = 10−6, b = 10−5, c = 10−4 and d = 10−3, were used

to calculate β and reconstruct the acoustic field. Figure 4.49 shows the synthesized

sound field according to the values of ǫ. The non-regularized case is also illustrated

for comparison purposes.

Figure 4.49: Target and reconstructed fields for different ǫ values

The results indicate that the influence of β is significant outside of the region of the

microphone array. In this case, the amplitude of the acoustic pressure decreases as ǫ

increases. An analysis based on acoustic errors is presented in Figures 4.50 to 4.52.
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Figure 4.50: Amplitude error for different ǫ values

Figure 4.51: Phase error for different ǫ values
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Figure 4.52: Normalized error for different ǫ values

The amplitude errors indicate that the reconstructed sound field is quieter when the

value of ǫ is increased. This result is appropriate, as zones with high acoustic pressure

are not desired from the translation point of view. Nevertheless, not significant

changes were found between the cases (c) and (d), which suggest that in (d) more

regularization than required is being applied. These outcomes are also consistent for

the phase errors. Finally, the normalized errors reveal that the region in which the

reconstruction of the sound field is accurate does not longer match with equation

(4.12), being reduced as ǫ increases. However, the opposite happens outside of the

radius predicted by equation (4.12) where the reconstruction is more accurate. A

further analysis in terms of the total energy of the plane wave expansion is presented

in Figure 4.53. Additional values of ǫ have been calculated to evaluate its impact in

the plane wave density.
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Figure 4.53: Total energy of the plane wave density for different ǫ values

Figure 4.53 shows that ǫ has a significant impact in the energy used for the plane wave

expansion to reconstruct the acoustic field. The total energy is reduced following

a logarithmic decay as higher values of ǫ are selected. This result is expected as

ǫ determines the amount of regularization, which in turn, aims to minimize a cost

function where the complex amplitude of the plane waves are considered. As corollary,

the selection of ǫ mainly influences:

• The accuracy of the reconstructed acoustic field inside and outside of the region

determined by (4.12).

• The total energy of the plane wave density.

In this thesis, ǫ is selected based on an iterative process in which the total energy

of the plane wave density and the accuracy of the synthesized acoustic field are

considered together. This generates a trade-off between the efficiency and accuracy

of the plane wave expansion. Furthermore, the selection of ǫ is carried out aiming to

reduce zones with high acoustic pressure outside of the region determined by equation

(4.12), which is convenient for a translation operator.

4.1.2 Spherical harmonic expansion

Analogous to the PWE, the decomposition of the sound field using spherical harmo-

nics (SHE) is another suitable representation which allows to describe the acoustic
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field in an unbounded or bounded space. In this subsection, the same concept of

an inverse approach is implemented to estimate a finite set of spherical harmonic

coefficients Anm(ω), which provide a local description of the sound field. The in-

verse problem is formulated based on Equation (2.55), which establishes the general

representation of the sound pressure using spherical harmonics and spherical Bessel

functions. The complex acoustic pressure at B virtual microphone positions are de-

noted using vector notation as

p = [p1, pb, . . . , pB ]
T , (4.20)

where pb is the acoustic pressure at the b-th virtual microphone. The complex coe-

fficients Anm used to decompose the sound field are represented by the vector

a =
[
Aν(1)µ(1), Aν(s)µ(s), . . . , Aν(S)µ(S)

]T
. (4.21)

in which, ν(s) = ⌈√s− 1⌉ and µ(s) = s − 1 − ν − ν2. ⌈·⌉ corresponds to ceiling

rounding. Finally, the transfer function Y that describes the relation between each

complex coefficient Anm and each virtual microphone can be arranged in matrix

notation as:

Y =

∣∣∣∣∣∣∣∣

y11 · · · y1S
... ybs(ω)

...

yB1 · · · yBS

∣∣∣∣∣∣∣∣

in which ybs = jν(krb)Yνµ(θb, φb). Consequently, the relationship between the com-

plex coefficients and the virtual microphone signals is

p = Ya. (4.22)

The solution of equation (4.22) for a is given by [139]:

a(ω) = Y†(ω)p(ω), (4.23)

in which Y†(ω) is the Moore-Penrose pseudo-inverse of the propagation matrix Y(ω)

[139]. In the following, an analysis is considered of the relation between the size of

the virtual array and the maximum order of spherical harmonic coefficients that can
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be computed with a good level of accuracy. The condition number of the matrix to be

inverted and the effects of the Tikhonov regularization used to stabilize the solution

are also discussed. Firstly, a simple incoming plane wave of 63 Hz (θ = 90◦,φ = 45◦)

in free field was selected as a target to evaluate the relation between the size of the

virtual microphone array and the number of spherical harmonic coefficients. The

sound field was analytically calculated in a rectangular domain of dimensions (5m,

10m, 3m) and captured by 4 different virtual cube arrays with linear dimensions of

0.8 m, 1.2m, 1.6m and 2 m, respectively. The spatial resolution between microphones

corresponded to 0.1 m. Table 4.2 shows the condition number for different sizes of

array and maximum order of spherical harmonics estimated.

Array N = 5 N = 6 N = 7 N = 8 N = 9 N = 10

0.8 m (729 mics) 2.54e+05 6.97e+06 1.49e+08 4.74e+09 1.49e+11 7.41e+12

1.2 m (2197 mics) 3.63e+04 6.54e+05 9.56e+06 1.96e+08 4.17e+09 1.23e+11

1.6 m (4913 mics) 8.82e+03 1.19e+05 1.32e+06 2.03e+07 3.27e+08 7.04e+09

2 m (9261 mics) 2.86e+03 3.09e+04 2.77e+05 5.07e+08 4.40e+07 7.51e+08

Table 4.2: Condition number of matrixY for different maximum order of spherical
harmonics N and size of the microphone array, 63 Hz

Consistently with the results of the plane wave expansion, the condition number

decreases as the size of the array increases. Nevertheless, regarding the order of

spherical harmonics, the condition number increases with the maximum order N .

Based on equation (4.12), a low order expansion is required to reconstruct the sound

field in the array area. Spherical harmonic coefficients that are not significant to

synthesize the sound field at 63 Hz within the radius predicted by (4.12) are being

calculated which affects the stability of the solution. A configuration of order N = 7

and a cube-shape microphone array with linear dimensions of 1.6 m with a spatial

resolution of 0.2 m (729 microphone positions), which provides a radius of accurate

reconstruction of approximately 0.6 m when the inversion is carried out up to 447

Hz, was selected for the simulations. Figures 4.54 to 4.61 illustrate the synthesized

sound field and the acoustical errors at the array positions 1 and 3. The black square

represents the position of the array, the white contour indicates the area where the

normalized error is smaller than -20 dB and the circle corresponds to the radius of

validity computed using equation (4.12).
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Figure 4.54: Target and reconstructed field at 63 Hz, array position 1, SHE

Figure 4.55: Errors at 63 Hz, array position 1, SHE

Figure 4.56: Target and reconstructed field at 250 Hz, array position 1, SHE

155



Chapter 4. Spatial Encoding of Numerical Simulations

Figure 4.57: Errors at 250 Hz, array position 1, SHE

The results indicate that the inverse method is a suitable approach to estimate a set

of complex coefficients Anm, which provide a local description of the target acoustic

field. Regarding the sound field reconstruction, Figures 4.54 and 4.56 show that the

energy outside the radius predicted by equation (4.12) is highly reduced. This find-

ing is a consequence of the truncation of the spherical harmonic expansion. Higher

orders have a more significant contribution far from the centre of the expansion due

to behaviour of the spherical Bessel functions. The lower energy in the reconstructed

sound field beyond the radius predicted by equation (4.12) is confirmed by the anal-

ysis of the amplitude errors (Figures 4.55 and 4.57). A good agreement between

the radius of validity (equation (4.12)) and the area where the normalized error was

smaller than -20 dB was also found for the spherical harmonic expansion.
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Figure 4.58: Target and reconstructed field at 63 Hz, array position 3, SHE

Figure 4.59: Errors at 63 Hz, array position 3, SHE

Figure 4.60: Target and reconstructed field at 250 Hz, array position 3, SHE
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Figure 4.61: Errors at 250 Hz, array position 3, SHE

The figures indicate that, as expected, the area over which the reconstruction is

accurate depends on frequency and is wider at lower frequencies. A comparison

of the normalized errors shows good agreement between the area where the error

is less than -20 dB and the radius predicted by equation (4.12) regardless of the

position of the array. However, this relation remains in the case of the spherical

field as long as the predicted radius is smaller than the distance between the centre

of the array and the position of the point source. If that happens, the area of

accurate reconstruction shrinks to an extent that depends on the distance of the

source. This can be explained by the fact that the spherical harmonic formulation

(interior case) relies on the assumption that no acoustic source is present within the

area of reconstruction. Similar results were found for the amplitude and phase errors.

A comparison between the sum of the squared absolute value of the Anm coefficients

for each order n predicted by the inverse method and those calculated analytically is

presented in figure 4.62 for the three array positions. The analytical coefficients are

calculated from equation (2.57).
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Figure 4.62: Comparison of the complex spherical harmonic coefficients, SW, 63
Hz

Figure 4.62 indicates that the inverse method is able to estimate with high accuracy

the total energy of the complex spherical harmonic coefficients according to the order.

A small mismatch was found for the highest order in the array position 3, which can

be attributed to numerical errors. Nevertheless, Figure 4.58 shows zones with high

acoustic pressure values outside of the radius predicted by equation (4.12) for the

spherical field when the array is located closer to the source. This suggests that a

large amount of energy is used at high orders to reconstruct the sound field outside

the radius of reconstruction. This outcome is related to the contribution of the

highest orders in the sound field reconstruction, which is higher further from the

central point of the expansion due to the shape of the spherical Bessel functions.

4.1.2.1 Regularization

The implementation of Tikhonov regularization in the inversion of spherical harmonic

matrixY is addressed below. Figures 4.63 and 4.64 illustrate the reconstructed sound

field and the acoustic errors at 63 Hz based on the array located at the position 3,

but with Tikhnonov regularization. The case of 250 Hz is not illustrated because the

regularization does not have a significant effect at this frequency. A comparison in

terms of the energy of the complex spherical harmonic coefficients is shown in Figure

4.65.

159



Chapter 4. Spatial Encoding of Numerical Simulations

Figure 4.63: Target and reconstructed field at 63 Hz, regularized case β = 0.04,
array position 3, SHE

Figure 4.64: Errors at 63 Hz, regularized case β = 0.04, SHE

160



Chapter 4. Spatial Encoding of Numerical Simulations

Figure 4.65: Comparison of the complex spherical harmonic coefficients, regula-
rized, array position 3, SHE

The outcomes suggest that the implementation of Tikhnonov regularization drasti-

cally reduces the energy of the highest orders, but at the expense of reducing the

radius of accurate reconstruction. However, the spatial average of the normalized

error over the whole domain where the calculations were performed (see Figure 4.3)

indicates that the sound field reconstruction is performed more accurately with regu-

larization. These results show that the solution with regularization is more efficient

in terms of the energy required to synthesize the sound field, but it is also more

accurate in terms of the spatially-averaged normalized error when the whole domain

is considered. Table 4.3 shows the spatially-averaged normalized acoustic error for

the two cases.

Inversion Spatially-averaged normalized error (dB)

Non-regularized 28.6

Regularized -5.8

Table 4.3: Normalized acoustic error for the non-regularized and regularized case
averaged over the domain of the calculation

4.1.3 Comparison between the plane wave and spherical harmonic

expansion

A comparison of the plane wave and spherical harmonic representation has been

carried out in terms of the acoustic errors. The frequency corresponds to 250 Hz to

reduce the constraint imposed by the near field at 63 Hz. The number of spherical

harmonic coefficients considered for the analysis is 64, which is the same as the
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number of plane waves used to synthesize the sound fields. Figures 4.66 and 4.67

shows the reconstructed sound field based on a plane wave and spherical harmonic

expansion, respectively. A plane and spherical acoustic wave propagation have been

selected as a reference. The acoustic errors are illustrated in Figures 4.68 to 4.70.

Finally, Table 4.4 indicates the acoustic errors spatially-averaged over the whole

domain of the calculation (see Figure 4.3). For the case of amplitude and phase

errors, the spatial average has been performed using the absolute value of these

quantities.

Figure 4.66: Comparison of reconstructed sound fields, plane wave, 250 Hz, PWE
and SHE

Figure 4.67: Comparison of reconstructed sound fields, spherical wave, 250 Hz,
PWE and SHE
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Figure 4.68: Amplitude error, 250 Hz, PW and SW

Figure 4.69: Phase error, 250 Hz, PW and SW

Figure 4.70: Normalized error - 250 Hz - PW and SW

Error PW-PWE PW-SHE SW-PWE SW-SHE

Amplitude (dB) 1.74 5.05 2.95 4.46

Phase (rad) 1.56 0.84 1.14 0.78

Normalized (dB) -1.24 -5.64 -2.43 -6.24

Table 4.4: Spatially-averaged acoustic errors, 250 Hz, PWE and SHE
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The results indicate that there is a good agreement between the area of accurate re-

construction and the region predicted by equation (4.12) for both approaches. How-

ever, the synthesized sound fields outside the region of validity are different. In the

case of the spherical harmonic representation, the sound field is attenuated due to

the absence of higher orders above order N , which mainly contribute to the recon-

struction away from the origin and which were excluded from the representation. In

contrast, the plane wave representation contains the information of higher orders,

but they are incorrect. An analysis of the acoustical errors shows that the plane

wave representation provides better accuracy in terms of amplitude but this is not

the case for the phase and normalized error.

If the spherical harmonic representation is used to reconstruct the sound field using

a multichannel technique such as Ambisonics, the decoding stage will produce the

higher orders leading to results similar to the plane wave expansion. This means

that the higher orders will be generated but not correctly. This outcome is related

to the fact that the PWE and the SHE are just the spatial transformation of each

other. A well established technique to decode Ambisonic signals is called the mode-

matching approach [78]. The reconstruction of an acoustic field described by the

complex coefficients Anm using a set of L plane waves, each of them with different

complex amplitude q̃l and direction (θl, φl), can be expressed using the Jacobi-Anger

expansion as:

N∑

n=0

n∑

m=−n

Anm(ω)jn(krx)Y
m
n (θ, φ) =

4π
L∑

l=1

q̃l(ω)
N∑

n=0

jnjn(kr)
n∑

m=−n

Y m
n (θ, φ)Y m

n (θl, φl)
∗. (4.24)

The simplification of the above equation using the orthogonality relation of the spher-

ical harmonics yields the following mode-matching equation for each n and m

Anm(ω) = 4π
L∑

l=1

N∑

n=0

jnql(ω)Y
m
n (θl, φl)

∗, (4.25)

for n = 0...N and |m| ≤ n. This is a finite set of linear equations that can be solved

in terms of the least squares solution using an inverse method. In order to have
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at least one solution, the number of spherical harmonics (N + 1)2 is required to be

lower than, or equal to, the number of plane waves, namely L ≥ (N + 1)2. Figures

4.71 and 4.72 show the comparison of reconstructed sound fields that have been

predicted using 3 different approaches. The first method corresponds to a plane wave

expansion whose complex amplitudes q(ω) have been calculated according to section

4.1.1. The second one is a spherical harmonic representation in which the complex

coefficients a(ω) have been estimated according to section 4.1.2. Finally, the last

approach is a plane wave expansion whose complex amplitudes q(ω) are predicted by

implementing a decoding stage to the complex spherical harmonic coefficients a(ω).

This is performed by solving equation (4.25) for q̃, namely

q̃ = Y†a. (4.26)

Figure 4.71: Comparison of reconstructed sound fields, plane wave, 250 Hz, PWE,
SHE and Decoder

Figure 4.72: Comparison of reconstructed sound fields, spherical wave, 250 Hz,
PWE, SHE and Decoder
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Figures 4.71 and 4.72 indicate that the decoding of spherical harmonic coefficients

into a set of L plane waves leads to a similar results as a plane wave expansion of

L plane waves whose amplitudes q(ω) have been estimated by the inverse problem

formulated in section 4.1.1. The reason for the discrepancy may be associated to

the implementation of regularization to predict q(ω). Although the plane wave and

spherical harmonic expansions are equivalent, the discretization of the domain and

the truncation of the series generate different artifacts for each representation. An

analysis of both methods is conducted by the transformation of the PWE in terms

of spherical harmonics using equation 4.19. Then, the resulting coefficients Ãnm are

compared with the Anm coefficients calculated from the analytical expressions given

by equations (2.56) or (2.57) according to the type of wave propagation. Figure 4.73

illustrates the sum of the absolute value of the coefficients Ãnm and Anm squared for

each order n up to 10th order. Results indicates that the coefficients are the same

up to 7th, which suggests that the equivalence between the plane wave and spherical

harmonic representation holds only up to the order given by the number of plane

waves (N =
√
64− 1), namely 7th.

Figure 4.73: Comparison of Anm coefficients computed from the PWE and the
analytical expression
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4.2 Encoding directional information from FE simula-

tions

The previous sections support the concept of encoding spatial information from acous-

tic pressure meshed data by means of an inverse method. In this section, results

obtained from FE simulations are processed using a plane wave expansion for the

same purpose. Evaluations of the reconstructed sound fields are presented for several

reference cases. The use of regularization in the inversion of the propagation matrix

H(ω) is analyzed based on the acoustic errors and the energy distribution of the

plane wave density.

The complex acoustic pressures obtained from the finite element method simulations

are used to generate a cubic virtual microphone array with linear dimensions of 1.6

m. The spacing between microphones was chosen to be 0.2 m based on the results

obtained in section 4.1.1.2. Because the position of the virtual microphones does

not necessarily match with the nodes of the mesh, the complex acoustic pressures at

those locations are determined by an interpolation process.

4.2.1 Single reflecting wall

This scenario corresponds to a rectangular domain with dimensions of (5m, 10m,

3m) whose boundaries provide an approximate 100 % of sound absorption except

for one of them, which is rigid. This is done by coupling perfect matched layers at

the boundaries where no reflections are intended to be generated. The simulations

were conducted using a mesh resolution of 6 elements per wavelength. The elements

used for the discretization of the domain correspond to regular tetrahedrons. Two

virtual microphone arrays with central locations at (4, 1.5, 1.2) and (4, 5.5, 1.2) were

considered. The acoustic source was located at (4, 9.5, 1.2). Figure 4.74 illustrates

a sketch of the domain with the virtual microphone array located at position 1 and

the cross-section used (z = 1.2 m) to display the results.
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Figure 4.74: Sketch of the single-wall model, FEM

Figures 4.75 and 4.76 illustrate the reconstruction of the sound field at position 1

by means of the inverse method with and without regularization, respectively. The

frequencies of 63 Hz and 250 Hz have been considered for the analysis. The results

indicate that the inverse method is a suitable approach to generate a plane wave

representation of the acoustic fields predicted by FEM. A comparison in terms of the

energy distribution of the plane wave density is presented in Figures 4.77 and 4.78.

The white circles represent the direction of the acoustic source (θ = 90◦, φ = 90◦)

and its image (θ = 90◦, φ = 135◦), which is a good representation of the reflection

produced by the hard boundary in this specific case.

Figure 4.75: Target and reconstructed field at 63 Hz and 250 Hz, single wall,
position 1
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Figure 4.76: Target and reconstructed field at 63 Hz and 250 Hz, single wall,
regularized β = 0.33× 10−3, position 1

Figure 4.77: Normalized amplitude PWE at 63 Hz and 250 Hz, single wall, posi-
tion 1, q

total
(63)=1.56× 10−4, q

total
(250)=7.1× 10−5

Figure 4.78: Normalized amplitude PWE at 63 Hz and 250 Hz, regularized β =
0.33× 10−3, single wall, position 1, qtotal(63)=4.17× 10−5, qtotal(250)=7.1× 10−5

The figures reveal that the inclusion of regularization in the inverse problem leads

to similar outcomes to those obtained in section 4.1.1.3. A more directionally con-

centrated distribution in the energy of the plane wave density was found for the

regularized case at 63 Hz. Furthermore, this concentration is focused on the direc-

tion given by the image source model. Figure 4.79 also indicates that the application

of regularization yields a more efficient approach in terms of the amplitude of the
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plane waves required to synthesize the sound fields. The acoustic errors are presented

in Figures 4.80 and 4.81.

Figure 4.79: Complex amplitude of the PWE, single wall, 63 Hz, position 1

Figure 4.80: Errors at 63 Hz and 250 Hz, single wall, position 1
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Figure 4.81: Errors at 63 Hz and 250 Hz, regularized β = 0.33×10−3, single wall,
position 1

As expected, the application of regularization reduces the area where the normalized

error is smaller than -20 dB at the frequencies were the regularization has a relevant

effect in the inversion of the problem. Figures 4.82 and 4.83 illustrate the sound field

reconstruction for the array position 2 with and without regularization, respectively.

Figure 4.82: Target and reconstructed field at 63 Hz and 250 Hz, single wall,
position 2
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Figure 4.83: Target and reconstructed field at 63 Hz and 250 Hz, single wall,
regularized β = 0.33, position 2

The outcomes are consistent with previous simulations showing that for the non-

regularized case the amplitude of the reconstructed field is bigger than the target

field in some areas when the array is close to the acoustic source. Figures 4.84 and

4.88 show the spatial distribution of the energy in the plane wave density. The

incoming direction of the corresponding image source is (θ = 90◦, φ = 153.4◦) for

this configuration.

Figure 4.84: Normalized amplitude PWE at 63 Hz and 250 Hz, single wall, posi-
tion 2, qtotal(63)=2.8× 10−3, qtotal(250)=2.0× 10−4

Figure 4.85: Normalized amplitude PWE at 63 Hz and 250 Hz, regularized β =
0.33, single wall, position 2, qtotal(63)=6.73× 10−5, qtotal(250)=2.0× 10−4
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The figures reveal that regularization has an important effect in the spatial distribu-

tion of the energy of the plane wave density at 63 Hz. For this frequency, a higher

directionally concentrated representation was found when regularization is imple-

mented. A good agreement between the incoming direction of the image source and

the energy distribution across the plane wave density was found at 250 Hz. At 63 Hz,

a higher agreement using regularization was found compared to the non-regularized

case. Figure 4.86 also shows that the complex amplitude of the plane waves is much

lower when the regularization is applied. The acoustic errors are presented in Figures

4.87 and 4.88 for the non-regularized and regularized cases, respectively.

Figure 4.86: Complex amplitude of the PWE, single wall, 63 Hz, position 2
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Figure 4.87: Errors at 63 Hz and 250 Hz, single wall, position 2

Figure 4.88: Errors at 63 Hz and 250 Hz, regularized β = 0.33, single wall, position
2

The analysis of the normalized errors indicates that the area where the error is smaller

than -20 dB shrinks to approximately 3 m2 when regularization is applied. However,

174



Chapter 4. Spatial Encoding of Numerical Simulations

the amplitude errors suggest that the reconstructed sound field is quieter than the

target field in some areas for the regularized case. The opposite happens for the

non-regularized case where the reconstructed field is louder. This result may have a

significant effect when a translation operator for the sound field is applied because

zones with much higher acoustic energy are not desired.

4.2.2 Meeting room

A more complex environment was selected to carry out the simulations and evaluate

the robustness of the inverse method. The meeting room 4079 is a small room where

the distance between source(s)-receiver(s) is relatively short, thus undermining the

assumption of plane wave propagation. This condition provides a good scenario to

test the applicability of regularization, the accuracy of the sound field reconstruction

and the distribution of the energy across the plane wave density. A sketch of the

setup is presented in Figure 4.89. The source position corresponded to B1 according

to the configuration described in Figure 3.2.

Figure 4.89: Sketch of the meeting room model, FEM

Figures 4.90 to 4.93 show the reconstruction of the sound field on the cross-section

illustrated in Figure 4.89. The regularized and non-regularized cases are compared

at 63 Hz and 250 Hz. The results indicate that the inverse method is able to predict

a plane wave expansion whose complex amplitudes synthesize the sound field even

at low frequencies where the plane wave propagation assumption is not completely

fulfilled.
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Figure 4.90: Target and reconstructed field, meeting room, 63 Hz

Figure 4.91: Target and reconstructed field, regularized β = 0.33, meeting room,
63 Hz

Figure 4.92: Target and reconstructed field, meeting room, 250 Hz
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Figure 4.93: Target and reconstructed field, regularized β = 0.33, meeting room,
250 Hz

The spatial energy distribution of the plane wave density is presented in Figures

4.94 and 4.95 for the non-regularized and regularized cases. The results show that

a more directionally concentrated energy distribution of the plane wave density is

obtained using regularization at 63 Hz. An interesting result was also found by

the implementation of regularization at this frequency, the reconstructed sound field

seems to be dominated by the spherical harmonic of order 2 and mode 2 [14] (see

Figure 4.96).

Figure 4.94: Normalized amplitude PWE, meeting room, qtotal(63)=26.11,
qtotal(250)=7× 10−4

Figure 4.95: Normalized amplitude PWE, regularized β = 0.33, meeting room,
qtotal(63)=2.6× 10−3, qtotal(250)=7× 10−4
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Figure 4.96: Imaginary part of the spherical harmonic of order n = 2 and mode
m = 2

Figure 4.97 shows a significant reduction in the energy of the plane waves when

regularization is applied. A difference between 1 and 2 orders of magnitude was found

for the non-regularized and regularized cases. The acoustic errors are presented in

Figures 4.98 to 4.103.

Figure 4.97: Complex amplitude of the PWE, meeting room
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Figure 4.98: Amplitude error, meeting room

Figure 4.99: Amplitude error, regularized β = 0.33, meeting room

Figure 4.100: Phase error, meeting room
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Figure 4.101: Phase error, regularized β = 0.33, meeting room

Figure 4.102: Normalized error, meeting room

Figure 4.103: Normalized error, regularized β = 0.33, meeting room

Although the reduction in amplitude of the plane waves is significant when regula-

rization is applied, the analysis of the acoustic errors reveals that the shrink of the

area where the normalized error is smaller than -20 dB is not as significant as the

previous results presented for the other reference cases. This outcome highlights the
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importance of evaluating the regularization parameter for each specific problem be-

cause there is not a direct relation between the amount of regularization and the area

where the normalized error is smaller than -20 dB. Regarding the radius where the

reconstruction is accurate, the normalized errors show good agreement with equation

(4.12) only in the case of 250 Hz; for 63 Hz, the area is overestimated. This condition

is related to the presence of the walls. In this case, the homogeneous Helmholtz

equation is not satisfied in the whole interior region due to the presence of reflective

boundaries, which play a similar role as acoustic sources. Finally, in accordance with

the results obtained for the single wall case, the amplitude errors show that the re-

constructed sound field is quieter than the target field at 63 Hz when regularization

is applied.

4.2.3 Ightham Mote

A plane wave expansion derived from an inverse method was generated on the source-

receiver path B0R3 (see Figure 3.7) because this was the configuration that achieved

the best agreement between the FE model and the measurements in terms of time-

domain parameters. Figure 4.104 illustrates the location of the virtual microphone

array and the area of sampled complex acoustic pressure data used for the analysis.

The reconstruction of the acoustic fields at 63 Hz and 250 Hz is presented in Figures

4.105 and 4.106 for the non-regularized and regularized cases, respectively.

Figure 4.104: Sketch of the Ightham Mote model, FEM
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Figure 4.105: Target and reconstructed field, Ightham Mote

Figure 4.106: Target and reconstructed field, regularized β = 0.05, Ightham Mote

The figures indicate that, as expected, the sound field reconstruction is correctly

performed around the microphone array. However, zones of high acoustic pressure

close to the location of the acoustic source were found for the non-regularized case.

Figures 4.107 and 4.108 show the energy distribution across the plane wave density.

Figure 4.107: Normalized gain PWE, Ightham Mote, q
total

(63)=0.89,
qtotal(250)=9.53× 10−4
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Figure 4.108: Normalized amplitude PWE, regularized β = 0.05, Ightham Mote,
qtotal(63)=9.14× 10−5, qtotal(250)=9.47× 10−4

The results indicate that the regularization yields a more compact representation.

However, the diffuse behaviour of the sound field in this enclosure is evident in

comparison with the meeting room. The complex amplitude of the plane waves and

the acoustic errors are presented in Figures 4.109 to 4.111.

Figure 4.109: Complex amplitude of the PWE, Ightham Mote
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Figure 4.110: Acoustic errors, Ightham Mote

Figure 4.111: Acoustic errors, Ightham Mote, regularized β = 0.05, IghthamMote

Figures 4.109, 4.110 and 4.111 reveal that for this specific enclosure, the application

of regularization not only reduces the energy required to synthesize the sound field,

but also leads to a more accurate sound field reconstruction in comparison with the
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non-regularized pseudoinverse of the propagation matrix H(ω). Table 4.5 shows the

acoustic errors spatially-averaged over the cross-section illustrated in Figure 4.104.

Error Regularized Non-regularized

Amplitude (dB) 0.83 3.38

Phase (rad) 0.22 0.52

Normalized (dB) -22.91 -14.41

Table 4.5: Spatially-averaged acoustic errors, Ightham Mote, 63 Hz

4.2.4 Office room

The office room is the smallest enclosure of the four spaces considered. The distance

between the source and the receiver is approximately 3.8 m, which imposes a limita-

tion on the assumption of plane wave propagation. Figure 4.112 illustrates the setup

implemented for the prediction of the plane wave expansion. The central point of the

PWE corresponds to the receiver used to calibrate the simulations (see Figure 3.12).

Figure 4.112: Sketch of the office room model, FEM

Figures 4.113 and 4.114 show the reconstruction of the sound field for the non-

regularized and regularized cases at 63 Hz and 250 Hz, respectively.
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Figure 4.113: Target and reconstructed fields, office room, β = 0.03, 63 Hz

Figure 4.114: Target and reconstructed fields, office room, β = 0.03, 250 Hz

The outcomes indicate that the inverse method is a suitable approach to estimate

a set of plane waves whose complex amplitudes reconstruct the sound field, even in

small enclosures. At 63 Hz, the differences between the inversion with and without

regularization are more significant further from the microphone array. As expected,

there are not significant differences at 250 Hz between the two approaches. Figures

4.115, 4.116 and 4.117 illustrate the spatial distribution of the energy across the plane

wave density and the comparison between the complex amplitudes of the plane waves

for the non-regularized and regularized cases.
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Figure 4.115: Normalized amplitude PWE, office room, qtotal(63)=165.70,
q
total

(250)=8.0× 10−3

Figure 4.116: Normalized amplitude PWE, regularized β = 0.03, office room,
q
total

(63)=9.1× 10−3, q
total

(250)=8.0× 10−3

Figure 4.117: Complex amplitude of the PWE, office room

Figures 4.115 and 4.116 shows that there is a significant change in the spatial distri-

bution of the energy of the plane wave density at 63 Hz. It seems that the inclusion

of regularization in the inversion leads to a different spherical harmonic becoming

predominant in the sound field reconstruction. Moreover, according to Figure 4.117,

a reduction of up to 3 orders of magnitude in the complex amplitude of the plane

waves was found when regularization is considered in the inverse problem. Figures
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4.118, 4.119 and 4.120 illustrate the acoustic errors. Only the non-regularized case

is displayed at 250 Hz due to the insignificant effect of the regularization at this

frequency.

Figure 4.118: Amplitude error, β = 0.03, office room

Figure 4.119: Phase error, β = 0.03, office room
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Figure 4.120: Normalized error, β = 0.03, office room

The figures are consistent with the results obtained for the meeting room. In this

case, the use of regularization yields a reduction of the energy required to synthesize

the sound fields, but the shrink in the area where the normalized error is smaller

than -20 dB is not significant compared to the non-regularized case. The same trend

is found for the amplitude and phase errors. These results imply that the use of

regularization leads to a more efficient solution in terms of energy without highly

compromising the accuracy of the sound field reconstruction for this specific enclo-

sure.

The outcomes for the four reference cases indicate that the implementation of an

inverse method provides a practical methodology to extract directional information

from FE simulations. The results also show that the plane wave representation is

a suitable approach even in small enclosures. The use of regularization leads to

solutions that are more efficient in terms of the energy required to synthesize the

sound fields, but its implementation may involve a reduction of the area where the

reconstruction is accurate. Nevertheless, the shrink in this area was not significant

in 3 of the 4 reference cases considered.
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4.3 Encoding directional information from GA simula-

tions

The aim of this section is to generate a plane wave expansion from the geometrical

acoustics data that is compatible with the plane wave representation obtained from

the FE results. This is done by assuming that the reflections produced by the GA

model corresponds to plane waves propagating within the room. Different methods

to extract the reflection patterns from the GA simulations are presented as follows.

Although a histogram of reflections can be straightforwardly calculated when a GA

simulation is performed, the use of a commercial package imposes limitations about

the amount of information that can be accessed. Catt-Acoustics provides three al-

ternatives regarding spatial data. The first one is an image source model able to

estimate up to 9th order of reflections. The second one, corresponds to 3rd order

Ambisonic impulse responses, and finally, the last one is the use of an external tool

developed by Catt-Acoustics called ReflPhinder.

An image source model is expected to be different from a full impulse response

calculation due to the assumption of only specular elements. The importance of

diffuse reflections to generate the late components of the impulse response has been

pointed out in the literature review. In addition, the outcome will be an echogram,

whose phase has to be synthesized creating more uncertainty in the data. A standard

simulation from Catt-Acoustics only estimates the first order of reflections using ISM,

beyond that, the prediction is performed with a cone tracing algorithm. Figure 4.121

shows the comparison between an impulse response of an enclosure and its equivalent

image source model up to 9th order. The phase from the ISM has been recreated

using minimum phase filters. It is clear from the picture that an additional approach

to recreate the tail of the impulse response is required.
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Figure 4.121: Comparison of RIR, full calcuation algorithm and ISM (Catt-
Acoustics)

In contrast, the Ambisonic signals are computed using the full calculation algorithm

but the outcomes are restricted by the use of only 16 coefficients. Compared to

a PWE of 64 plane waves, the spatial resolution given by this approach is much

lower, thus reducing the accuracy at high frequencies. Figure 4.122 illustrates the

reconstruction of the acoustic field for a plane wave of 500 Hz using a 7th and 3rd

order in the spherical harmonic series. The black circle represents the radius of

validity estimated from equation (4.12).

Figure 4.122: Comparison of the sound field reconstruction, 7th and 3rd order of
spherical harmonics
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Alternatively, ReflPhinder v.1.0c is a software developed by Catt-Acoustics that al-

lows directional impulse responses to be created using a patented high-resolution

virtual microphone (sector mic) [145]. The spatial analysis is based on measured or

predicted b-format signals and on the implementation of the sector mic to sample

a unit sphere. The algorithm creates a virtual microphone with a given directivity

pattern covering a square window whose aperture can be selected according to di-

fferent resolutions (See Figure 4.123). The output of the sector mic corresponds to

a directional impulse response composed only of the contributions of the reflections

whose direction agree with the directivity pattern for a specific azimuth and elevation

angles. Nevertheless, the tessellation of the unit sphere is performed using a square

window whose aperture does not change with the elevation angle. This generates

redundant information due to the overlapping between windows at different angles

(see Figure 4.124).

Figure 4.123: ReflPhinder commercial package, the tessellation of the sphere is
done with a square window
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Figure 4.124: Overlapping produced by the use of the sector mic

The use of ReflPhinder seems to be the most suitable approach from the three pos-

sibilities discussed above. The results from the sector mic are based on the full

calculation algorithm of Catt-Acoustics. In addition, the possibility of using a high

spatial resolution window to sample the unit sphere benefits the sound field recon-

struction at high frequencies. However, the errors produced by the tessellation of the

sphere have to be taken into consideration. Therefore, ReflPhinder was implemented

to extract directional information from Catt-Acoustics simulations. An angle of 10

degrees was used to sample the unit sphere yielding 614 directional impulse responses

for each enclosure.

A rectangular enclosure with dimensions of (5m, 10m, 3m) was simulated to evaluate

the overlapping produced by the tessellation of the sphere using the sector mic. The

boundaries were characterized using absorption and scattering coefficients of 0.15 and

0.1, respectively. Figure 4.125 illustrates the location of the acoustic source A0 (4,

9.5, 1.5) and the receiver 01 (1, 2.5, 1.5) used for the simulations.

Figure 4.125: Sketch of the rectangular room, GA simualtion
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Figure 4.126 shows the omnidirectional impulse response at the receiver 01 (a), the

overlapped plots of the 614 estimated directional impulse responses (b) and their sum

(c), which ideally should lead to the same omnidirectional information.

Figure 4.126: Comparison between omnidirectional and 614 directional impulse
responses

Figure 4.126 shows that the envelope of the omnidirectional RIR (a) is similar to the

envelope obtained from the overlapping of the 614 directional impulse responses (b),

but their sum (c) does not resemble the omnidirectional RIR (a). The reason for this

discrepancy is associated with the redundant information obtained from the sector

mic when the unit sphere is tessellated.

An algorithm was developed to reduce the error produced by the use of the sector

mic. For each time sample, the maximum of the 614 directional impulse responses

was selected. Then, the scalar product between the unitary vector identifying the di-

rection of the maximum and the unitary vectors of the remaining directional impulse

responses was calculated. The directional impulse responses whose unitary vector

leads to a scalar product less than a target value are fixed to zero at that sample.

The target value is different for each elevation angle based on the areas where the

overlapping is bigger (e.g. close to the poles of the unit sphere). The current max-

imum is discarded and the procedure is carried out again for the subsequent new

maximum value. The loop remains until all the reflections at that sample have been
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evaluated. Finally the reflections are scaled according to the ratio of the omnidirec-

tional impulse response predicted at the origin of the plane wave expansion. This

ensure that the sum of the directional impulse responses leads to the same informa-

tion.

The implementation of the algorithm may reduce the low pass filter effect produced

by the boundaries of the enclosures. This is because the cleaning procedure is con-

ducted sample by sample. Therefore, the tail of a given reflection can be deleted by

the cleaning procedure if a different reflection with more energy comes from a near

direction. Nevertheless, the effect of this error is only relevant in the late part of the

directional impulse responses where discrete reflections are not the main component

and there is a possible overlapping of multiple reflections coming from closer direc-

tions. Figures 4.127 and 4.128 show the sum of the directional impulse responses

(after the cleaning algorithm) and the mono impulse response in the frequency do-

main for narrow band and 1/3 octave bands, respectively. 0 dB corresponds to the

acoustic pressure produced by a monopole source whose source strength generates 1

Pascal at 1 m of distance at the octave band of 1 kHz.

Figure 4.127: Comparison of room frequency responses (mono and sum of direc-
tionals)
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Figure 4.128: Comparison of room frequency responses 1/3 octave bands (mono
and sum of directionals)

One important assumption made for the encoding of directional information from

GA simulations is the consideration of plane waves as the only type of wave that

contributes to the directional impulse responses. This assumption is reasonable for

far field propagation; the relation between distance and frequency where far field can

be considered is:

kr ≫ 1, (4.27)

where k is the wavenumber and r is the distance to the acoustic source. The direct

path between the source and the receiver in the smallest enclosure (office room) is

approximately 3.8 m leading to a frequency of 143 Hz considering at least one or-

der of magnitude. It has been corroborated for all the enclosures that the GA data

is used for a range of frequencies higher than the frequency calculated by equation

(4.27). Furthermore, Catt-Acoustics generates scattering by changing the direction

of the cone-rays according to a random number based on a directional distribution

function. This implies that the distance covered by a scattered cone-ray is always

larger than the direct path. However, if the plane wave propagation is not satisfied,

the error will be given by the amount of translation (for an interactive auralization)

and the distance to the source. The assumption of treating the reflections as plane

waves is further analyzed in the next Chapter when a translation operator of the

sound field is considered.
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4.3.1 Resampling the plane wave expansion from 614 to 64 compo-

nents

The spatial information extracted from GA simulations using ReflPhinder corre-

sponds to 614 directional impulse responses. This information has to be transformed

in order to generate a common ground with the plane wave expansion from the FE

data. This means modifying the directional impulse responses according to the L

possible directions given by the plane wave locations selected to recreate the sound

field in the case of FEM (currently L = 64). Three different approaches were taken

into consideration for this purpose: closest neighbour (CN), spherical harmonic in-

terpolation (SH) and Vector Base Amplitude Panning (VBAP). It was verified that

the sum of the reflections leads to the original frequency impulse response for all

approaches. An example for the rectangular room is presented in Figures 4.129 and

4.130.

Figure 4.129: Comparison of room frequency responses (PWE of 614 elements
and their representation into 64 plane waves using the closest neighbour, spherical

harmonic interpolation and VBAP)
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Figure 4.130: Comparison of room frequency responses 1/3 octave bands (PWE
of 614 elements and their representation into 64 plane waves using the closest neigh-

bour, spherical harmonic interpolation and VBAP)

4.3.1.1 Closest neighbour

This algorithm is based on a small modification in the direction of arrival of each

reflection. The incoming direction of each of the 614 directional impulse responses

computed with Reflphinder was changed to the closest direction among the 64 possi-

ble plane waves used for the FE data. The spatial sampling in the PWE corresponds

to 64 plane waves uniformly distributed leading to an average angle of 25.2◦ between

plane wave directions. This means that the translation of the incoming reflections is

never greater than 12.6 degrees. Figure 4.131 illustrates a modified reflection path

for a specific time sample (1272) using the closest neighbour approach. The circles

identify the 64 possible directions given by the plane wave expansion and the colour

their amplitudes. The magenta circle represents the original incoming direction of

the reflection.
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Figure 4.131: Reflection paths from GA, closest neighbour

4.3.1.2 Spherical harmonic interpolation

The Jacobi-Anger expansion allows a plane wave to be described in terms of spherical

harmonics (equation (4.28)). Based on that, each reflection is encoded using 64

coefficients, which is equivalent to a 7th order in the expansion (equation (4.29)).

Subsequently, the complex spherical harmonic coefficients are decoded into a finite set

of plane waves following a mode-matching approach (equation (4.31)). The directions

of the plane waves correspond to the 64 directions used to process the FE data.

ejkx·ŷ = 4π

∞∑

n=0

jnjn(krx)

n∑

m=−n

Y m
n (θx, φx)Y

m
n (θy, φy)

∗, (4.28)

4π
N=7∑

n=0

jnjn(krx)
n∑

m=−n

Y m
n (θx, φx)Y

m
n (θy, φy)

∗ =

4π

L∑

l=1

ql

N=7∑

n=0

jnjn(krx)

n∑

m=−n

Y m
n (θx, φx)Y

m
n (θl, φl)

∗. (4.29)

The simplification of equation (4.29) using the orthogonality relation of the spherical

harmonics yields to the following mode matching equation for each n and m
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Y m
n (θy, φy)

∗ =
L∑

l=1

qlY
m
n (θl, φl)

∗, (4.30)

for n = 0 . . . N and |m| ≤ n. This finite set of linear equation are solved in terms of

the least squared solution by applying an inverse method. The formulation for the

614 plane waves corresponds to

q̃ = C†Aq, (4.31)

in which

C =

∣∣∣∣∣∣∣∣

Y00(θ1, φ1)
∗ · · · Y00(θL, φL)

∗

... Ynn(θl, φl)
∗ ...

YNN (θ1, φ1)
∗ · · · YNN (θL, φL)

∗

∣∣∣∣∣∣∣∣
,

A = [a1 · · · ai], ai =
[
Y 0
0 (θi, φi)

∗ · · ·Y N
N (θi, φi)

∗]T , i = 614, q = [q1 · · · qi]T and

q̃ = [q1 · · · qL]T . Figure 4.132 illustrates a modified reflection path for the same

specific time sample (1272) using the spherical harmonic interpolation approach.

Figure 4.132: Reflection paths from GA, spherical harmonics
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4.3.1.3 Vector base amplitude panning

Vector Base Amplitude Panning (VBAP) is a sound reproduction technique based

on the formulation of amplitude panning functions as vectors and vector basis [118].

It allows the incoming direction of waves to be controlled over a unit sphere. For 3D

sound reproduction, the three loudspeakers closest to the target incoming direction

are selected to reconstruct the sound field. The gain of each loudspeaker is estimated

by means of an inverse method. A similar concept can be implemented to synthesize

the directional impulse responses extracted with ReflPhinder. A linear combination

of three plane waves whose directions are restricted to 64 possible directions (the

PWE used to process the FE data) are selected to reconstruct each of the 614 direc-

tional impulse responses.

For each directional impulse response generated by ReflPhinder, the three closest

plane waves in terms of the direction of propagation are selected. This is done by the

calculation of the “distance” between the unitary vector identifying the directional

impulse response and each unitary vector of the PWE. Then, an inverse problem is

formulated as follows: The direction of the three plane waves selected to synthesize

the directional impulse response are established as unit vectors (ln) whose origin

is the centre of a unit sphere. The direction of the directional impulse response is

defined by the unit vector l̃. By expressing l̃ as a combination of the three plane

waves the following relation is determined

l̃ = (g1l1 + g2l2 + g1l3) , (4.32)

in which gn represents the amplitude of the plane waves. A matrix notation yields

l̃ = Lg, (4.33)

where L = [l1, l2, l3] and g = [g1, g2, g3]
T . The amplitudes are calculated by solving

equation (4.33) for g, namely

g = L−1̃l. (4.34)

In addition, the amplitudes are normalized based on a coherent summation where

their sum leads to unity, namely
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gnormalized =
g

g1 + g2 + g3
, (4.35)

Subsequently, the directional impulse response is multiplied by the normalized am-

plitudes of the three plane waves that are used to synthesize the sound field, which

leads to a three new directional impulse responses. This procedure is carried out

for the 614 plane waves computed with ReflPhinder. This means that the number

of directional impulse responses at this stage corresponds to a 1842 (614 × 3), but

each of them corresponds to a given direction established by the PWE. Finally, the

directional impulse responses of the same direction are added together yielding 64

directional impulse responses. Figure 4.132 illustrates a modified reflection path for

the same specific time sample (1272) using the VBAP approach.

Figure 4.133: Reflection paths from GA, VBAP

4.3.1.4 Comparison of the closest neighbour, spherical harmonic inter-

polation and VBAP as approaches to resample the PWE

In the case of the spherical harmonic interpolation, the reflections are spread in all

possible directions of the PWE, which is a consequence of the truncation of the series.

This result can be explained using the analogy of a Dirac Delta function the complex

coefficients of which have been truncated using a frequency window. By applying an

inverse Fourier transform, the output corresponds to a Sinc function meaning that

the energy has been distributed in time. In the same way, the energy of a plane wave

is distributed in all the possible directions of the PWE when the spherical harmonic
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series is truncated. This outcome may constrain the application of a translation op-

erator because the side lobes can generate a precedence effect when the sound field is

translated. Finally, VBAP preserves a more compact representation and the original

direction of the reflection by using only the three closest plane waves of the PWE.

However, the interference pattern generated by the interaction of the three plane

waves may constrain the accuracy of a translation operator. Further experiments

regarding the accuracy of these three different approaches are presented in Chapter

5 where the translation of the acoustic field is addressed.

4.4 Combination of the FE and GA data

Sections 4.2 and 4.3 provide a framework for the generation of a plane wave expansion

to represent acoustic fields that have been predicted by means of the finite element

method and geometrical acoustics. This is done by implementing an inverse method

for the FE data and by tracing the reflections in the case of GA. The outcomes

correspond to a plane wave expansion of L elements (currently, L = 64) for each

approach. These two plane wave representations must be combined in order to have

a unified PWE, which describes the acoustic field in a broader frequency band. This

is performed based on the approach described in section 3.4.

The combination of the plane wave expansions is carried out in the frequency domain

by applying 8th order Butterworth filters. Each element of the PWE computed from

the FE data is filtered using a low-pass filter. Similarly, the directional impulse

responses of the PWE from GA are transformed to the frequency domain by applying

a Fourier transform. Then, the signals are filtered using a high-pass filter. The

crossover frequency for the filters depends on the maximum frequency simulated in

FEM for each enclosure. The central frequency of the 1/3 octave band previous

to the maximum frequency simulated is selected as the crossover frequency. This

ensures that the FE data is not abruptly truncated. The unified directional impulse

responses are computed by adding the filtered plane wave expansions and by applying

an inverse Fourier transform. The final outcome corresponds to L directional impulse

responses, which can be processed to generate interactive auralizations.
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Chapter 5

Sound Field Manipulation Based

on the Plane Wave Expansion

The aim of this chapter is to generate a framework for the sound field manipulation

that enables the listener to move in the environment in terms of listener translation

and rotation. This is carried out by taking advantage of the plane wave representation

presented in the previous Chapter. The translation and rotation of the listener is

recreated by the relative translation and rotation of the sound field. For this, a sound

field translation operator in the plane wave domain is introduced, which enables the

listener to move within the enclosure. An analysis of the area in which the translation

of the plane wave expansion synthesizes correctly a target field is presented. In

addition, an evaluation of the accuracy of the methods proposed in section 4.3.1

to resample the plane wave expansion from GA data is presented by means of the

translation operator. Then, two approaches are investigated for the rotation of the

sound field. The first corresponds to a spherical harmonic transformation based on

the Jacobi-Anger expansion (equation (2.56)) and the second is the use of VBAP as

an interpolation method in the plane wave domain. Results on the suitability and

accuracy of the two proposed approaches to rotate acoustic fields are discussed.

5.1 Translation of the sound field

The interactive feature that corresponds to the translation of the listener within the

enclosure is addressed in this section. The analysis is based on the representation of

an acoustic field by means of a plane wave expansion. The translation is achieved
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by the implementation of a sound field translation operator that modifies the phase

of the complex amplitudes of the plane waves according to the relative position of

the listener. Although the translation is not produced at the listener per se, its

equivalence with the translation of the sound field allows for the interactive synthesis

of the acoustic field. For example, a listener translation to the right corresponds

to a sound field translation to the left by the same amount. The derivation of

the translation operator is conducted in the frequency domain due to its simplicity.

Nevertheless, its time domain equivalent, which is implemented in the auralization

system, is also considered. Figure 5.1 illustrates the vector x
′

, which identifies the

origin of a relative coordinate system corresponding to the centre of the listener’s

head, such that the relative vector xrel correponds the same point in space as that

identified by the vector x in absolute coordinates. Therefore xrel is given by xrel =

x− x
′

.

Figure 5.1: Vector x is represented as xrel in the relative coordinate system with
origin at x

′

The sound field translation operator is derived from considering two plane wave ex-

pansions of the same sound field but centred at different points in space, specifically,

at the origin of the absolute and relative coordinate systems. In this case, the differ-

ence between the two plane wave expansions is given by the plane wave amplitude

densities q(ŷ, ω) and qrel(ŷ, ω), respectively. The plane wave expansion of the sound

field p (section 4.1.1) centred at the origin of the absolute coordinate system is defined

as
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p(x) =

∫

ŷ∈Ω
ejkx·ŷq(ŷ)dΩ(ŷ), (5.1)

where Ω is the unitary sphere. Similarly, the plane wave expansion of the same field

p but centred at the origin of the relative coordinate system is expressed as

p(xrel) =

∫

ŷ∈Ω
ejkxrel·ŷqrel(ŷ)dΩ(ŷ). (5.2)

It is important to draw attention at this point to the fact that the plane wave densities

q(ŷ, ω) and qrel(ŷ, ω) are different functions. Therefore, the objective is to express

one density in terms of the other. This is achieved by expanding xrel as x − x
′

,

namely

p(x) =

∫

ŷ∈Ω
ejkx·ŷe−jkx

′ ·ŷqrel(ŷ)dΩ(ŷ). (5.3)

The two representations of p(x, ω) given by equations (5.1) and (5.3) are equivalent

expansions of the same field. Equating these two equations yields

∫

ŷ∈Ω
ejkx·ŷq(ŷ)dΩ(ŷ) =

∫

ŷ∈Ω
ejkx·ŷe−jkx

′ ·ŷqrel(ŷ)dΩ(ŷ), (5.4)

whose solution for qrel(ŷ, ω) is given by

qrel(ŷ, ω) = q(ŷ, ω)ejkx
′ ·ŷ. (5.5)

Equation (5.5) indicates that the plane wave density qrel(ŷ, ω) can be predicted by

taking the product between the plane wave density function of the plane wave ex-

pansion centred at the origin q(ŷ, ω) and a complex exponential whose argument

depends on the vector x
′

. In other words, ejkx
′ ·ŷ is the translation operator for the

plane wave expansion from the origin to x
′

. Its equivalence in the time domain can

be easily found by using the shifting property of the Fourier transform [14]

∫ ∞

−∞
F (t− t

′

)e−jωt = f(ω)e−jωt
′

. (5.6)

Equation (5.6) indicates that the product between a complex function f(ω) and

a complex exponential is equivalent to shifting the function F (t) according to the
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argument of the complex exponential. This means that the translation operator

basically corresponds to the application of delays, namely

Qrel(ŷ, t) = Q

(
ŷ, t− x

′ · ŷ
c

)
. (5.7)

A plane wave propagation at 250 Hz coming from θ = 90◦ and φ = 45◦ was ana-

lytically synthesized in a free field region with dimensions of (5m, 10m, 3m). Then,

an inverse method based on the methodology described in section 4.1.1.1 was imple-

mented to estimate the complex amplitude of L = 64 plane waves, which are used to

reconstruct this target field. The discretized version of the plane wave expansion is

mathematically expressed as

p(x) =

L∑

l=1

ejkx·ŷlq(ŷl)∆Ωl, (5.8)

where ∆Ωl is the area attributed to each direction ŷl as result of the discretization of

the integral representation. An evaluation of the sound field translation operator is

presented in Figure 5.2. This is performed by the comparison between the real part of

the target (analytical) and the reconstructed acoustic pressure (Pa) in a cross-section

of the domain (z = 1.5m). (a) corresponds to the reference target sound field, (b)

is the reconstructed sound field by means of the plane wave expansion (L = 64),

(c) is the translated target sound field and (d) is the reconstructed and translated

sound field. The initial reference point is plotted in cyan whilst the magenta point

identifies the location of the desired translation. For the plane wave expansion these

points represent the initial and translated positions where the plane wave expansion

was centred. Finally, the amplitude, phase and normalized errors defined in section

4.1.1.2 are shown in Figure 5.3. The black circle corresponds the area of accurate

reconstruction predicted by equation (4.12).
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Figure 5.2: Translation of the sound field in the plane wave domain

Figure 5.3: Acoustic errors, translation of the sound field in the plane wave domain

The reconstruction of the sound field will be exact to the target field if an integral

plane wave expansion (equation (5.1)) is used for the synthesis. This outcome means

that the translation operator will lead to the correct field regardless of the location

where the translation is intended. However, if the plane wave expansion is approxi-

mated with a series, as in equation (5.8), the reconstructed field will contain errors

and the translation operator will lead to the correct field only in the area where

the discretized plane wave expansion matches the target field. In other words, the

constraint in the area where the translation leads to the target field is not due to the

translation operator itself, but due to the initial errors given by the discretization

of the plane wave expansion. This is corroborated by Figures 5.2 and 5.3 where it
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is illustrated that the translation operator affects the complete acoustic field. For

auralization applications, the translation should be bounded by the area where the

reconstruction is accurate subtracted by a listener area to ensure an accurate synthe-

sis of the sound field. An insight of the amount of translation that can be correctly

applied may be estimated from equation (4.12) as

rt =

(
(
√
L− 1)λ

eπ

)
− rl. (5.9)

where rt is the effective translation radius, L is the number of plane waves used for

the synthesis, λ is the wavelength and rl is the radius of the listener (e.g 0.1 m) where

it is desirable that the sound field is reproduced accurately. rl (radius of the listener)

has to be taken into consideration in order to preserve the binaural cues. An example

of the translation radius is given in Figure 5.4, in which R(ω) = (
√
L−1)λ
eπ .

Figure 5.4: Region of accurate translation given by the PWE

Equation (5.9) provides an indication of the radius of the region where the transla-

tion leads to an accurate reconstruction of the target field. However, it is important

to emphasize that the translation is performed correctly in the whole domain. The

mismatch with respect to the target field is not due to the translation operator itself,

but to the initial error produced by the discretization of the plane wave expansion. In

addition, equation (5.9) assumes an interior formulation where there are no sources,

scattering objects or reflective surfaces inside the reconstruction area. When repre-

senting the sound field in the interior of a room at low frequencies, the predicted

radius rt can be larger than the dimensions of the enclosure, thus limiting the area

of accurate reconstruction. Furthermore, a smaller radius than that predicted by
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equation (5.9) is obtained at low frequencies if regularization is implemented in the

inversion of the propagation matrix H(ω) (see section 4.1.1.1).

5.1.1 Evaluation of the plane wave expansion from the geometrical

acoustic data using the translation operator

Amethod to generate directional impulse responses from geometrical acoustic simula-

tions has been described in section 4.3. The number of directional impulse responses

corresponds to 614 when the sector mic is selected to discretize the unit sphere. In

this section, an evaluation of the accuracy given by the assumption of treating these

directional impulse responses as plane waves (i.e. a PWE of 614 elements) is pre-

sented. This is carried out by comparing omnidirectional impulse responses simulated

in Catt-Acoustics with the field predicted at the same locations by the translation of

the plane wave expansion. It is relevant to emphasize that the algorithm proposed

in section 4.3 to minimize the error due to overlapped tessellation of the unit sphere

ensures that the acoustic pressure is accurately reconstructed at the central point of

the expansion.

Firstly, a simple model based on one single reflector was tested. The calculation

was performed using an absorption and scattering coefficient of 0.1 and 0.2, re-

spectively. Because the stochastic implementation of the scattering coefficients in

Catt-Acoustics, an exact reconstruction is only achieved at the central point of the

expansion; beyond that, only an agreement with respect to the omnidirectional ref-

erences in terms of energy is expected. 10 receivers distributed over a radius of 1

and 2 m from the central point of the expansion have been simulated (see Figure

5.5). A0 identifies the source position and 01 corresponds to the central point of the

expansion. The mean error displayed in the figures was selected as a metric and it is

defined as:

ME(dB) =
1

n

n∑

i=1

∣∣∣10 log10(|p̃i|2)− 10 log10(|pi|2)
∣∣∣ , (5.10)

in which n is the number of 1/3 octave frequency bands, |p̃i|2 and |pi|2 are the

predicted and reference energy of the acoustic pressure in the 1/3 octave band i,

respectively. This error considers an equal contribution of all the 1/3 octave bands,

thus being similar to a model in which pink noise is used as input signal. It was

selected to provide an insight of how dissimilar on average the reconstructed field
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is from the reference one. An analysis of the geometrical acoustic data in terms of

phase is not presented for the to following reasons:

• Catt-Acoustics is an energy-based software in which the propagation of the

cone-rays does not contain information about phase. The impulse responses are

created after the calculation based on echograms and by artificially synthesizing

the phase using linear and minimum phase filters.

• GA is only used at mid and high frequencies when the plane wave expansion

is combined with FE results. The assumption that GA data is most likely

random-phase is reasonable in this frequency range.

Figure 5.5: Sketch of the one reflector model used to evaluate the plane wave
expansion from GA simulations

A translation of the PWE to the positions of the receivers was applied to compare the

agreement between the translated acoustic field and the omnidirectional room im-

pulse responses predicted by Catt-Acoustics. Figures 5.6 to 5.16 show the frequency

response in narrow band (left side of the figures) and in 1/3 octave band resolution

(right side of the figures). 0 dB corresponds to the acoustic pressure produced by a

monopole source whose source strength generates 1 Pascal at 1 m of distance in the

octave band of 1 kHz.
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Figure 5.6: Comparison of frequency responses. PWE (GA) and omnidirectional
RIR at the reference position 1, single wall

Figure 5.7: Comparison of frequency responses. Translated PWE (GA) and om-
nidirectional RIR at the translated position 2, single wall

Figure 5.8: Comparison of frequency responses. Translated PWE (GA) and om-
nidirectional RIR at the translated position 3, single wall
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Figure 5.9: Comparison of frequency responses. Translated PWE (GA) and om-
nidirectional RIR at the translated position 4, single wall

Figure 5.10: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 5, single wall

Figure 5.11: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 6, single wall
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Figure 5.12: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 7, single wall

Figure 5.13: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 8, single wall

Figure 5.14: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 9, single wall
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Figure 5.15: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 10, single wall

Figure 5.16: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 11, single wall

The outcomes indicate that the implementation of the translation operator in the

plane wave expansion leads to similar results in terms of energy compared to the

omnidirectional impulse responses. The agreement is better at high frequencies and

at receivers closest to the central point of the expansion. A higher mismatch was

found for receivers 10 and 11 below 1 kHz, this disagreement may be caused by the

distance between the reflector and the receivers that in this case is shorter than for

the others receivers.

5.1.1.1 Rectangular room

Further analysis was conducted using a more complex enclosure. Figure 5.17 illustra-

tes the source and receiver positions in a rectangular room of dimensions (5m, 10m,

3m) that was simulated using the same approach described above. The boundaries

were characterized with an absorption and a scattering coefficient of 0.15 and 0.1,

respectively. The central point of the expansion corresponds to the receiver 01.
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Figure 5.17: Sketch of the rectangular room model used to evaluate the plane
wave expansion from GA simulations

A trial of 3 simulations was conducted to predict the frequency response at the

receiver position 01. The calculations were performed without any variation in the

simulation parameters. The results (see Figure 5.18) indicate that the synthesized

frequency responses are similar but not identical. This outcome is a consequence of

the stochastic implementation of the scattering coefficients in Catt-Acoustics.

Figure 5.18: Comparison of frequency responses. Trial of three GA simulations
at the receiver position 1, rectangular room

Figures 5.19 to 5.25 illustrate the frequency response in narrow band and in 1/3

octave band resolution at the other receivers. The cyan vertical line corresponds to

the crossover frequency (355 Hz) that is used when the results are combined with

FE simulations. This frequency line is displayed because the mismatch tends to be

greater at low frequencies. However, the GA information in this frequency range will

be replaced by FE data when the two approaches are combined.
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Figure 5.19: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 2, rectangular room

Figure 5.20: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 3, rectangular room

Figure 5.21: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 4, rectangular room
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Figure 5.22: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 5, rectangular room

Figure 5.23: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 6, rectangular room

Figure 5.24: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 7, rectangular room
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Figure 5.25: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 8, rectangular room

The results indicate that the level of accuracy in the reconstruction is not as high

as for the single reflector case. This is expected because there are more reflective

boundaries, which lead to a higher order of reflections. Each reflection is affected by

the stochastic implementation of the scattering coefficients, thus yielding a higher

mismatch compared to the translated plane wave expansion. The outcomes for this

enclosure also suggest that the accuracy does not depend on the distance from the

central point of the expansion, as it is illustrated in Table 5.1. In general, it was

found that the spectral shape is correctly predicted but with less energy below the

1/3 octave band of 5 kHz. In contrast, for the 1/3 octave band of 10 kHz and above,

the energy predicted by the plane wave expansion is higher than the omnidirectional

references. The wavelengths in this frequency range are short enough to assume a

plane wave propagation, which suggests that the mismatch may be related to different

reasons than the propagation model.

Receiver Distance (m) Mean Error (dB)

02 1.5 1.9

03 1 2.0

04 1 1.7

05 2 1.8

06 3 2.0

07 3 2.0

08 3 1.9

Table 5.1: Mean error according to the distance to the central point of the expan-
sion, rectangular room
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A different approach was implemented to identify whether the mismatch in the energy

levels is due to the cleaning algorithm applied to compensate for the tessellation of the

unit sphere when the plane wave expansion from the GA data is created (see section

4.3). The PWE used to process the finite element data corresponds to 64 plane

waves uniformly distributed over a unit sphere, which leads to an average angle of

25.02 degrees between plane waves. The coordinates of the 64 plane waves were used

to sample the GA data using the sector mic with a resolution of 25 degrees. The

difference of 0.2 degrees helps to reduce the overlapping produced by the squared

tessellation of the sphere when the GA data is spatially discretized. Figures 5.26 and

5.27 show the frequency response in narrow band and in 1/3 octave band resolution

for the receivers 03 and 08. The findings indicate that this approach yields similar

results to those obtained by the initial plane wave expansion of 614 elements, in

particular in the octave bands of 8 kHz and 16 kHz. This outcome suggests that the

mismatch found at these octave bands is not due to the cleaning algorithm used for

the computation of the plane wave expansion of 614 elements.

Figure 5.26: Comparison of frequency responses. Translated GA PWE (614 and
64) and the omnidirectional RIR at the translated position 3, rectangular room

Figure 5.27: Comparison of frequency responses. Translated GA PWE (614 and
64) and the omnidirectional RIR at the translated position 8, rectangular room
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It is important to emphasize that the use of omnidirectional impulse responses (pre-

dicted by Catt-Acoustics) as references presents two inconveniences. The first is the

stochastic implementation of the scattering coefficients that changes the direction of

the reflections in a random pattern. The second corresponds to the generation of

the impulse response from the energy echogram, which involves the use of minimum

and linear phase filters to synthesize the phase. These two internal processes carried

out by Catt-Acousitcs cannot be recreated by the plane wave expansion leading to

additional differences between the two approaches.

5.1.1.2 Meeting room

Figure 5.28 illustrates 8 receiver positions that were used to evaluate the plane wave

propagation assumption in the meeting room. The central point of the expansion

corresponds to receiver 01 and the location of acoustic source is identified as B1.

Figures 5.30 to 5.36 show the comparison of the predicted frequency response in

narrow band and in 1/3 octave band resolution using the translation operator and

the omnidirectional receivers calculated from Catt-Acoustics.

Figure 5.28: Sketch of the meeting room model used to evaluate the plane wave
expansion from GA simulations
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Figure 5.29: Comparison of frequency responses. PWE (GA) and omnidirectional
RIR at the reference position 1, meeting room

Figure 5.30: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 2, meeting room

Figure 5.31: Comparison of frequency responses. Translated (GA) and omnidi-
rectional RIR at the translated position 3, meeting room
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Figure 5.32: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 4, meeting room

Figure 5.33: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 5, meeting room

Figure 5.34: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 6, meeting room

224



Chapter 5. Sound Field Manipulation Based on the Plane Wave

Expansion

Figure 5.35: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 7, meeting room

Figure 5.36: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 8, meeting room

The figures indicate a poorer agreement between the omnidirectional frequency re-

sponses and the translation of the plane wave expansion compared to the results

obtained for the rectangular room. Two frequency ranges in which the mismatch is

high were found for all the receivers. The first corresponds to the 500 Hz octave band

and the second to the 8 kHz and 16 kHz octave bands. The reason for this mismatch

at 500 Hz can be associated with the smaller dimensions of the enclosure, which

compromises the plane propagation assumption. However, for the two higher octave

bands, the wavelengths are sufficiently short that the errors are not associated with

the assumption of plane wave propagation. The divergence at these frequencies was

also present in the case of the rectangular room, which indicates that the mismatch

is due to a different reason than the plane wave assumption. Table 5.2 shows the

mean error according to the distance of the receivers. The results show that error

fluctuates between 1.9 dB and 3.3 dB within a radius of 1.5 m.

225



Chapter 5. Sound Field Manipulation Based on the Plane Wave

Expansion

Receiver Distance (m) Mean Error (dB)

02 0.5 1.9

03 0.5 2.5

04 0.5 3.2

05 0.5 3.3

06 1 2.8

07 1.5 3.1

08 2.4 6.4

Table 5.2: Mean error according to the distance to the central point of the expan-
sion, meeting room

5.1.1.3 Ightham Mote

The same approach used for the meeting room was implemented for the Ightham

Mote to assess the accuracy of plane wave representation. Figure 5.37 illustrates the

location of 8 receivers considered for the analysis. B0 identifies the position of the

acoustic source and the central point of the expansion corresponded to receiver 01.

Figures 5.39 to 5.45 show the predicted frequency response in narrow band and in

1/3 octave band resolution.

Figure 5.37: Sketch of the Ightham Mote model used to evaluate the plane wave
expansion from GA simulations
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Figure 5.38: Comparison of frequency responses. PWE (GA) and omnidirectional
RIR at the reference position 1, Ightham Mote

Figure 5.39: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 2, Ightham Mote

Figure 5.40: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 3, Ightham Mote
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Figure 5.41: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 4, Ightham Mote

Figure 5.42: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 5, Ightham Mote

Figure 5.43: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 6, Ightham Mote

228



Chapter 5. Sound Field Manipulation Based on the Plane Wave

Expansion

Figure 5.44: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 7, Ightham Mote

Figure 5.45: Comparison of frequency responses. Translated PWE (GA) and
omnidirectional RIR at the translated position 8, Ightham Mote

The results show that there is a better agreement between the frequency responses

predicted by the translation of the plane wave expansion and the omnidirectional

references compared to the meeting room case. The Ightham Mote has a volume ≈ 5

times larger than the meeting room, which favours the plane wave model assumption.

These outcomes support the postulation that the mismatch in the octave band of 500

Hz found for the meeting room may be associated with the assumption of plane wave

propagation. A trend similar of the previous rooms was found at the octave bands

of 8 kHz and 16 kHz for this specific enclosure. Table 5.3 summarizes the mean

error according to the distance of the receivers to the central point of the expansion

(receiver 01).
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Receiver Distance (m) Mean Error (dB)

02 0.5 2.1

03 0.5 2.0

04 0.5 1.7

05 1 2.7

06 1 2.2

07 1.5 2.3

08 1.5 2.0

Table 5.3: Mean error according to the distance to the central point of the expan-
sion, Ightham Mote

The analysis of the 3 previous enclosures reveals that the size of the room affects

the validity of the plane wave propagation assumption. As expected, the translation

of the plane wave expansion is more accurate in larger enclosures. Tables 5.1, 5.2

and 5.3 indicate that translation within a region of 1.5 m from the central point of

the expansion (where the reconstruction is exact) leads to a mean error between 2.0

and 2.3 dB for the rectangular room and Ightham Mote. For the meeting room,

the mean error within this radius is higher at 3.3 dB. Figure 5.18 shows that the

mean error between simulations carried out without any modification in the param-

eters can fluctuate up to 0.7 dB, which highlights the stochastic component in the

geometrical acoustic predictions. The predictions conducted without any variation

in the simulation parameters corresponds to the rectangular room that is a simple

case where the assumptions of geometrical acoustic algorithms are very suitable. A

higher mean error is expected between simulations in more complex rooms (e.g. the

meeting room) because the assumption given by GA are more constrained. Finally,

it is important to emphasize that the stochastic component is only related to the

second and higher orders of reflections where the cone-tracing algorithm is affected

by the scattering coefficients.

5.1.1.4 Energy mapping of the plane wave expansion predcited from GA

data

A common result between the three enclosures was the overestimation of the energy in

the 8 kHz and 16 kHz octave bands when compared to the omnidirectional references.

This result is unexpected because the wavelengths in these frequencies are short
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enough to consider the plane propagation as a reasonable approach, even in small

spaces as the meeting room. Furthermore, the frequencies of the 2 kHz and 4 kHz

octave bands (whose wavelengths are larger) are correctly predicted, which support

the hypothesis that the mismatch is not due to the chosen model. A spatial energy

mapping at the 1/3 octave bands of 1 kHz and 16 kHz is presented in Figures 5.46

to 5.49 for 4 enclosures. The spaces correspond to the rectangular room, meeting

room, office room and the Ightham Mote. The energy maps were generated by

predicting the room impulse responses at different receiver positions (squared grid

with resolution of 0.5 m) using the translation operator. Then, the energy was

calculated at each receiver location and displayed as a continuous surface using an

interpolation algorithm.

Figure 5.46: Spatial energy mapping, PWE (GA), rectangular room

Figure 5.47: Spatial energy mapping, PWE (GA), meeting room
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Figure 5.48: Spatial energy mapping, PWE (GA), office room

Figure 5.49: Spatial energy mapping, PWE (GA), Ightham Mote

The results indicate that the overestimation of the energy at the 1/3 octave band

of 16 kHz is an intrinsic feature of the method used to estimate the plane wave

expansion from the GA data. For all enclosures, the energy is lower at the central

point of the expansion than at the rest of the evaluated field points for the 1/3 octave

band of 16 kHz.

The use of a commercial package imposes limitations on the amount of information

that can be accessed, thus making difficult to determine the reason for this overesti-

mation. Possible reasons can be related to

• The synthesis of the phase in the impulse responses, which involves the use of

minimum and linear filters.
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• The simulations in Catt-Acoustics are carried out by defining the boundary

conditions up to 4 kHz. Above that frequency band, the calculations are per-

formed using extrapolated data.

Nevertheless, a clear explanation of this outcome is not evident and remains as an

open topic for future research.

5.1.1.5 Evaluation of the closest neighbour, spherical harmonic interpo-

lation and VBAP to resample the PWE from GA data

Three different strategies to generate a representation of the geometrical acoustic

data that is suitable with the plane wave expansion used to process the finite element

results were proposed in section 4.3.1. It is important to emphasize that the three

proposed algorithms reduce the 614 plane waves representation to 64 plane waves

only to make the approach compatible with FEM. In the following, a further analysis

based on the translation of the sound field is presented to evaluate the accuracy

of these three approaches. Two target fields at 250 Hz corresponding to a single

plane wave and a more complex field created by the interaction of 3 different plane

waves have been calculated analytically. Then, the target fields are translated from

the origin of the coordinate system (cyan point) to an established evaluation position

(magenta point) using the translation operator. The target sound fields are recreated

using the three different algorithms proposed in section 4.3.1, namely the closest

neighbour (CN), spherical harmonic interpolation (SH) and VBAP. A translation of

the reconstructed sound fields is also applied to compare them with respect to the

target translated fields. A general description of how the algorithms are implemented

is presented as follows:

• CN: The incoming directions of the plane waves are modified according to the

closest possible direction determined by the discretized plane wave expansion

(L = 64) used to process the FE data (section 4.3.1.1).

• SH: Each plane wave is encoded using 64 complex spherical harmonic coe-

fficients. Then, these complex coefficients are recreated using the plane wave

expansion of 64 elements based on a mode-matching decoding approach (section

4.3.1.2).

• VBAP: Each plane wave is represented as the sum of three different plane

waves whose incoming directions are defined by the 64 directions used for the
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plane wave expansion. The selection of the three plane waves and the calcu-

lation of their complex amplitude are carried out by a VBAP implementation

(section 4.3.1.3).

A complete description of the implementation of the previous methods is found in

section 4.3.1. Figure 5.50 shows the incoming direction of the elements of the plane

wave expansion as black circles. The red diamonds represent the 3 plane waves that

synthesize the complex field and the blue square identifies the incoming direction

of the single plane wave case. Figures 5.51 to 5.56 illustrate the real part of the

acoustic pressure (in Pa) for the target and reconstructed sound fields according to

the approach use to resample the plane wave expansion.

Figure 5.50: Voronoi map identifying the incoming direction of the elements of
the plane wave expansion

Figure 5.51: Target and reconstructed field, 1 plane wave, closest neighbour
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Figure 5.52: Target and reconstructed field, 3 plane waves, closest neighbour

Figure 5.53: Target and reconstructed field, 1 plane wave, spherical harmonics

Figure 5.54: Target and reconstructed field, 3 plane waves, spherical harmonics
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Figure 5.55: Target and reconstructed field, 1 plane wave, VBAP

Figure 5.56: Target and reconstructed field, 3 plane waves, VBAP

The results show that the accuracy on the reconstructed sound fields depends on the

approach used to represent the plane waves. The artifacts produced by the imple-

mentation of the spherical harmonic interpolation and VBAP are clearly illustrated

in Figures 5.53 to 5.56. In the case of the closest neighbour, the reconstruction is

more accurate than the other two methods for these two specific target fields. Con-

sistently with previous results, the degree of agreement between the translated target

and reconstructed fields is determined by the initial accuracy of the reconstructed

(non-translated) sound fields. Figures 5.57 to 5.62 show the acoustic errors defined

in section 4.1.1.2 for each specific approach and target field.
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Figure 5.57: Acoustic errors, 1 plane wave, closest neighbour

Figure 5.58: Acoustic errors, 3 plane waves, closest neighbour
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Figure 5.59: Acoustic errors, 1 plane wave, spherical harmonics

Figure 5.60: Acoustic errors, 3 plane waves, spherical harmonics
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Figure 5.61: Acoustic errors, 1 plane wave, VBAP

Figure 5.62: Acoustic errors, 3 plane waves, VBAP

The analysis of the acoustic errors suggests that the closest neighbour is the most

suitable approach for the implementation of the translator operator. As expected,

the spherical harmonic interpolation leads to an acoustic field whose accuracy is only

correct in the radius of validity predicted by equation (4.12). This outcome implies

that the translated field does not agree with the target field outside of that radius.

Moreover, due to the dependency of equation (4.12) on frequency, the area of accurate

reconstruction is very small at high frequencies. Regarding VBAP, the results suggest
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that is the least accurate of the three approaches. This may be due to the interference

effect generated by the representation of one plane wave as the interaction of 3 others.

An additional study was conducted to evaluate the consistency of the results in a

more complex scenario. The plane wave expansion of 614 elements from the rectan-

gular room was selected as reference. The three algorithms (closest neighbour CN,

spherical harmonics SH, and VBAP) were applied to generate an equivalent plane

wave expansion of 64 elements. Then, the sound field was calculated at different re-

ceiver positions using the translation operator (see Figure 5.17). Figures 5.63 to 5.66

illustrate the frequency response in 1/3 octave band resolution. The central point of

the expansion is the receiver position 01.

Figure 5.63: Comparison of the frequency response in 1/3 octave band resolution,
PWE (614) CN, SH and VBAP, translated receiver position 1 and 2

Figure 5.64: Comparison of the frequency response in 1/3 octave band resolution,
PWE (614) CN, SH and VBAP, translated receiver position 3 and 4
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Figure 5.65: Comparison of the frequency response in 1/3 octave band resolution,
PWE (614) CN, SH and VBAP, translated receiver position 5 and 6

Figure 5.66: Comparison of the frequency response in 1/3 octave band resolution,
PWE (614) CN, SH and VBAP, translated receiver positions 7 and 8

The results confirm that the closest neighbour is the most accurate algorithm. The

worst agreement was found for VBAP for which lower energy than the reference is

predicted at high frequencies at all the receivers. Further analysis of these outcomes is

conducted in the next Chapter when an interactive auralization of different enclosures

is discussed.

5.2 Rotation of the sound field

In this section two different alternatives are discussed that enable the listener to

rotate their head. Similarly to the sound field translation operator, the rotation is

not performed for the listener per se, instead, a rotation of the sound field is ap-

plied. Although a rotation of the acoustic field can be generated by interpolating

HRTFs, this methodology has the limitation that it is restricted to binaural repro-

duction systems only. The two approaches considered in this section are suitable

to be implemented with several audio reproduction techniques, which increases the
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flexibility of the auralization system. Firstly, a spherical harmonic transformation is

addressed. This is achieved by taking advantage the Jacobi-Anger expansion, which

allows for the interoperability between the plane wave and spherical harmonic sound

field representations. The second approach corresponds to the use of VBAP as an

interpolation tool to determine a set of plane waves whose amplitudes synthesize a

rotated sound field. Results of the accuracy of these two approaches as algorithms

for the rotation of acoustic fields are discussed and numerical simulations are used

to evaluate the suitability of the proposed approaches.

5.2.1 Spherical harmonic transformation as a rotation operator

Based on equation (2.56), the plane wave expansion can be represented as a linear

superposition of spherical harmonics and spherical Bessel functions that allows for

the rotation of the sound field in this domain. After the rotation is performed, a mode

matching decoding approach (section 4.1.3) is implemented to return to the plane

wave domain. The derivation of the sound field rotation operator in the spherical

harmonic domain is presented as follows: the acoustic pressure at the point r is given

by

p(r, θ, φ, ω) =

∞∑

n=0

n∑

m=−n

Anm(ω)jn(kr)Y
m
n (θ, φ). (5.11)

Likewise, a rotation in the azimuth angle φ0 can be expressed as

p(r, θ, φ− φ0, ω) =

∞∑

n=0

n∑

m=−n

Anm(ω)jn(kr)Y
m
n (θ, φ− φ0). (5.12)

Expanding the right side of equation (5.12)

p(r, θ, φ− φ0, ω) =

∞∑

n=0

n∑

m=−n

Anm(ω)jn(kr)

√
(2n+ 1)

4π

(n−m)!

(n+m)!
Pm
n (cos θ)ejmφe−jmφ0 ,

(5.13)

yields
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p(r, θ, φ− φ0, ω) =
∞∑

n=0

n∑

m=−n

jn(kr)Y
m
n (θ, φ)Aφ0nm(ω), (5.14)

in which

Aφ0nm(ω) = Anm(ω)e−jmφ0 . (5.15)

Equation (5.15) indicates that the rotation of the sound field can be performed by

taking the product between the complex spherical harmonic coefficients and a com-

plex exponential whose argument depends on the angle of rotation. A decoding stage

(section 4.1.3) can be implemented to return to the plane wave representation after

the rotation has been carried out in the spherical harmonic domain. It is important

to mention that apart from the initial error given by the discretization of the plane

wave expansion, the truncation of the spherical harmonic series leads to additional

errors in the sound field reconstruction. In order to keep the extension of the region

in which the reconstruction is accurate, the same number of spherical harmonic coe-

fficients as the number of plane waves must be implemented.

An evaluation of the rotation operator is presented below for different rotation angles

(45◦, 60◦ and 135◦). For this, a plane wave expansion of 64 elements was used to

synthesize the acoustic field generated by a single plane wave at 250 Hz coming from

(θ = 90◦, φ = 45◦). The procedure for the encoding and decoding of the plane wave

expansion in terms of spherical harmonics is described in section 4.1.3. Figures 5.67,

5.68 and 5.69 show the reconstructed acoustic fields for the reference and rotated

cases. The three plots in the figures correspond to:

• (A) the reconstructed acoustic field generated by a plane wave expansion that

synthesizes a single plane wave coming from the reference direction (θ = 90◦, φ =

45◦).

• (B) the reconstructed acoustic field generated by a plane wave expansion that

synthesizes a plane wave coming from the desired rotated directions (θ =

90◦, φ = 90◦, 135◦, 180◦). These plane wave expansions are created to have

a reference to compare the reconstructed fields that have been rotated using

the rotation operator.
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• (C) the reconstructed acoustic field generated by the plane wave expansion (A)

whose complex amplitudes have been modified by the implementation of the

rotation operator in the spherical harmonic domain. The complex amplitudes

are calculated based on a mode-matching decoding approach.

Figure 5.67: Rotation of the sound field, SH, 45◦ with respect to the initial
incoming direction

Figure 5.68: Rotation of the sound field, SH, 90◦ with respect to the initial
incoming direction
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Figure 5.69: Rotation of the sound field, SH, 135◦ with respect to the initial
incoming direction

These figures confirm the suitability of the spherical harmonic transformation to

rotate the acoustic field. No relevant differences were found between the acoustic

fields of the plots (B) and (C) close to the central point of the expansion, which

indicates that rotation of the sound field using spherical harmonics does not affect

the initial accuracy achieved by discretized plane wave expansion, namely the radius

predicted by equation (4.12). However, this statement is true only if the number of

spherical harmonic coefficients is equal to the number of plane waves ((N +1)2 = L).

Otherwise, the area of accurate reconstruction is reduced according to the number of

spherical harmonic coefficients implemented. The acoustic errors defined in section

4.1.1.2 are presented in Figures 5.70, 5.71 and 5.72. The errors are calculated using as

target field plane waves analytically estimated whose incoming directions correspond

to the rotated angles.

Figure 5.70: Acoustic errors, rotation of the sound field, SH, 45◦ with respect to
the initial incoming direction
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Figure 5.71: Acoustic errors, rotation of the sound field, SH, 90◦ with respect to
the initial incoming direction

Figure 5.72: Acoustic errors, rotation of the sound field, SH, 135◦ with respect to
the initial incoming direction

An analysis of the acoustic errors reveals that the rotation of the acoustic field leads

to an accurate reconstruction of the target field within the radius predicted by equa-

tion (4.12). Outside this radius, the reconstruction leads to a different sound field

reconstruction. Consistently with the results obtained for the translation operator,

the mismatch between the reconstructed and target sound fields is not due to the

rotation operator. Instead, the accuracy is determined by the number of planes waves

used in the first instance to reconstruct the acoustic field. This is true provided that

the number of spherical harmonic coefficients is equal to number of plane waves.
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5.2.2 VBAP as a rotation operator

A different approach based on VBAP was implemented to perform the rotation of the

acoustic field directly in the plane wave domain. The rotation is generated simply

by shifting all the elements of the plane wave expansion in the opposite direction

of the orientation of the listener. This rotated set of plane waves can be recreated

using a VBAP algorithm where three different plane waves whose incoming directions

are restricted to the directions established by the original discretized plane wave

expansion (equation (5.8)) are used to generate each of them. The solution can be

obtained by the implementation of an inverse method as follows: the directions of the

three plane waves selected to synthesize a plane wave coming from (θtarget, φtarget)

are established as unit vectors (ln) whose origin is the centre of a unit sphere. The

direction of the target plane wave is defined by the unit vector l̃. By expressing l̃ as

a combination of the three plane waves the following relation is determined

l̃ = (g1l1 + g2l2 + g1l3) , (5.16)

in which gn represents the amplitude of the plane waves. A matrix notation yields

l̃ = Lg, (5.17)

where L = [l1, l2, l3] and g = [g1, g2, g3]
T .The amplitudes are calculated by solving

equation (5.17) for g, namely

g = L−1̃l, (5.18)

In addition, the amplitudes are normalized based on a coherent summation where

their sum leads to unity, namely

gnormalized =
g

g1 + g2 + g3
, (5.19)

This process is conducted for the 64 plane waves according to the shifting angle,

which leads to a rotated acoustic field. Figures 5.73, 5.74, and 5.75 show the acoustic

fields reconstructed by a plane wave expansion of 64 elements. The initial sound

field corresponds to a plane wave at 250 Hz coming from (θ = 90◦, φ = 45◦). Then,

the plane wave expansion is rotated by 45◦, 60◦ and 135◦ with respect to the initial
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incoming direction using the VBAP algorithm. The three plots illustrated in each

figure correspond to:

• (A) the reconstructed acoustic field generated by a plane wave expansion that

synthesizes a plane wave coming from the reference direction (θ = 90◦, φ = 45◦).

• (B) the reconstructed acoustic field generated by a plane wave expansion that

synthesizes a plane wave coming from the desired rotated directions (θ =

90◦, φ = 90◦, 135◦, 180◦). These plane wave expansions are created to have

a reference to compare the reconstructed fields that have been rotated using

the VBAP algorithm.

• (C) the reconstructed acoustic field generated by the plane wave expansion

whose complex amplitudes hwere modified based on the VBAP algorithm to

perform the rotation.

Figure 5.73: Rotation of the sound field, VBAP, 45◦

Figure 5.74: Rotation of the sound field, VBAP, 90◦
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Figure 5.75: Rotation of the sound field, VBAP, 135◦

The figures show that the use of VBAP is a suitable approach to perform the rotation

of acoustic fields. A further analysis in terms of the acoustic errors is presented in

Figures 5.76 to 5.78.

Figure 5.76: Acoustic errors, rotation of the sound field, VBAP, 45◦

Figure 5.77: Acoustic errors, rotation of the sound field, VBAP, 90◦
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Figure 5.78: Acoustic errors, rotation of the sound field, VBAP, 135◦

An analysis of the acoustic errors indicates that the area where the reconstruction

is accurate does not match the radius predicted by equation (4.12). These findings

suggest that the implementation of VBAP as a rotation operator is less accurate

than the spherical harmonics approach. As frequency increases the area where the

rotation using VBAP yields an accurate reconstruction decreases, which constrains

furthermore its implementation at high frequencies. These findings reveal that a

lower order of spherical harmonics is required to achieve the same accuracy as VBAP

for use as rotation operators.

5.3 Discussion

Previous sections describe different approaches to generate interactive features in an

auralization system based on a plane wave representation. The error given by the

discretization of the plane wave expansion leads to a local description of the acoustic

field, which in turn restricts the amount of translation that can be applied. Regarding

rotation, the number of spherical harmonic coefficients is limited by the number of

plane waves used in the expansion, and therefore, the accuracy at high frequencies is

also determined by this discretization. Further analysis of the area where the rotation

of the sound field has to be performed correctly is carried out in the next Chapter in

the light of the implementation results.

The manipulation of the sound field to generate an interactive auralization based

on a plane wave expansion has been discussed. The interactive features correspond

to the translation and rotation of the listener within the enclosure. An analytical
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expression for the translation of acoustic fields has been derived. From an imple-

mentation point of view, the use of a finite plane wave expansion generates an initial

error that constrains the distance over which the translation accurately reconstructs

a reference target field. For the low frequency content of the plane wave expansion

(FE data), this maximum distance can be estimated from equation (5.9). In the case

of the high frequency content of the plane wave expansion (GA data), the distance

cannot be predicted by equation (5.9) due to the method used for the generation of

the plane wave expansion. Nevertheless, experiments carried out using the transla-

tion operator indicate a good agreement in terms of the frequency response in 1/3

octave band resolution with respect to the omnidirectional references predicted by

Catt-Acoustics (within a radius of 1.5 m).

The translation operator has been implemented to evaluate three different approaches

to resample the GA plane wave expansion from 614 to 64 elements. This resampling

is required only to make the approach compatible with the plane wave expansion

from FEM. The results indicate that the closest neighbour is the most accurate tech-

nique to resample the data. The least accurate method is the use of VBAP.

Two different approaches have been proposed to perform the rotation of the acoustic

field. An implementation of VBAP as an interpolation tool validates the suitability

of this method to rotate sound fields in the plane wave domain. However, a compar-

ison with a rotation algorithm based on a spherical harmonic transformation reveals

that the latter approach is more accurate in terms of sound field reconstruction.

Nevertheless, the number of spherical harmonic coefficients must be the same as the

number of plane waves to preserve the area in which the reconstruction is accurate.
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Chapter 6

Real-Time Implementation of an

Auralization System

The aim of this chapter is to implement the theoretical background described in pre-

vious chapters in order to create an interactive auralization system based on the plane

wave expansion. The interactive auralization is performed based on a direct acous-

tic rendering (see section 2.2.5.2) meaning that the directional impulse responses,

which constitute the plane wave expansion, are previously calculated (off-line). This

methodology allows for a real-time acoustic rendering of enclosures using synthesized

directional impulse responses whose low frequency and high frequency components

have been calculated in advance using FEM and GA, respectively. Due to the pre-

computation of the impulse responses, the proposed auralization system enables in-

teractive features such as translation and rotation of the listener within the enclosure.

However, changes in the boundary conditions or modifications of the acoustic source

in terms of its directivity and spatial location are not feasible without recalculating

the RIRs. The proposed auralization system combines a real-time acoustic rendering

with a graphical interface based on a video game environment. Experiments about

the accuracy and limitations of the proposed approach are presented and discussed

for several reference cases on the basis only of the translation operator.

Figure 6.1 shows the general architecture of the signal processing chain. It is com-

posed of 4 main blocks. The first block corresponds to the convolution of anechoic

audio material with a plane wave expansion that has been calculated from FE-GA

simulations (Chapter 4). The second module refers to the implementation of the

translation operator in the plane wave domain (section 5.1). The third block corre-

sponds to the application of a rotation operator in the spherical harmonic domain
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(section 5.2.1) and finally, the last stage is the reproduction of the auralization using

a headphone-based binaural system. The implementation has been made using the

commercial packages Max v.7.2 and Unity v.5.0. Max is a visual programming lan-

guage oriented to audio and video processing. In contrast, Unity is a programming

language dedicated to video game development and it is used in the current research

to create graphical interfaces for interactive auralization.

In the following two general setups are presented. The first one corresponds to the

auralization at a fixed position and the other one is for an interactive sound field

reconstruction. Each setup is described individually based on the blocks illustrated

in Figure 6.1.

Figure 6.1: General architecture for a real-time auralization based on the plane
wave expansion

6.1 Auralization at fixed listener positions

Figure 6.1 shows two blocks highlighted in blue which correspond to the components

used for auralizations at a fixed position. The acoustic field is reproduced using a

headphone-based binaural system. The first block corresponds to the estimation of

the directional impulse responses based on plane wave expansion. For this, numer-

ical simulations of the acoustics of enclosures are carried out using a combination

of the finite element method and geometrical acoustics as explained in Chapter 3.
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Then, the plane wave expansion is generated from the simulated data following the

methodology proposed in Chapter 4. To reduce the number of convolutions required

in real-time, the anechoic audio material is previously convolved with the directional

impulse responses. The only limitation of this approach is that the audio material

cannot be changed in real-time. Regarding the second block, the convolution with

the HRTFs can be performed offline but in the current implementation is executed

in real-time. Each directional impulse response is convolved with the HRTF that

corresponds to the incoming direction given by the plane wave expansion. The im-

plemented HRTF database was provided by Technology Arts Sciences TH Koln [146]

and corresponds to a Neumann dummy head KU100.

A non-individualised headphone equalization is applied at the end of the signal pro-

cessing chain to reduce the frequency colouration produced by the transducers in the

reproduced sound. The headphone equalization was made based on the methodology

proposed by Masiero and Fels [147]. For this, measurements of Headphone Impulse

Responses (HPIRs) from an AKG K-702 were conducted using a Neumann dummy

head KU100 in the small anechoic chamber of the ISVR (see Figure 6.2). The HPIRs

were measured using a logarithmic sine sweep from 20 Hz to 20 kHz with a duration

of 10 s. Because the HPIRs vary according to how the headphones fit on over the

listener, a set of 10 trials was carried out by removing and placing the headphones

again for each measurement. Figure 6.3 shows the measured headphone frequency

responses for both channels (left and right). 0 dB corresponds to the magnitude

measured at 1 kHz.

Figure 6.2: Measurement of headphone frequency responses, AKG K-702
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Figure 6.3: Measured headphone frequency responses, AKG K-702

The assumption made in Masiero’s approach is that peaks in the inverted frequency

response are the most subjectively disturbing component. Therefore, the aim is to

reduce the notches in the frequency response to be inverted and thus minimize the

resulting peaks of the inverted one. One approach is to take the highest magnitude

among the measured headphone frequency responses at each frequency, which leads

to all the local notches being reduced. This approach yields an inverted frequency re-

sponse whose irregularities will most probably be in the form of valleys and not peaks.

However, instead of taking the maximum of the magnitude corresponding to all

the measurements for every frequency, a more conservative approach based on a

statistical analysis was used in this work. Assuming that the measured headphone

impulse responses are normally distributed, the curve obtained from the mean µ

plus 2 times the standard deviation σ of the magnitude of the measured frequency

responses will be above the magnitude of the measured frequency responses with over

95% chance. This approach yields a relatively smooth curve and it is more robust

to outliers compared to taking the maximum of the magnitude of all measurements

[147]. Finally, the phase is synthesized again using minimum phase filters. Figure

6.4 illustrates the target frequency responses to be inverted for both channels. The

inverted frequency responses are calculated as
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Figure 6.4: Target headphone frequency responses to be equalized, AKG K-702

inv(H(ω)) =
H(ω)∗

H(ω)∗H(ω) + β
, (6.1)

in which inv(H(ω)) is the inverted frequency response, (·)∗ indicates the complex

conjugate operation and β is a regularization parameter implemented to reduce the

boost produced by the inversion at low frequencies. Figure 6.5 shows the frequency

responses and their inverted versions. The impulse responses of the inverted filters

are illustrated in Figure 6.6.

Figure 6.5: Inverted headphone frequency responses, AKG K-702
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Figure 6.6: Inverted headphone filters, AKG K-702, β = 107

The filters are convolved with the HRTFs at the end of the signal processing chain

of the auralization system.

6.2 Interactive auralization

All the modules in Figure 6.1 are now included in the auralization system to generate

an interactive sound field reconstruction. The translation of the acoustic field is

performed in the plane wave domain based on the procedure presented in section 5.1.

The spherical harmonic approach was selected for the rotation because it provides

a higher accuracy than VBAP (see section 5.2). The plane wave expansion used

for the auralization corresponds to 64 directional impulse responses whose low and

high frequency content have been calculated using FEM and GA, respectively. A

detailed description of the Max patches used for the auralization system is presented

in Appendix A.

6.2.1 Translation of the acoustic field

The translation of the sound field is carried out by the implementation of delay objects

in Max. The values of the delays are calculated according to the relative position of

the listener inside the virtual enclosure. In the current instance, the translation is

performed only in the azimuthal plane. The values of the delays are given by
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D(l) =

⌈[
−fs

(
x

′ · ŷl

c

)]
+ ζ

⌉
, (6.2)

where D(l) is the delay applied to the lth directional impulse response, fs is the

sampling frequency, c is the speed of sound, x
′

is a vector identifying the coordinates

of the listener position, ŷl is the unitary vector that indicates the incoming direction

of the plane wave l, ζ is an arbitrary constant to prevent the occurrence of negative

delay values and ⌈·⌉ indicates the rounding operation. Figure 6.7 shows the general

delay algorithm in Max.

Figure 6.7: General delay algorithm in Max

6.2.2 Rotation of the acoustic field

The implementation of the rotation in the auralization system using a spherical

harmonic transformation can be divided into two main steps: the encoding and

decoding stage (see section 4.1.3), respectively. The general concept can be defined

as the encoding of each of the directional impulse responses into a finite number

of spherical harmonic coefficients, the application of the rotation and, finally, the

return to the plane wave domain again through a decoding process. Nevertheless,

to reduce the computational cost required by the generation of the rotation in the
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acoustic field, instead of multiplying the spherical harmonic coefficients by a rotation

operator, the encoding stage is computed using as an input the difference given by

the angles of the directional impulse responses ((θl, φl)) and the rotation angle. Two

different approaches to compute the encoding and decoding stages were considered as

shown in Figures 6.8 and 6.9. In the first case, the encoding of the directional impulse

responses includes the multiplication of the spherical harmonic coefficients with the

audio signals, which allows for all the coefficients of the same mode and order to be

added together, and therefore, the use of only one decoding block. In contrast, in the

second approach, just the directions of the directional impulse responses are encoded

leading to a unique decoding stage for each plane wave.

Figure 6.8: Encoding and decoding using spherical harmonics, approach 1
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Figure 6.9: Encoding and decoding using spherical harmonics, approach 2

Although the second approach requires more mathematical operations, the rate of

update is lower because the multiplication with the audio signals is performed at the

last step of the process. Experiments conducted in Max revealed that approach 2

uses approximately 30% less computational resources than approach 1 and for that

reason it has been implemented in the current research. However, the number of au-

dio channels to be processed at some stage of the signal processing chain is (L×N)

regardless of the approach. This was not possible to achieve in Max without the

creation of an external and more efficient object due to the very large amount of

operations. The processing of this number of audio channels in Max would involve

the development of external tools and is not considered in this investigation. Based

on the discussion above, the number of spherical harmonic coefficients in equation

(4.25) was limited to the fifth order of spherical harmonics (36 coefficients) and this

has been implemented directly in Max for the encoding and decoding stages. The

encoding is performed using real-valued spherical harmonics [148] which are calcu-

lated from their complex pairs using equation (2.58).

The decoding stage is performed using a mode-matching approach. One consequence

of the reduced spherical harmonic order is that the area of accurate reconstruction

is reduced following the relation N = kr. In order to preserve the area where the
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translation is correct, the translation operator is applied every time before the rota-

tion. In this case, the reduction given by the lower spherical harmonic order does not

reduce the region where the translation operator accurately reconstructs the target

field. This means that the outcome of the rotation operation has only to be accurate

in the radius corresponding to the listener’s head (rl). The truncation of the spheri-

cal harmonic series up to 5th order leads to a maximum frequency of ≈ 2 kHz for a

listener radius of 0.1 m. Above that frequency, the sound field reconstruction is not

performed accurately and alternative Ambisonics approaches to optimize the high

frequency content may be used. A complete description of the implementation of the

rotation in Max can be found in Appendix A. Furthermore, Appendix B reports the

results of the evaluation of different Ambisonics decoding methods, which may be

used to improve the high frequency sound field reconstruction.

6.3 Graphical interfaces

Virtual environments were created in Unity to generate a platform where the listener

can move using a first-person avatar and hear the changes in the acoustic field based

on its relative position with respect to the enclosure. This is performed by sending

from Unity to Max the location and orientation of the avatar. The interaction be-

tween these two softwares was achieved using the Max-Unity Interoperability Toolkit

[149], which is an external Max object developed by the Virginia Tech Department

of Music. Figures 6.10 to 6.13 illustrate the models made in Unity to generate the

interactive auralizations. The models correspond to 4 different spaces: a virtual rect-

angular room of dimensions 5m x 10m x 3m and the enclosures considered in Chapter

3.
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Figure 6.10: Rectangular room created in Unity

Figure 6.11: Meeting room model created in Unity
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Figure 6.12: Ightham Mote model created in Unity

Figure 6.13: Office room model created in Unity
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6.4 Evaluation of the auralization system using the Max

implementation

The aim of this section is to present a series of experiments to assess the accuracy of

the sound field reconstruction given by the auralization system presented in section

6.2. For this, the real-time implementation in Max was used in conjunction with plane

wave expansions of the different rooms, which have been predicted by means of the

finite element method and geometrical acoustics. Two types of analysis have been

performed: monaural (based on omnidirectional signals) and a spatial evaluation

based on first order B-format signals, respectively. The procedure is based on the

recording of the output signals from the real-time auralization system implemented

in Max and their comparison to numerical references.

6.4.1 Monaural analysis

A comparison of the predicted omnidirectional frequency responses at different re-

ceiver positions is considered for different enclosures. This is performed by rendering

the sound field in real-time using an auralization system developed in Max whose

directional impulse responses were estimated based on the methodology established

in Chapter 4. The omnidirectional frequency responses from the interactive aural-

ization system were obtained by adding all the directional impulse responses and

recording the total output. This information is compared to omnidirectional fre-

quency responses that were synthesized individually at the receiver locations using

a combination of the finite element method and geometrical acoustics. These om-

nidirectional references do not use the plane wave expansion information. They

correspond to the frequency response of omnidirectional receivers obtained directly

from the commercial packages Comsol and Catt-Acoustics, respectively. The use of

the numerical information as reference is due to the lack of measurements across the

enclosures to evaluate different positions. The assumption given by this approach is

that the numerical simulations provide an adequate description of the acoustics of

the rooms. A calibration between reference measurements and simulations has been

presented in Chapter 3, which makes this assumption reasonable. Nevertheless, it

is important to emphasize that the main objective of this research is not to prove

that a combination of FEM and GA leads to an accurate prediction of room impulse

response, but how to generate a plane wave representation of FEM-GA simulations,
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which allows for the generation of an interactive auralization. Four spaces have been

taken into consideration for the analysis as described in section 6.3.

6.4.1.1 Rectangular room

The positions within the room were selected based on the setup illustrated in Figure

5.17. Figures 6.14 to 6.21 show the frequency response in narrow band and in 1/3

octave band resolution at 8 receiver locations based on the method selected to resam-

ple the GA data, i.e. closest neighbour, spherical harmonic interpolation and VBAP.

The cyan line indicates the crossover frequency (355 Hz) and the black line indicates

the predicted maximum frequency at which the translation should be correctly per-

formed. The maximum frequency was estimated by solving equation (4.12) for R.

This is done taking into account the distance between the central point of the expan-

sion and each receiver’s position. The data plotted in magenta corresponds to the

initial plane wave expansion of 614 elements that contains only geometrical acoustic

information. This plot is only presented in the frequency range in which the GA data

is used. The use of this information is to point out the initial divergence between the

plane wave expansion and the omnidirectional receiver predicted by Catt-Acoustics.

Finally, Table 6.1 presents a summary of the mean errors according to the approach

used to resample the GA data from 614 to 64 plane waves.

Figure 6.14: Comparison of frequency responses. PWE (FEM+GA) and omnidi-
rectional RIR (FEM+GA) at the reference position 1, rectangular room
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Figure 6.15: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 2, rectangular room

Figure 6.16: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 3, rectangular room

Figure 6.17: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 4, rectangular room
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Figure 6.18: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 5, rectangular room

Figure 6.19: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 6, rectangular room

Figure 6.20: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 7, rectangular room
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Figure 6.21: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 8, rectangular room

Receiver Dist. (m) Freq. (Hz) CN (dB) SH (dB) VBAP (dB)

2 1.5 ≈ 187 0.9 1.3 2.5

3 1 ≈ 281 1.1 0.8 3.1

4 1 ≈ 281 1.0 1.1 2.8

5 2 ≈ 141 1.6 1.3 3.8

6 3 ≈ 94 1.6 1.7 3.3

7 3 ≈ 94 2.2 1.8 4.1

8 3 ≈ 94 2.0 2.5 3.0

Table 6.1: Mean errors for the interactive auralization at different receiver loca-
tions, rectangular room. The distance to the central point of the expansion and the
maximum frequency in which is expected to achieve an accurate reconstruction is

reported for each receiver

The results indicate a good agreement to the reference data below the frequency

predicted by equation (4.12). Smaller differences found in this frequency range are

associated with three reasons: the implementation of integer delays in Max, the nu-

merical accuracy used by Max to perform mathematical operations (summing the

directional impulse responses), and the application of regularization in the inverse

problem, which decreases the matching between the radius of validity and the ef-

fective area where the reconstruction is accurate. Above the crossover frequency, a

better agreement in terms of energy was found for the closest neighbour and spher-

ical harmonic approach. Based on Table 6.1, the accuracy of the closest neighbour

and the spherical harmonics methods depends on the spatial location of the receiver

and there is not a clear difference when using one or the other. Consistently with

previous results, VBAP was the least accurate method to represent the GA data. An

important mismatch in the frequency range between 160 Hz and 315 Hz was found

in Figures 6.19, 6.20 and 6.21. This outcome is related to the situation where the
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frequency predicted by equation (4.12) is much lower than the crossover frequency.

In this case, there is no control over the energy in this frequency range because the

translation operator is applied on the low frequency content, which corresponds to

the FE data, and the distance is much further from the maximum region where the

translation leads to the correct sound field reconstruction.

6.4.1.2 Meeting room

Eight receivers were selected according to the description given in Figure 5.28. The

predicted frequency response in narrow band and in 1/3 octave band resolution for

each receiver are illustrated in Figures 6.22 to 6.29. The cyan line indicates the

crossover frequency (355 Hz) and the black line indicates the maximum frequency

in which is expected that the translation is correctly performed. Finally, Table 6.2

shows the mean errors according to the approach used to resample the GA data.

Figure 6.22: Comparison of frequency responses. PWE (FEM+GA) and omnidi-
rectional RIR (FEM+GA) at the reference position 1, meeting room

Figure 6.23: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 2, meeting room
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Figure 6.24: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 3, meeting room

Figure 6.25: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 4, meeting room

Figure 6.26: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 5, meeting room
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Figure 6.27: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 6, meeting room

Figure 6.28: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 7, meeting room

Figure 6.29: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 8, meeting room
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Receiver Dist. (m) Freq. (Hz) CN (dB) SH (dB) VBAP (dB)

2 0.5 ≈ 562 1.5 1.8 1.9

3 0.5 ≈ 562 1.7 2.1 1.9

4 0.5 ≈ 562 1.7 1.9 2.0

5 0.5 ≈ 562 2.0 1.8 2.5

6 1 ≈ 281 1.9 2.2 1.6

7 1.5 ≈ 187 2.0 2.7 1.6

8 2.4 ≈ 117 4.0 3.5 5.2

Table 6.2: Mean errors for the interactive auralization at different receiver loca-
tions, meeting room. The distance to the central point of the expansion and the
maximum frequency in which is expected to achieve an accurate reconstruction is

reported for each receiver

The figures show a similar tendency to the findings from subsection 5.1.1.2 in which

the plane wave expansion from geometrical acoustics data showed a higher disagree-

ment with the omnidirectional references compared to the rectangular room. At

high frequencies, the analysis of the reconstructed sound fields points out that the

translation is more accurately performed for the closest neighbour and spherical har-

monic approaches if the initial PWE of 614 elements are selected as reference. The

mismatches found at high frequencies are associated not to the translation operator

but, to the disagreement between the initial plane wave expansion of 614 elements

and the omnidirectional reference (see subsection 5.1.1.2). Nevertheless, the mean

errors within a radius of 1.5 m never exceeded 2.0 dB, 2.7 dB and 2.5 dB for the

closest neighbour, spherical harmonic interpolation and VBAP, respectively. At low

frequencies, as expected, very good agreement between the reconstructed sound fields

and the omnidirectional references was achieved. In this frequency range, the changes

in the modal response of the enclosure are correctly predicted by the translation op-

erator. Furthermore, the figures show a high degree of accuracy in the sound field

reconstruction up to the frequencies predicted by equation (4.12) as long as these

frequencies are below the crossover frequency. If not, the reconstruction is very ac-

curate up to the frequency where the sound field is predicted using FE data, namely,

the crossover frequency.

6.4.1.3 Ightham Mote

Figure 5.37 shows the location of 8 receivers that have been used for the current

analysis. The predicted frequency response in narrow band and in 1/3 octave band
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resolution for each receiver are illustrated in Figures 6.30 to 6.37. The crossover

frequency between the finite element and geometrical acoustic data corresponds to a

282 Hz for this enclosure. Table 6.3 shows the mean errors according to the approach

used to resample the GA information.

Figure 6.30: Comparison of frequency responses. PWE (FEM+GA) and omnidi-
rectional RIR (FEM+GA) at the reference position 1, Ightham Mote

Figure 6.31: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 2, Ightham Mote

Figure 6.32: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 3, Ightham Mote
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Figure 6.33: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 4, Ightham Mote

Figure 6.34: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 5, Ightham Mote

Figure 6.35: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 6, Ightham Mote
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Figure 6.36: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 7, Ightham Mote

Figure 6.37: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 8, Ightham Mote

Receiver Dist. (m) Freq. (Hz) CN (dB) SH (dB) VBAP (dB)

2 0.5 ≈ 562 1.4 1.8 1.4

3 0.5 ≈ 562 1.6 1.9 1.6

4 0.5 ≈ 562 1.2 1.5 2.0

5 1 ≈ 281 1.6 2.2 1.4

6 1 ≈ 281 1.5 2.4 1.3

7 1.5 ≈ 187 1.7 1.9 2.0

8 1.5 ≈ 187 1.2 1.9 2.3

Table 6.3: Mean errors for the interactive auralization at different receiver loca-
tions, Ightham Mote. The distance to the central point of the expansion and the
maximum frequency in which is expected to achieve an accurate reconstruction is

reported for each receiver

The outcomes are consistent with the results from the two previous enclosures. The

translation of the plane wave expansion leads to an accurate reconstruction of the

reference acoustic field at low frequencies, specifically below the crossover frequency.
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An interesting finding was obtained from the receiver positions 7 and 8 where the

synthesis of the sound field is correctly performed at frequencies higher than the

threshold given by equation (4.12). At high frequencies (octave bands of 8 kHz and

16 kHz), the energy predicted by the translation of the plane wave expansion is higher

than the omnidirectional references. This result is consistent in all the enclosures and

it is an intrinsic feature of the method used to calculate the plane wave expansion

from GA simulations. Regarding the three methods used to resample the PWE from

geometrical acoustic data, Table 6.3 indicates that closest neighbour is the most

accurate approach. The mean errors using this technique are smaller than 1.7 dB for

all the receivers considered.

6.4.1.4 Office room

Figure 6.38 shows three receiver positions that were used to evaluate the performance

of the auralization system in the office room. This enclosure is the smallest space

of the 4 reference cases, thus providing a good scenario to assess the constraints

given by the chosen sound propagation model. The central point of the plane wave

expansion is at the receiver 01. The other two receivers were selected to compare

the synthesized acoustic pressure predicted by the translation of the plane wave

expansion to omnidirectional references. The distance of receiver 03 to receiver 01

is approximately 3 times the distance between receiver 02 and 01 allowing for a

more global analysis of the space. Furthermore, due to its smaller dimensions, the

crossover frequency between the FE and GA data corresponded to 562 Hz, which is

the highest among the crossover frequencies used in this work. Figures 6.39, 6.40 and

6.41 illustrate the predicted frequency response in narrow band and in 1/3 octave

band resolution for each receiver. Table 6.4 summarizes the mean error according to

the approaches selected to resample the GA data.
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Figure 6.38: Sketch of the office room, validation of the auralization system

Figure 6.39: Comparison of frequency responses. PWE (FEM+GA) and omnidi-
rectional RIR (FEM+GA) at the reference position 1, office room

Figure 6.40: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 2, office room
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Figure 6.41: Comparison of frequency responses. Translated PWE (FEM+GA)
and omnidirectional RIR (FEM+GA) at the translated position 3, office room

Receiver Dist. (m) Freq. (Hz) CN (dB) SH (dB) VBAP (dB)

2 0.5 ≈ 562 1.4 2.0 1.5

3 1.7 ≈ 162 2.3 3.2 1.3

Table 6.4: Mean errors for the interactive auralization at different receiver loca-
tions, office room

Figure 6.40 indicates that the frequency predicted by equation (4.12) and the crossover

frequency between FE and GA match at receiver 02. An excellent agreement between

the synthesized and reference frequency responses was found up to 400 Hz for this

receiver. Beyond that, a good agreement in terms of the frequency response in 1/3

octave band resolution was achieved. Regarding receiver 03, an accurate sound field

reconstruction was achieved up to the frequency predicted by equation (4.12). From

that frequency and up to the crossover frequency, a mismatch between the predicted

and reference frequency responses was found. This disagreement is related to the

initial error given by the discretization of the plane wave expansion, which leads the

translation operator to reconstruct a different acoustic field from the reference one.

Above the crossover frequency, an overestimation of the energy was found for this

receiver. Nevertheless, the mean errors values are 2.3 dB, 3.2 dB and 1.3 dB for

the closest neighbour, spherical harmonic interpolation and VBAP, respectively. An

interesting result was found for this room that is consistent with the outcomes for

the meeting room. The overestimation of the energy with respect to the omnidi-

rectional references given the closest neighbour and spherical harmonic interpolation

tends to be higher in these smaller rooms. However, in the case of VBAP, the lack of

energy provided by this method (compared to the initial plane wave expansion of 614

element) reduced the gap between the predicted and reference frequency responses.

This particular condition makes VBAP the most accurate approach for this specific
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room.

The monaural analysis of the 4 enclosures reveals that, as expected, the plane wave

expansion provides a description that is locally accurate of the acoustic fields. The

extent of the region where an accurate reconstruction is performed is mainly de-

termined by the number of directional impulse responses but also depends on the

specific enclosure. In large rooms in which the plane wave model is suitable a wider

low-error region was found. The implementation of the translation operator in the

auralization system leads to an accurate representation of the modal response of the

rooms at low frequencies. At high frequencies, a good agreement in terms of energy

was found up to a distance of 1.5 m from the central point of the expansion. From

the three different approaches used to resample the geometrical acoustic data (PWE

of 614 elements), the closest neighbour provides the lowest mean error in 3 of the 4

rooms. In this case, the mean error never exceeds 2.3 dB within a radius of 1.5 m.

Finally, a good agreement between the frequency determined by equation (4.12) and

the frequency up to which the sound field reconstruction is accurately performed was

found for all rooms. This agreement remains as long as the frequency determined by

equation (4.12) is lower than the crossover frequency.

6.4.2 Spatial analysis

The previous experiment evaluated the auralization system in terms of the accuracy

to reconstruct the acoustic pressure at different reference locations. Although, this

analysis provides a useful insight into the performance of the auralization system,

it does not give any information about the spatial characteristics of the synthesized

sound fields. An evaluation of spatial information is carried out in this section based

on B-format (first order) signals, namely, the signals from a monopole (Y 0
0 = W )

and three orthogonal dipoles oriented over the coordinate axes (Y −1
1 = Y , Y 0

1 = Z,

Y 1
1 = X). The assessment of the sound field by means of B-format signals allows

an investigation of how the energy is spatially distributed, which is important for

binaural and multichannel sound field reproduction. It has been shown by Fazi and

Menzies [150] that is possible to extract the acoustic pressure and particle velocity

from B-format signals. This information can be used to accurately estimate the local-

ization cues at low frequencies [151]. The procedure to generate the B-format signals

is described below.
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The low frequency content of the B-format reference signals was estimated by the im-

plementation of an inverse method according the formulation given in section 4.1.2.

For this, virtual microphone arrays were used to sample the FE data at the positions

where the B-format signals were intended to be synthesized. At high frequencies,

B-format impulse responses were directly exported from Catt-Acoustics. These two

sound field representations were combined based on the approach established in sec-

tion 3.4 leading to unified reference B-format signals. The B-format signals from

the auralization system were obtained by using the rotation module (see Figure 6.1),

which is based on a spherical harmonic transformation. The signals corresponding

to the zero and first order were recorded after the encoding stage. In the follow-

ing, a comparison between the reference (numerical) and the synthesized (by the

auralization system) B-format signals is presented for the four enclosures previously

considered.

6.4.2.1 Rectangular room

Receivers 4 and 7 illustrated in Figure 5.17 were selected for the analysis in the rect-

angular room. The selection of these receiver positions was motivated by the distance

from the central point of the expansion (rcv(4)=1 m and rcv(7)=3 m) and the mean

errors from the monaural evaluation, which provide two different levels of agreement.

Figure 6.42 illustrates a comparison between the omnidirectional frequency response

predicted by FEM and the W signal estimated by the inverse method. TheW signal

was compensated by the factor (
√
2) in order to compare it with respect to the omni-

directional reference. The result indicates that the inverse method is able to generate

the correct spherical harmonic coefficients and therefore can be used for the subse-

quent analysis. Figures 6.43 to 6.48 show the frequency response in narrow band

and in 1/3 octave band resolution of the reference and synthesized B-format signals.

Table 6.5 reports the mean error according to the approach selected to resample the

GA data.
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Figure 6.42: Comparison of frequency responses. W and omidirectional (FEM),
positions 4 (left) and 7 (right), rectangular room

Figure 6.43: Comparison of frequency responses. Translated PWE (W ) and ref-
erence (W ) at the translated position 4, rectangular room

Figure 6.44: Comparison of frequency responses. Translated PWE (X) and ref-
erence (X) at the translated position 4, rectangular room
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Figure 6.45: Comparison of frequency responses. Translated PWE (Y ) and ref-
erence (Y ) at the translated position 4, rectangular room

Figure 6.46: Comparison of frequency responses. Translated PWE (Z) and refer-
ence (Z) at the translated position 4, rectangular room

Figure 6.47: Comparison of frequency responses. Translated PWE (W ) and ref-
erence (W ) at the translated position 7, rectangular room
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Figure 6.48: Comparison of frequency responses. Translated PWE (X) and ref-
erence (X) at the translated position 7, rectangular room

Figure 6.49: Comparison of frequency responses. Translated PWE (Y ) and ref-
erence (Y ) at the translated position 7, rectangular room

Figure 6.50: Comparison of frequency responses. Translated PWE (Z) and refer-
ence (Z) at the translated position 7, rectangular room
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Receiver Approach W (dB) Y (dB) Z (dB) X (dB) Average (dB)

4 (1m)

CN 1.3 2.0 3.0 1.6 2.0

SH 1.1 2.4 5.7 3.7 3.2

VBAP 3.1 1.6 3.1 1.4 2.3

7 (3m)

CN 1.7 3.3 5.2 2.4 3.2

SH 2.3 3.7 8.0 2.9 4.2

VBAP 2.8 1.3 5.0 3.7 3.3

Table 6.5: Mean errors in the B-format signals for the interactive auralization at
different receiver locations, rectangular room

A comparison of the mean errors indicates that receiver 4 leads to smaller values than

receiver 7. The reason for this result can be mainly associated with the fact that

the distance of the receivers to the central point the expansion is smaller for receiver

4. Regarding the B-format signals, the outcomes indicate that the reconstruction is

more accurately performed for the W signals. In this case, a very good agreement

between the frequency response synthesized by the auralization system and the ref-

erence signal was found up to the frequency established by equation (4.12). For the

other orders, the match at low frequencies is not as good as the zero order, but with

a good agreement in terms of the frequency response in 1/3 octave band resolution.

The largest differences were found for the Z signals. Nevertheless, it is important

to point out that the magnitude of the Z signals are very low so the mean errors

may not be as perceptually relevant as for the other signals. Above the crossover

frequency (GA data), the results are consistent with the monaural results (section

6.4.1.1) showing that the mismatch is dominated by the initial discrepancy between

the plane wave expansion of 614 elements and the omnidirectional references. This

is confirmed by the comparison of the B-format signals computed directly from the

GA plane wave expansion of 614 elements and the B-format signals recorded from

the auralization system, which are very similar for the case of the closest neighbour.

The overestimation of the energy in the octave bands of 8 kHz and 16 kHz given by

the auralization system was also present for the B-format signals suggesting that this

is an intrinsic feature of the approach selected to generate the plane wave expansion

from the GA data.

Figures 6.47 to 6.48, which correspond to the results for receiver 7, show that the

highest disagreement is given in the frequency range determined by the frequency
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predicted by equation (4.12) and the crossover frequency (355 Hz). This discrep-

ancy is associated with the initial error given by the discretization of the plane wave

expansion, which restricts the area where the translation operator leads to the ref-

erence sound field. Finally, Table 6.5 shows that the closest neighbour is on average

the more accurate approach from the three methods implemented to resample the

GA data. For this room, the worst approach was the use of a spherical harmonic

interpolation.

6.4.2.2 Meeting room

The analysis of the B-format signals was carried out at receivers 2 and 7 for the meet-

ing room (see Figure 5.28). These receivers were chosen because they corresponded to

the locations where a good and bad agreement was found in terms of the mean errors

for the closest neighbour approach (monaural evaluation). The frequency response

in narrow band and in 1/3 octave band resolution of the reference and synthesized

B-format signals are illustrated in Figures 6.51 to 6.56. A summary of the mean

errors according to the approach selected to resample the GA data is presented in

Table 6.6.

Figure 6.51: Comparison of frequency responses. Translated PWE (W ) and ref-
erence (W ) at the translated position 2, meeting room
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Figure 6.52: Comparison of frequency responses. Translated PWE (X) and ref-
erence (X) at the translated position 2, meeting room

Figure 6.53: Comparison of frequency responses. Translated PWE (Y ) and ref-
erence (Y ) at the translated position 2, meeting room

Figure 6.54: Comparison of frequency responses. Translated PWE (Z) and refer-
ence (Z) at the translated position 2, meeting room
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Figure 6.55: Comparison of frequency responses. Translated PWE (W ) and ref-
erence (W ) at the translated positionn 7, meeting room

Figure 6.56: Comparison of frequency responses. Translated PWE (X) and ref-
erence (X) at the translated position 7, meeting room

Figure 6.57: Comparison of frequency responses. Translated PWE (Y ) and ref-
erence (Y ) at the translated position 7, meeting room
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Figure 6.58: Comparison of frequency responses. Translated PWE (Z) and refer-
ence (Z) at the translated position 7, meeting room

Receiver Approach W (dB) Y (dB) Z (dB) X (dB) Average (dB)

2 (0.5m)

CN 1.9 2.8 2.6 1.6 2.2

SH 1.7 2.2 3.2 1.7 2.2

VBAP 2.9 4.3 2.8 2.1 3.0

7 (1.5m)

CN 2.5 2.3 2.7 2.1 2.4

SH 2.0 2.1 2.5 2.1 2.2

VBAP 4.0 3.6 3.4 3.5 3.6

Table 6.6: Mean errors in the B-format signals for the interactive auralization at
different receiver locations, meeting room

The results indicate that the reconstruction of the B-format signals is performed with

good accuracy for all the components (W ,X, Y and Z) below the crossover frequency

(355 Hz). A singnificant disagreement between the synthesized and reference B-

format signals was found for both receivers in the octave bands of 500 Hz and 1 kHz.

This outcome is consistent with the results obtained in section 5.1.1.2 in which the

translation of the plane wave expansion of 614 elements (GA data) was compared to

omnidirectional references predicted in Catt-Acoustics. The mismatches with respect

to the references in these octave bands are associated with the constraint imposed by

the size of the room on the plane wave propagation assumption. At higher frequencies,

the level of agreement between the B-format signals mainly depends how well the

translation of the plane wave expansion of 614 elements matches the omnidirectional

receivers. Regarding the method to resample the GA data, Table 6.6 shows that

closest neighbour is the most accurate approach for receiver 2 whilst the spherical

harmonic interpolation is in the case of receiver 7.
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6.4.2.3 Ightham Mote

Figures 6.59 to 6.64 illustrate the frequency response in narrow band and in 1/3 octave

band resolution of the reference and synthesized B-format signals at two different

receiver positions for the Ightham Mote. The locations correspond to 04 and 07

based on the configuration established in Figure 6.7. A report of the mean errors for

each channel of the B-format signals and receivers is presented in Table 6.7.

Figure 6.59: Comparison of frequency responses. Translated PWE (W ) and ref-
erence (W ) at the translated position 4, Ightham Mote

Figure 6.60: Comparison of frequency responses. Translated PWE (X) and ref-
erence (X) at the translated position 4, Ightham Mote
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Figure 6.61: Comparison of frequency responses. Translated PWE (Y ) and ref-
erence (Y ) at the translated position 4, Ightham Mote

Figure 6.62: Comparison of frequency responses. Translated PWE (Z) and refer-
ence (Z) at the translated position 4, Ightham Mote

Figure 6.63: Comparison of frequency responses. Translated PWE (W ) and ref-
erence (W ) at the translated position 7, Ightham Mote
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Figure 6.64: Comparison of frequency responses. Translated PWE (X) and ref-
erence (X) at the translated position 7, Ightham Mote

Figure 6.65: Comparison of frequency responses. Translated PWE (Y ) and ref-
erence (Y ) at the translated position 7, Ightham Mote

Figure 6.66: Comparison of frequency responses. Translated PWE (Z) and refer-
ence (Z) at the translated position 7, Ightham Mote
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Receiver Approach W (dB) Y (dB) Z (dB) X (dB) Average (dB)

4 (0.5m)

CN 1.2 1.6 2.2 2.0 1.8

SH 1.7 1.6 3.5 2.8 2.4

VBAP 1.7 2.7 2.1 1.5 2.0

7 (1.5m)

CN 1.8 2.0 2.9 2.5 2.3

SH 2.2 2.2 4.7 3.2 3.1

VBAP 1.7 1.9 2.2 2.0 2.0

Table 6.7: Mean errors in the B-format signal for the interactive auralization at
different receiver locations, Ightham Mote

The figures indicate that the sound field reconstruction of the B-format signals in

the octave bands of 500 Hz and 1 kHz is more accurately performed than for the

meeting room. This result supports the concept that the disagreements obtained

for the meeting room are associated with the plane wave model. At frequencies

below the crossover frequency (288 Hz), the synthesis of the all signals (W ,X, Y

and Z) show good agreement with the reference. At high frequencies, the results are

consistent with the findings reported in section 5.1.1.2 and 6.4.1.3 where the accuracy

in this frequency range depends on the level of agreement between the plane wave

expansion (GA data) of 614 elements and the omnidirectional references. Finally,

Table 6.7 reveals that the closest neighbour is the most accurate approach in terms

of the averaged mean error for receiver 4 whilst VBAP is for receiver 7.

6.4.2.4 Office room

The predicted frequency response in narrow band and in 1/3 octave band resolution

of the B-format channels are presented below for the receiver positions 02 and 03 of

the office rrom (see Figure 6.38). Table 6.8 summarizes the mean errors according to

the method used to resample the GA data.
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Figure 6.67: Comparison of frequency responses. Translated PWE (W ) and ref-
erence (W ) at the translated position 2, office room

Figure 6.68: Comparison of frequency responses. Translated PWE (X) and ref-
erence (X) at the translated position 2, office room

Figure 6.69: Comparison of frequency responses. Translated PWE (Y ) and ref-
erence (Y ) at the translated position 2, office room
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Figure 6.70: Comparison of frequency responses. Translated PWE (Z) and refer-
ence (Z) at the translated position 2, office room

Figure 6.71: Comparison of frequency responses. Translated PWE (W ) and ref-
erence (W ) at the translated position 3, office room

Figure 6.72: Comparison of frequency responses. Translated PWE (X) and ref-
erence (X) at the translated position 3, office room
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Figure 6.73: Comparison of frequency responses. Translated PWE (Y ) and ref-
erence (Y ) at the translated position 3, office room

Figure 6.74: Comparison of frequency responses. Translated PWE (Z) and refer-
ence (Z) at the translated position 3, office room

Receiver Approach W (dB) Y (dB) Z (dB) X (dB) Average (dB)

2 (0.5m)

CN 1.5 1.7 2.5 2.3 2.0

SH 2.0 2.2 3.1 2.7 2.5

VBAP 1.6 1.6 2.1 2.0 1.8

3 (1.7m)

CN 2.3 3.7 4.0 1.9 3.0

SH 3.2 4.1 4.9 2.5 3.7

VBAP 1.4 2.0 2.6 1.0 1.8

Table 6.8: Mean errors in the B-format signal for the interactive auralization at
different receiver locations, office room

The results indicate that the W signals are accurately reconstructed up to the fre-

quency determined by equation (4.12). This relation holds as long as the crossover

frequency is higher than the frequency predicted by equation (4.12); otherwise, the

limit is given by the crossover frequency. A good agreement in terms of the frequency

response in 1/3 octave band resolution was found for the other signals, namely Y , Z
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and X. Compared to the meeting room, the mismatch in the octave band of 500 Hz

is not as large, which is due to the use FE data in this frequency range. At high fre-

quencies, the disagreement in the octave bands of 8 kHz and 16 kHz was also present

for all signals and receivers. As expected, the outcomes show that the sound field

reconstruction is more accurate at receiver 02, which is closer to the central point

of the expansion. Regarding the approaches to resample the GA data, the lowest

average mean error is achieved by using VBAP.

The global analysis of the results for the 4 previous reference cases indicates that the

auralization system is able to reconstruct with a good level of accuracy the first order

of spherical harmonic signals. The average mean error never exceeds 2.4 dB within

a radius of 1.5 m for the closest neighbour approach, which was the most accurate

method to resample the GA data (PWE of 614 elements) in 3 of the 4 enclosures. As

expected, a higher agreement with the references was found at low frequencies where

the synthesis of the acoustic field is carried out using FE data. At high frequencies, a

good agreement in terms of the frequency response in 1/3 octave band resolution was

obtained. Nevertheless, the level of this matching is mainly determined by the initial

accuracy given by the translated plane wave expansion of 614 elements compared to

the omnidirectional references (section 5.1.1.2). Regarding the B-format signals, the

highest accuracy was achieved for W in all rooms. For the remaining signals, namely

X, Y and Z, the accuracy depends on the specific enclosure. Finally, the results also

confirm the limitations given by the chosen sound field model (plane waves) when an

attempt is made to reconstruct a sound field of small spaces at mid frequencies using

GA data.

6.5 Discussion

An implementation of the methods discussed in previous chapters was carried out to

create an interactive auralization system. The interactive features correspond to the

translation and rotation of the sound field. The auralization system was developed

using the commercial packages Max and Unity. A translation operator is applied in

the plane wave domain, which allows for the translation of the acoustic field. A lim-

itation in the number of spherical harmonic coefficients that can be implemented to

perform the rotation was found for the real-time implementation of the auralization

system. This is due to the number of plane waves and the high order used in the

spherical harmonic transformation, which requires a large amount of audio channels
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to be processed in real-time. A strategy was proposed to reduce the effects given by

a lower order based on the application of the translation operator before the rotation

stage. This signal processing flow ensures that the translation is always performed

correctly in the region determined by the initial accuracy and the output of the ro-

tation algorithm must be accurate only in an area equivalent to the listener’s head.

Finally, the analysis of the auralization system in terms of the accuracy to reconstruct

the acoustic pressure and the first order of spherical harmonic coefficients indicates

that the synthesis of the sound field is performed with good accuracy at low frequen-

cies in the region defined by equation (4.12). At high frequencies, a good agreement

in terms of the frequency response in 1/3 octave band resolution was found. Nev-

ertheless, an overestimation of the energy in the octave bands of 8 kHz and 16 kHz

was present for all the enclosures. The reason for this mismatch is unclear because

the wavelengths at this frequency range are short enough to assume a plane wave

propagation. It seems to be an intrinsic feature given by the methodology used to

generate the plane wave expansion from GA data, but further work is required to

gain a better understanding of this artefact.
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Conclusions

A complete framework for the generation of interactive auralization based on a plane

wave expansion has been presented. This acoustic representation not only allows

for interactive features such as the translation and rotation of sound fields, but is

also compatible with a several sound reproduction techniques such as binaural, Am-

bisonics, WFS and VBAP, enhancing the auralization technique. The directional

impulse responses corresponding to this plane wave representation are predicted by

means of a combination of the finite element method and geometrical acoustics. The

finite element method was implemented to calculate the low frequency content of the

directional impulse responses whilst geometrical acoustics was used to estimate the

middle and high frequency content for which its assumptions yield reasonable results.

A discussion of the modelling parameters has been presented for both simulation

methods by using several reference cases. Although the combination of methods for

the numerical solution of the wave equation and geometrical acoustics is not a novel

topic in the scientific literature, the consolidation of the methodology and the choice

of simulation parameters are still open topics for research in more general applica-

tions. In this thesis, an analysis of the use of reverberation time measurements to

determine the effective specific acoustic impedance for finite element predictions has

been carried out. This approach leads to a practical methodology to characterize the

boundary conditions for FE simulations in existing rooms. An analysis of the results

supports the suitability of this method in simple enclosures. However, in complex

spaces such as the Ightham Mote, further investigation on how to tackle different

modelling parameters is required. This is mainly required for FE simulations but in
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some cases extends also for GA.

The implementation of the finite element method yielded an improvement in the

acoustic prediction at low frequencies compared to geometrical acoustics for the meet-

ing and office room. In this case, the modal responses of these two enclosures were

more accurately estimated. Furthermore, the study of the assumption of a purely

resistive specific acoustic impedance to characterize the boundary conditions in FE

simulations indicated that the main implication is a shift in the predicted frequency

response. This outcome was consistent for a simple analytical example and for diffe-

rent numerical test cases.

From the predicted acoustic data, different approaches to generate a plane wave ex-

pansion according to the simulation method (FEM-GA) have been proposed. The

suitability of inverse methods to estimate a set of plane waves whose complex ampli-

tudes reconstruct a target field has been proven. This technique is useful to extract

directional information from meshed data that corresponds to the output from FE

simulations. However, the discretization of the integral representation into a finite

number of plane waves constrains the spatial accuracy of the sound field reconstruc-

tion. In other words, the discretization of the integral equation leads to a locally

accurate representation of the sound field. The extent of the region in which the

synthesis is accurate depends on the number of plane waves and the frequency of the

field. The relation between frequency, number of plane waves and spatial location

derived by Kennedy et al. [142] has been tested for several references cases. The out-

comes indicated that this prediction is accurate as long as the acoustic field satisfies

the homogeneous Helmholtz equation, i.e. there are no acoustic sources, scattering

objects or reflective boundaries inside of the region of reconstruction.

The representation of acoustic fields that correspond to spherical wave propagation

has also been considered. The curvature of the wave can be correctly represented

but at the expense of a considerably higher amount of energy (compared to a plane

wave field) and a spread spatial distribution in the plane wave density. However,

an analysis of the acoustic fields reveals that a significant amount of that energy is

actually used to reconstruct the sound field outside of the region where an accurate

reconstruction is expected (radius given by equation (4.12)).
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The use of Tikhonov regularization in the formulation of the inverse problem has

three main effects on the sound field representation. The first is that the energy of

the plane wave density used for the synthesis of the sound fields is considerably lower

than for the non-regularized solution. The second consequence is that the energy

distribution of the plane wave density is much more directionally concentrated. For

simple fields such as a free field or a single reflective boundary, the energy of the plane

wave density is directionally concentrated into the incoming direction of the wave(s).

The last effect is a reduction of the area where the sound field reconstruction is ac-

curate compared to the non-regularized solution. Nevertheless, the amplitude of the

reconstructed field outside of the radius predicted by equation (4.12) is lower when

regularization is applied. The implementation of regularization is convenient for an

interactive auralization system because apart from it being a more efficient solution,

the translation operator can lead to a zone with high acoustic pressure if no regula-

rization is applied. The perceptual effects of a more concentrated plane wave density

in the direction of the incoming propagation is an interesting topic for future research.

The equivalence of a discretized plane wave expnasion and a truncated spherical har-

monic expansion has been studied for different analytical cases. Such equivalence is

valid as long as the number of plane waves is equal to the number of spherical har-

monics coefficients, namely L = (N + 1)2. Then, the correspondence between these

two sound field representations is given inside the area predicted by equation (4.12).

Outside this region, the lack of higher orders in the spherical harmonic expansion

leads to a different reconstructed sound field. However, a decoding of the spheri-

cal harmonic coefficients into a plane waves recreates “these higher orders” leading

to a similar sound field synthesis to the plane wave expansion over the whole domain.

Regarding the plane wave expansion from the geometrical acoustic data, a time-

spatial record of the reflections can be directly computed when a simulation is per-

formed. However, the use of a commercial package restricted the amount of infor-

mation that could be accessed. From the alternatives provided by Catt-Acoustics,

the use of a high spatial resolution microphone to trace the reflections was chosen.

The plane wave expansion is generated by exporting directional impulse responses

according to a selected spatial discretization over a unit sphere. The main assump-

tion is that the reflection paths are in fact plane waves propagating inside the space.

The robustness of this postulation has been tested for several enclosures of different

volumes. As expected, a higher accuracy is found in larger spaces or at distances
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where the far field can be considered, which in turn, is frequency dependent.

A translation operator has been used to predict the sound field at different locations

in the enclosure. The results indicate that this approach leads to a good agreement

in terms of the frequency response in 1/3 octave band resolution when it is com-

pared to omnidirectional impulse responses computed using Catt-Acoustics. In the

worst scenario, a mean error of 3.1 dB was of found at a distance of 1.5 m. It is

worth mentioning that the stochastic implementation of the scattering coefficients

can lead to a mean error of 0.7 dB between trials of the simulations without any

variation in the modelling parameters. In order to combine the FE and GA results,

three different approaches have been proposed to resample the plane wave expan-

sion obtained from geometrical acoustics into a number of plane waves that is equal

to the plane wave expansion created from the FE data. Experiments indicate that

the closest neighbour method is the most accurate approach to resample the GA data.

After a common basis in terms of the number of elements L in the plane wave expan-

sion has been created for both simulation methods, a combination of the FE and GA

data is carried out in the frequency domain using 8th order Butterworth filters. The

low and high pass filters were designed to obtain a uniform magnitude and phase in

the crossover point avoiding colouration in the frequency response. Based on a uni-

fied plane wave expansion, the tools required to generate an interactive auralization

system have been proposed. The interactive features that have been generated in the

current research correspond to the translation and rotation of the listener within the

room. Modifications of the acoustic source in terms of its location and directivity

pattern or variations in the acoustic properties of the boundaries are not considered.

This is because the calculation of the directional impulse responses (plane wave ex-

pansion) is not performed in real-time. The equivalence between the rotation and

translation of the listener as the respective rotation and translation of the sound field

has been used to create the interactive features.

A theoretical formulation to perform a translation of acoustic fields has been pre-

sented. This approach allows for the translation of a given sound field over the whole

domain. However, in the case of the low frequency content of the directional impulse

responses (FE data), the error given by the discretization of the plane wave expan-

sion restricts the area where the translation accurately synthesizes the target field.
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At high frequencies, a good agreement in terms of the frequency response in 1/3

octave band resolution was achieved when the translation operator is applied within

a radius of 1.5 m from the central point of the expansion.

Two approaches have been proposed to generate a rotation of the sound field. An

implementation of Vector Base Amplitude Panning (VBAP) as an interpolation al-

gorithm to predict the amplitudes of a set of plane waves, which rotates the acoustic

field, has been discussed. Alternatively, the use of a spherical harmonic transfor-

mation has been also considered. An analytical formulation for the rotation in the

azimuth plane has been derived for this domain. The plane waves that reconstruct the

set of spherical harmonic coefficients are computed with a process based on a mode-

matching approach. A comparison of these two methods reveals that the spherical

harmonic transformation is a more accurate technique to rotate acoustic fields.

An interactive auralization system has been created using Max as an acoustic ren-

dering and Unity as a graphical interface in which an avatar moves inside of a virtual

enclosure. The signal processing is carried out based on a unified plane wave expan-

sion and by the implementation of algorithms to translate and rotate the acoustic

fields. In order to improve the accuracy of the synthesis of the acoustic fields, the

rotation is always performed after the translation. This means that the output of

the rotation operator only has to be accurate in a radius equivalent to the half of

listener’s head. The implementation of the auralization system reveals limitations

when encoding a high number of plane waves into a high order of spherical harmo-

nics due to computational resources. In the current research encoding up to a 5th

order of spherical harmonics was possible to process in real-time using a plane wave

expansion of 64 plane waves.

The evaluation of the auralization system has been carried out in the frequency do-

main using as reference numerical simulations of the enclosures. The assumption of

this approach is that the FE-GA simulations provide an adequate description of the

acoustics of the spaces. It is worth mentioning that the scientific contribution of this

thesis is not to prove that the combination of methods for the numerical solution of

the wave equation and geometrical acoustics is a suitable approach to predict room

impulse responses. This has been already addressed by several researchers. The nov-

elty in this thesis is the generation and manipulation of a plane wave expansion from
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FE-GA simulations which allow for interactive features in a real-time auralization

system.

The use of numerical information as a reference solution was selected due to a lack of

sufficient measured (omnidirectional and spatial) impulse responses at different posi-

tions of the enclosures. Multiple field points were selected for several reference cases

in which the acoustic pressure and the B-format signals (first order) were estimated

from the finite element and geometrical acoustics simulations. This information is

compared to the real-time acoustic rendering produced by the auralization system

at these field points. The mean error between the reference and predicted signals

has been chosen as a metric for the analysis. The results indicate that the auraliza-

tion system is able to recreate the acoustic pressure and the first order of spherical

harmonic coefficients with good accuracy within a radius of 1.5 m. In this case the

average mean error never exceeds the 3.3 dB for the closest neighbour approach which

was the most accurate method for resampling the GA data in three of the four en-

closures considered.

The methodology based on plane waves provides a convenient representation, which

allows for the interaction of different approaches (VBAP, spherical harmonics) and

several reproduction techniques. This framework enhances the practicality and ap-

plicability of the auralization technique. The potential to reconstruct sound fields

which have been predicted by means of methods for the numerical solution of the

wave equation expands the branch of problems in which the auralization technique

can be used as a tool for the analysis. The suitability of generating an interactive

auralization improves the applications the proposed method. Nevertheless, two main

fundamental limitations constrain the sound field reconstruction using a plane wave

expansion. The first corresponds to the plane wave model, which it is constrained in

small rooms where the far field assumption is not fullfilled. The second is the dis-

cretization of the integral equation, which leads to a locally accurate reconstruction

of the acoustic field.

Finally, it is important to mention that the analysis of the performance of the au-

ralization system has been addressed based on the accuracy of the reconstructed

acoustic fields, which has been carried out with objective metrics. No perceptual

evaluations of the auralization system have been conducted. The use of listening
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tests can be an alternative approach to validate and improve the methods presented

in this thesis. This is planned to be carried out in the near future.

305





Chapter 8

Further Work

An interesting topic for future research is the disagreement found in the octave bands

of 8 kHz and 16 kHz between the predicted and reference sound fields. This particu-

lar result is associated with the method for the creation of the plane wave expansion

from the GA data. However, further research is needed to establish the physical

reasons behind this result. In addition, the use of a commercial package restricted

the analysis and validation of the geometrical acoustics data. Alternative methods to

generate the plane wave expansion such as the computation of high order spherical

harmonic signals (e.g. equivalent to the number of plane waves) or the tracing of

the reflection paths in real-time when the simulation is performed seem to be more

robust approaches to processing the GA data. This is a topic for future research,

which could lead to more accurate results at high frequencies.

Due to the local description of the sound field provided by the use of the plane wave

expansion, a significant improvement of the proposed method would be the genera-

tion of a more global representation of the acoustics of the enclosure. This can be

done by the synthesis of plane wave expansions which are centred at different posi-

tions within the room. An algorithm that interpolates the amplitude of the plane

waves can be implemented allowing a more robust translation and rotation of the

acoustic field. The suitability of this interpolation approach is the next stage to be

investigated.
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Finally, the implementation of the proposed method in other areas of acoustics such

as noise control is an interesting topic for future research. One example is the au-

ralization of the changes in the acoustic field due to the installation of an acoustic

barrier. Investigations about the applicability of the method in this type of problem

will be addressed in the future.
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Absorption and scattering

coefficients used in GA

simulations

A.1 Meeting room

Material 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz

Lights 0.02 0.02 0.03 0.02 0.03 0.03

Foam 0.02 0.03 0.04 0.04 0.05 0.06

Glass 0.33 0.24 0.17 0.09 0.05 0.03

Ceiling 0.04 0.03 0.03 0.04 0.05 0.06

Wood 0.04 0.04 0.07 0.04 0.04 0.05

Wood door 0.13 0.10 0.06 0.06 0.07 0.07

Wood table 0.02 0.02 0.02 0.01 0.02 0.02

Acrylic 0.01 0.01 0.01 0.01 0.01 0.02

Brick 0.01 0.02 0.02 0.01 0.02 0.02

Carpet 0.02 0.06 0.14 0.26 0.43 0.49

Plaster 0.25 0.20 0.10 0.07 0.05 0.06

Table A.1: Absorption coefficients used in GA simuations, meeting room
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simulations

Material 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz

Lights 0.3 0.3 0.3 0.3 0.3 0.3

Foam 0.1 0.1 0.1 0.1 0.1 0.1

Glass 0.2 0.2 0.2 0.2 0.2 0.2

Ceiling 0.2 0.2 0.2 0.2 0.2 0.2

Wood 0.2 0.2 0.2 0.2 0.2 0.2

Wood door 0.2 0.2 0.2 0.2 0.2 0.2

Wood table 0.2 0.2 0.2 0.2 0.2 0.2

Acrylic 0.1 0.1 0.1 0.1 0.1 0.1

Brick 0.2 0.2 0.2 0.2 0.2 0.2

Carpet 0.1 0.1 0.1 0.1 0.1 0.1

Plaster 0.2 0.2 0.2 0.2 0.2 0.2

Table A.2: Scattering coefficients used in GA simuations, meeting room

A.2 Ightham Mote

Material 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz

Paint-2 0.01 0.01 0.01 0.01 0.02 0.02

Lamp 0.01 0.01 0.01 0.01 0.02 0.02

Paint 0.08 0.08 0.14 0.18 0.20 0.23

Wood-E 0.14 0.1 0.06 0.08 0.1 0.1

Wood-H 0.6 0.55 0.26 0.16 0.16 0.1

Brick 0.09 0.14 0.17 0.17 0.17 0.21

Carpet 0.09 0.08 0.21 0.26 0.27 0.37

Tilefloor 0.02 0.02 0.02 0.02 0.03 0.03

Tapestry 0.17 0.25 0.41 0.06 0.82 0.82

Wood-W 0.14 0.1 0.06 0.08 0.1 0.1

Glass 0.35 0.25 0.18 0.12 0.07 0.04

Table A.3: Absorption coefficients used in GA simuations, Ightham Mote
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simulations

Material 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz

Paint-2 0.1 0.1 0.1 0.1 0.1 0.1

Lamp 0.1 0.1 0.1 0.1 0.1 0.1

Paint 0.13 0.2 0.2 0.3 0.3 0.4

Wood-E 0.1 0.1 0.1 0.2 0.2 0.3

Wood-H 0.1 0.1 0.1 0.2 0.2 0.3

Brick 0.13 0.2 0.2 0.3 0.3 0.4

Carpet 0.1 0.1 0.1 0.1 0.1 0.1

Tilefloor 0.1 0.1 0.1 0.2 0.2 0.3

Tapestry 0.1 0.1 0.1 0.1 0.1 0.1

Wood-W 0.3 0.5 0.7 0.7 0.8 0.9

Glass 0.2 0.2 0.2 0.2 0.3 0.3

Table A.4: Scattering coefficients used in GA simuations, Ightham Mote

A.3 Office room

Material 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz

Shelf 0.03 0.03 0.07 0.04 0.04 0.05

Blackboard 0.01 0.01 0.01 0.01 0.01 0.01

Window 0.26 0.2 0.17 0.08 0.04 0.03

Wood door 0.1 0.08 0.06 0.06 0.06 0.06

Carpet 0.01 0.04 0.13 0.26 0.38 0.42

Concrete 0.1 0.10 0.02 0.02 0.02 0.02

Plaster 0.08 0.08 0.07 0.04 0.03 0.03

Acrylic 0.01 0.01 0.01 0.01 0.01 0.01

Table A.5: Absorption coefficients used in GA simuations, office room
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simulations

Material 125 Hz 250 Hz 500 Hz 1000 Hz 2000 Hz 4000 Hz

Shelf 0.2 0.2 0.2 0.2 0.2 0.2

Blackboard 0.1 0.1 0.1 0.1 0.1 0.1

Window 0.2 0.2 0.2 0.2 0.2 0.2

Wood door 0.1 0.1 0.1 0.1 0.1 0.1

Carpet 0.1 0.1 0.1 0.1 0.1 0.1

Concrete 0.2 0.2 0.2 0.2 0.2 0.2

Plaster 0.2 0.2 0.2 0.2 0.2 0.2

Acrylic 0.1 0.1 0.1 0.1 0.1 0.1

Table A.6: Scattering coefficients used in GA simuations, office room
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Max patches of the auralization

system
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Appendix C

Optimization of the high

frequency reconstruction by

means of Ambisonics decoding

methods

Due to the artifacts created by the truncation in the number of spherical harmonic

coefficients, different decoding methods have been proposed to increase the physical

or perceptual accuracy of the sound field reconstruction. The implementation of these

types of decoder is made by applying a monotonically decreasing weighting function

(like a “fade out”) to the spherical harmonic coefficients, which describes the acoustic

filed. Consequently, each decoder yields a different sound field reconstruction perfor-

mance. The concept of this weighting function can be explained using an analogy to

the Fourier transform of a Dirac Delta function with different window types. Figure

C.1 shows signals created by applying different frequency-domain windows to a Dirac

delta function. According to the window type selected, the energy of the complex

coefficients is weighted in different proportion leading to an altered signal when the

inverse Fourier transform is applied.
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Appendix C. Optimization of the high frequency reconstruction by

means of Ambisonics decoding methods

Figure C.1: Reconstructed Delta Dirac signal

One approach to decode Ambisonics signals is Max-rE, which aims to maximize

the energy vector optimizing the sound reproduction at high frequencies [152]. The

energy vector is defined as [80]:

rE · uE =

∑L
l=1 g

2
l ŷl∑L

l=1 g
2
l

, (C.1)

where L represents a superposition of plane waves incoming from the directions ŷl

at the reference point (r = 0). Therefore, the energy vector is the sum of the unitary

vectors ŷ weighted by their respective amplitude gains squared (g2) and divided by

the sum of their amplitude gains squared. The value of rE compounds between 0 and

1 and the unitary vector uE is defined as uE = (cosθE , sinθE). A different method is

the In-Phase decoder, which recreates the condition that the loudspeakers feed the

signals in phase decreasing the localization artifacts [80]. Finally, a unitary gain is

applied to all orders up to the truncation order N for the Basic decoding method,

which means that every order of spherical harmonics has the same contribution to

the reconstructed sound field.

The performance of three decoding approaches (Basic, Max-rE and In-Phase) has

been studied and evaluated in the light of the results of experimental measurements.

The latter were performed using a spherical array composed of 40 uniformly dis-

tributed loudspeakers and a 5th order Ambisonics system. The measurements were
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conducted in the anechoic chamber of the ISVR using a translating microphone ar-

ray composed by 29 transducers (Ref. Brüel & Kjær 4189-L001) across 40 positions.

The total number of measured points corresponded to 1160 with a spatial resolution

of 0.05 m leading to an approximate spatial alias frequency of 3.4 kHz. An error

analysis is presented based on the difference between the target (far field spherical

wave) and the synthesized acoustic pressure and intensity field.

Figure C.2: Measurement of the acoustic field produced by a 5th order Ambisonics
system

The algorithm to test the performance of the Ambisonics decoding methods was

developed using the software package Max. Figure C.3 shows the architecture of

the decoder with its respective modules. The first part corresponds to the encoding

stage using up to 5th order of spherical harmonics. Then, the resulting signals were

weighted by a gn function according to the chosen type of decoder (Basic, Max-rE

or In-Phase). The values for the gn functions were calculated using the methodology

suggested by Jerome Daniel [80]. Finally, at the last stage, the signals are decoded

using a decoding matrix obtained by a mode-matching approach and reproduced

them by the loudspeaker array.
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Figure C.3: Ambisonics decoder

The sound pressure field was directly computed from the measurements. However, in

the case of the acoustic intensity, the values were determined by taking the real part

of the product between the sound pressure p(x) and the complex conjugate of the

particle velocity u(x) (see equation C.2). The particle velocity was calculated based

on the Euler’s equation (equation C.3) by approximating the gradient of the pre-

ssure as the difference between neighbouring sound pressure measurement positions

(equation C.4).

I(x, ω) =
1

2
Re {p(x)u(x)∗} , (C.2)

u(x) = −∇p(x)
jωρ0

, (C.3)

u(x) ≈ − 1

jωρ0

[p(x+ dx)− p(x)]

dx
, (C.4)

where ∇p(x) is the gradient of the pressure and ρ0 is the static density of the air.

The measured acoustic pressure and acoustic intensity flow field at 250 Hz, 1 kHz

and 2 kHz are presented in Figures C.4, C.5 and C.6, respectively. The black circle

represents the region of validity which is determined from equation (4.12). The

measurement procedure involved the recording of the sound field generated by each

type of decoder using the microphone array. The excitation signal corresponded to

a virtual point source (white noise) located at (θ = 90, φ = 45) and 2.3 m far away.
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The comparison between Figures C.4, C.5 and C.6 clearly identifies the constraint to

reproduce high frequencies over a wide listener area. The radius of validity provides

an insight on the area where the sound field reconstruction is accurate. However,

it was found that this assumption is not always valid and depends strongly on the

decoder. Regarding the acoustic intensity flow, the Figures C.4, C.5 and C.6 show a

good agreement between the reference radius and the direction of the intensity flow.

However, at 1 kHz and 2 kHz only by the Basic and Max-rE decoders match the

radius.

Figure C.4: Acoustic field reconstruction Ambisonics decoding methods, 250 Hz
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Figure C.5: Acoustic field reconstruction Ambisonics decoding methods, 1 kHz

Figure C.6: Acoustic field reconstruction Ambisonics decoding methods, 2 kHz

An error analysis was conducted based on the acoustic pressure data using the am-

plitude and phase errors defined in section 4.1.1.2. Figures C.7, to C.12 show these
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errors for the frequencies of 250 Hz, 1 kHz and 2 kHz, respectively.

Figure C.7: Amplitude error, 250 Hz

Figure C.8: Amplitude error, 1 kHz

Figure C.9: Amplitude error, 2 kHz

Figure C.10: Phase error, 250 Hz
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Figure C.11: Phase error, 1 kHz

Figure C.12: Phase error, 2 kHz

At 250 Hz, the errors reveal that a good agreement between the target field and

the synthesized field is found for the Basic decoder. For the Max-rE and In-Phase

decoders, the reconstruction is accurate at the center of the listener area, but over a

region with a smaller radius than the predicted by the equation (4.12). At 2 kHz, the

Basic decoder does not reconstruct the sound field as is expected, even within the

radius of validity. The In-Phase decoder presents a better performance compared

to the Basic decoder, but the Max-rE decoder offers the best performance at this

frequency. Furthermore, an improvement on the accuracy of the sound field recon-

struction was found in some zones outside the radius using Max-rE at 2 kHz, which

suggests that this decoder may lead to an optimization of the reconstruction at high

frequencies. The reduction in the area of accuracy at low frequencies due to the

implementation of this decoding method in the auralization system is not relevant

because the listener radius is fully covered.

The results suggest that the implementation of the Max-rE decoder can be a suitable

approach to optimize the sound field reconstruction at high frequencies in the aural-

ization system. However, this decoder is based on the assumption of an uncorrelated

summation of signals, which may not be the case for the plane wave expansion. Fur-

ther investigations about the suitability of implementing different decoding methods

in the auralization system are required to evaluate their effectiveness.
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[95] Z Schärer and A Lindau. Evaluation of Equalization Methods for Binaural Sig-

nals. In 126th Convention of Audio Engineering Society, pages 1–17, Munich,

2009. AES.

[96] A Lindau and F Brinkmann. Perceptual Evaluation of Headphone Compensa-

tion in Binaural Synthesis Based on non-individual Recordings. Journal of the

Audio Engineering Society, 60(1):54–62, 2012.

[97] W Martens. Individualized and Generalized Earphone Correction Filters for

Spatial Sound Repeduction. In 2003 International Conference on Auditory

Display, pages 263–266, Boston, 2003.

[98] C Sander, F Wefers, and D Leckschat. Scalable Binaural Systhesis on Mobile

Devices. In 133rd Convention of Audio Engineering Society, pages 1–8, San

Francisco, 2012. AES.

[99] Staff Technical Writter. Binaural Technology for Mobile Applications. Journal

of the Audio Engineering Society, 54(10):990–995, 2006.

[100] A Moore and A Tew. An Initial Validation of Individualized Crosstalk Can-

cellation Filters for Binaural Perceptual Experiments. Journal of the Audio

Engineering Society, 58(1/2):36–45, 2010.

[101] T Takeuchi and P Nelson. Optimal Source Distribution for Binaural Synthesis

over Loudspeakers. Journal of the Acoustical Society of America, 112(6):2786–

2797, 2002.

[102] Christos Tsakostas and Andreas Floros. Optimized Binaural Modeling for In-

mersive Audio Applications. In 122nd Convention of Audio Engineering Soci-

ety, pages 1–7, Viena, 2007. AES.

[103] T Lentz. Dynamic Crosstalk Cancellation for Binaural Synthesis in Virtual

Reality Environments. Journal of the Audio Engineering Society, 54(4):283–

294, 2006.

[104] H Lehnert and J Blauert. Virtual Auditory Environment. In 5th International

Conference Advanced Robotics, pages 211–216, Pisa, 1991. IEEE.

339



Bibliography

[105] D Furlong, M Doyle, E Kelly, C MacCabe, and R MacLaverry. Interactive

Virtual Acoustics Synthesis for Architectural Acoustics Design. In 93rd Con-

vention of Audio Engineering Society, pages 1–10, San Francisco, 1992. AES.

[106] J Jot. Real-Time Spatial Processing of Sounds for Music, Multimedia and In-

teractive Human-Computer Interfaces. Multimedia Systems, 7(1):55–69, 1999.

[107] T Funkhouser, N Tsingos, I Carlbom, G Elko, M Sondhi, J West, G Pingali,

P Min, and A Ngan. A beam tracing method for interactive architectural

acoustics. The Journal of the Acoustical Society of America, 115(2):739, 2004.

[108] J Sandvad. Dynamic Aspects of Auditory Virtual Environments. In 100th Con-

vention of Audio Engineering Society, volume 4226, pages 1–14, Copenhagen,

1996. AES.

[109] M Noisternig, B Katz, S Siltanen, and L Savioja. Framework for Real-Time

Auralization in Architectural Acoustics. Acta Acustica united with Acustica,

94(6):1000–1015, 2008.

[110] A Chandak, C Lauterbach, M Taylor, Z Ren, and D Manocha. AD-Frustum:

Adaptive Frustum Tracing for Interactive Sound Propagation. IEEE transac-

tions on Visualization and Computer Graphics, 14(6):1707–1714, 2008.

[111] M Taylor. RESound : Interactive Sound Rendering for Dynamic. In 17th

International ACM Conference on Multimedia 2009, pages 271–280, Beijing,

2009. ACM.

[112] M Crocker. Fundamentals of Acoustics, Noise and Vibration. In M Crocker,

editor, Handbook of Noise and Vibration Control, chapter 2, page 60. John

Wiley & Sons, New Jersey, 1st edition, 2007.

[113] A Reilly and D McGrath. Real-Time Auralisation with Head Tracking. In

5th Australian Regional Convention of Audio Engineering Society, pages 1–5,

Sydney, 1995. AES.

[114] F Freeland, L Wagner, and P Diniz. Efficient HRTF Interpolation in 3D Moving

Sound. In 22nd International Conference: Virtual, Synthetic, and Entertain-

ment Audio of Audio Engineering Society, pages 1–9, Espoo, 2002. AES.

[115] M Matsumoto, S Yamanaka, M Tohyama, and H Nomura. Effect of Arrival

Time Correction on the Accuracy of Binaural Impulse Response Interpolation

Interpolation Methods of Binaural Response. Journal of the Audio Engineering

Society, 52(1):56–61, 2004.

340



Bibliography

[116] M Matsumoto and M Tohyama. Algorithms for Moving Sound Images. In

114th Convention of Audio Engineering Society, pages 1–6, Amsterdam, 2003.

AES.

[117] M Queiroz and G Montesiao. Efficient Binaural Rendering of Moving Sound

Sources Using HRTF Interpolation Efficient Binaural Rendering of Moving

Sound Sources Using HRTF Interpolation. Journal of New Music Research,

40(3):37–41, 2011.

[118] V Pulkki. Virtual sound source positioning using vector base amplitude pan-

ning. Journal of the Audio Engineering Society, 45(6):456–466, 1997.

[119] N Hahn and S Spors. Physical Properties of Modal Beamforming in the Context

of Data-based Sound Reproduction. In 139th Convention of Audio Engineering

Society, pages 1–13, New York, 2015. AES.

[120] F Schultz and S Spors. Data-based Binaural Synthesis Including Rotational

and Translatory Head-Movements. In 52nd International Conference of Audio

Engineering Society, pages 1–11, Guildford, 2013. AES.

[121] A Walther and C Faller. Linear Simulation of Spaced Microphone Arrays Using

B-Format Recordings. In 128th Convention of Audio Engineering Society, pages

1–7, London, 2010. AES.

[122] International Organization for Standardization. ISO 3382 part 2, Acoustics-

Measurement of Room Acoustic Parameters, Reverberation Time in Ordinary

Rooms, 2009.

[123] A Pierce. Acoustics - An introduction to Its Physical Principles and Applica-

tions . McGraw-Hill, USA, 1st edition, 1981.

[124] International Organization for Standardization. ISO 3382 part1, Acoustics-

Measurement of Room Acoustic Parameters, Performance spaces, 2009.

[125] I Bork. Report on the 3rd Round Robin on Room Acoustical Computer Simula-

tion Part II : Calculations. Acta Acustica united with Acustica, 91(4):753–763,

2005.

[126] S Siltanen, T Lokki, L Savioja, and C Christensen. Geometry Reduction in

Room Acoustics Modeling. Acta Acustica united with Acustica, 94(3):410–418,

2008.

341



Bibliography

[127] A Foteinou, D Murphy, and A Masinton. Investigation of Factors Influencing

Acoustic Characteristics in Geometric Acoustics Based Auralization. In 13th

Int. Conference on Digital Audio Effects, pages 8–11, Graz, 2010. IEM.

[128] M Lisa, J Rindel, and C Christensen. Predicting the Acoustics of Ancient

Open-Air Theatres: the Importance of Calculation Methods and Geometrical

Details. In Baltic-Nordic Acoustics Meeting, pages 1–8, Mariehamn, 2004.

[129] K Kuttruff. Auralization of Impulse Responses Modeled on the Basis of Ray-

Tracing Results. Journal of the Audio Engineering Society, 41(11):876–880,

1993.

[130] A Gade, M Lisa, C Lynge, J Rindel, and D Lyngby. Roman Theatre Acous-

tics; Comparison of Acoustic Measurement and Simulation Results from the

Aspendos Theatre, Turkey. In 18th International Congress of Acoustics, pages

1–4, Kyoto, 2004.

[131] M Aretz. Combine Wave And Ray Based Room Acoustic Simulations of Small

Rooms. Ph.d. dissertation, RWTH Aachen University, 2012.

[132] Catt-Acoustics. Catt-Acoustics V9.0 User’s Manual. Catt-Acoustics, Berlin,

2011.

[133] H Kuttruff. Sound Fields in Fitted Rooms. In 15th International Conference

of Audio Engineering Society, pages 1–8, Copenhagen, 1998. AES.

[134] International Organization for Standardization. ISO 10534-2, Acoustics- Deter-

mination of Sound Absorption Coefficient and Impedance in Impedance Tubes,

2001.

[135] Y Takahashi, T Otsuru, and R Tomiku. In Situ Measurements of Surface

Impedance and Absorption Coefficients of Porous Materials using Two Micro-

phones and Ambient Noise. Applied Acoustics, 66(7):845–865, 2005.

[136] E Tijs and H Bree. Recent Developments Free Field PU Impedance Tech-

nique. In Symposium on the Acoustics of Poro-Elastic Materials-2008, pages

1–2, Bradford, 2008.

[137] F Fahy. Foundations of Engineering Acoustics. Academic Press, Oxford, 1st

edition, 2008.

342



Bibliography

[138] J Suh and P Nelson. Measurement of Transient Response of Rooms and Com-

parison with Geometrical Acoustic Models. Journal of the Acoustical Society

of America, 105(4):2034–2317, 1999.

[139] P Nelson and S Yoon. Estimation of Acoustic Source Strength By Inverse

Methods: Part I, Conditioning of the Inverse Problem. Journal of Sound and

Vibration, 233(4):639–664, 2000.

[140] J Fliege. Sampled Sphere.pdf. Technical report, University of Dortmund, Dort-

mund, 1999.

[141] H Herlufsen, S Gade, and H Zaveri. Analyzers and Signal Generators. In

M Crocker, editor, Handbook of Noise and Vibration Control, chapter 40, pages

101–115. John Wiley & Sons, New Jersey, 1st edition, 2007.

[142] R Kennedy, P Sadeghi, T Abhayapala, and H Jones. Intrinsic Limits of Di-

mensionality and Richness in Random Multipath Fields. IEEE Transactions

on Signal Processing, 55(6):2542–2556, 2007.

[143] Y Kim and P Nelson. Optimal Regularisation for Acoustic Source Reconstruc-

tion by Inverse Methods. Journal of Sound and Vibration, 275(3-5):463–487,

2004.

[144] S Yoon and P Nelson. Estimation of Acoustic Source Strength By Inverse

Methods: Part II, Experimental Investigation of Methods for Choosing Regu-

larization Parameters. Journal of Sound and Vibration, 233(4):665–701, 2000.
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