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Imatinib is a first generation BCR-Abl tyrosine kinase inhibitor widely used in the treatment of CML. A significant cause of relapse in patients receiving imatinib therapy can be attributed to the development of point mutations in the BCR-Abl tyrosine kinase and resulting imatinib-resistance. Nilotinib is one of several second generation BCR-Abl tyrosine kinase inhibitors developed to treat imatinib-resistant CML. Nilotinib inhibits the majority of imatinib-resistant mutations, however mutations that are resistant to both imatinib and nilotinib persist in patients. These highly resistant mutations include compound mutants, where multiple mutations occur in the same BCR-Abl molecule. Further understanding regarding how mutations confer resistance and the ability to predict the resistance profile of a given compound mutation would enable drug design initiatives, both in CML and other cancers, to be improved in the future.

In this thesis three major computational approaches; molecular dynamics, ligand docking and MM-GBSA have been applied to investigate the effects of single and compound point mutations in the BCR-Abl kinase domain. Wild-type structures of BCR-Abl were studied initially in order to validate methods and act as a benchmark for comparison against the mutant structures. A total of ten mutant structures of inactive BCR-Abl were studied; five in complex with imatinib and five with nilotinib. Using this approach we were able to rank the single mutant structures according to experimental data and test the protocol on two previously unstudied compound mutations.
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Chapter 1

1 Introduction

Drug resistance remains a major challenge for targeted cancer therapies such as tyrosine kinase inhibitors (TKIs). TKI resistance can be caused by a range of factors, one of the most significant being the development of point mutations in the kinase receptor. Further insight into how point mutations confer resistance is required to support the development of new TKIs that are effective against a range of mutated receptors [1-5].

The effects of point mutations can be assessed in a number of different ways. Experimentally this usually involves in vitro and in vivo techniques as well as x-ray crystallography and biomolecular NMR. In vitro trials typically involve a study where cells containing the mutant kinase are subjected to different inhibitors and the level of kinase activity or cell growth/survival is recorded. Cells with a good survival or growth rate, and kinases demonstrating a high level of activity indicate that the particular mutation present would confer drug resistance to the inhibitor used in the study [6]. In vivo trials evaluate how animal and patient survival is effected by the presence of mutations and response to different drug treatments [7, 8].

Computational techniques can be used to both evaluate what is known experimentally and predict likely outcomes in clinical practice [9-11]. The dynamics of proteins, [12-14] the shape and location of binding pockets [15-17] and the expected interactions between the protein receptor and ligand [18-20] can be investigated. When studying drug resistance, mutated protein structures can be compared with that of the wild-type to identify notable differences [21, 22]; this could include the loss of an interaction or a change in conformation either of which could have consequences on ligand binding [4, 9].

In this thesis three computational approaches; molecular dynamics, [23, 24] ligand docking [25, 26] and MD-GBSA [27, 28] have been applied to investigate the effects of point mutations in the BCR-Abl kinase domain and how they confer resistance.

A total of fifteen structures have been studied, adapted from three crystal structures. Two of these crystal structures were acquired from the Protein Data Bank [29]; the inactive structure of BCR-Abl in complex with imatinib (PDB ID: 1IEP [30]) and the active structure of BCR-Abl in complex with the aurora kinase inhibitor VX-680 (PDB ID: 2F4J [31]). The third crystal structure, inactive BCR-Abl in complex with nilotinib, was originally provided by Novartis but has since been made publicly available (PDB ID: 3CS9 [32]). As no apo structures of the inactive or active BCR-
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Abl kinase were available, the ligand was removed from 1IEP and 2F4J to create the two pseudo-apo structures 1IEP\textsubscript{apo} and 2F4J\textsubscript{apo}. Mutants were created from the two inactive structures 1IEP and 3CS9 by mutating the following residues in each structure: Threonine 315 (T315I); Tyrosine 253 (Y253F); Phenylalanine 317 (F317L); Tyrosine 253 and Phenylalanine 317 (Y253F\_F317L, compound mutant 1); Threonine 315, Tyrosine 253 and Phenylalanine 317 (T315I\_Y253F\_F317L, compound mutant 2).

The final fifteen structures are listed below:

<table>
<thead>
<tr>
<th>Crystal Structure</th>
<th>Pseudo-apo</th>
<th>Mutant</th>
</tr>
</thead>
<tbody>
<tr>
<td>2F4J</td>
<td>2F4J_apo</td>
<td>none</td>
</tr>
<tr>
<td>1IEP\textsubscript{WT}</td>
<td>1IEP_apo</td>
<td>1IEP\textsubscript{T315I}, 1IEP\textsubscript{Y253F}, 1IEP\textsubscript{F317L}, 1IEP\textsubscript{Y253F_F317L}, 1IEP\textsubscript{T315I_Y253F_F317L}</td>
</tr>
<tr>
<td>3CS9\textsubscript{WT}</td>
<td>none</td>
<td>3CS9\textsubscript{T315I}, 3CS9\textsubscript{Y253F}, 3CS9\textsubscript{F317L}, 3CS9\textsubscript{Y253F_F317L}, 3CS9\textsubscript{T315I_Y253F_F317L}</td>
</tr>
</tbody>
</table>

The following chapters detail the current research methods used to study kinase point mutations (Chapter 2), the computational methods used in this research (Chapter 3) and detailed background information on the BCR-Abl tyrosine kinase and CML (Chapter 4). Chapter 5 is concerned with the structure and dynamics of active BCR-Abl and is used as a benchmark to compare to the WT inactive structure. In Chapter 6, molecular dynamics is used to study the inactive WT structure and compare the binding affinity of inhibitors imatinib and nilotinib via protein-ligand docking and free energy calculations. Chapter 7 models the drug resistant effects of the three single mutations (T315I, Y253F and F317L) on imatinib and nilotinib using molecular dynamics, protein-ligand docking and free energy calculations. Following on from this, Chapter 8 investigates how resistance is conferred when multiple mutations are present, with a study of two compound mutations, Y253F\_F317L and T315I\_Y253F\_F317L.
Chapter 2

2 Studying point mutations in kinases

2.1 Introduction

2.1.1 Kinases

Proteins play a major role in various biological processes, including cell proliferation and survival. These processes are controlled via signal transduction pathways where one protein is activated by another protein, normally via phosphorylation; proteins that phosphorylate other proteins, via the addition of a phosphate group, are called kinases. Deregulated kinase activity is a significant cause of disease [33, 34] and in recent years kinases have played a critical role as targets for cancer therapy [35-38].

2.1.2 Point mutations

Point mutations cause a change in the structure of kinases by randomly replacing one of the single base nucleotides in DNA with another. For example, the code for a lysine residue at DNA level is TTC. If one of the T nucleotides is replaced with a G and the code becomes TGC, the resulting residue is a threonine [39]. Such spontaneous changes in the sequence of an oncogenic (deregulated) kinase have highlighted two major issues for researchers in drug development:

- If a specific mutation is highly prevalent in a particular oncogenic kinase (compared to the cellular kinase), this mutated variant could potentially be a target for inhibition. For example, around 50% of melanoma patients harbour a mutation of the BRAF kinase at position V600; the discovery of which has prompted the development of several inhibitors of the BRAF mutant kinase alongside companion diagnostic tests to identify patients with this disease variant [40-42].

- A mutation can cause a conformational change in the binding site, resulting in the diminished efficacy of inhibitors designed to bind to the original “wild type” (or WT) structure of the kinase. Therefore drug designers need to ensure that their inhibitors are effective against a number of mutations to minimise the occurrence of drug resistance [1, 4, 5]. Two examples of inhibitors susceptible to mutation conferred resistance are imatinib, which inhibits kinases Abl and c-KIT (for the treatment of chronic
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- myeloid leukaemia [43, 44] and gastrointestinal stromal tumours [45, 46] respectively), and the EGFR kinase inhibitor gefitinib, which is used in the treatment of non-small cell lung cancer [3, 47, 48].

This thesis is concerned with the latter issue – where the presence of mutations results in drug resistance. Mutations in kinases such as Abl and EGFR typically cluster around four specific regions: the phosphate-binding or glycine rich loop (P-loop), the inhibitor binding site, the catalytic domain, and the activation loop (A-loop) [21, 43, 44, 49]. Mutations can affect inhibition both directly, through steric clashes and the elimination of critical residue contacts, and indirectly, by shifting in the thermodynamic equilibrium towards the active conformation [44]. Furthermore mutations can confer resistance through increasing ATP affinity, as in the case of mutation T790M in EGFR [50].

2.2 Experimental techniques

A range of experimental techniques are employed by researchers to investigate the effect of point mutations on the activity and structure of kinases and their ability to bind to inhibitors. A detailed discussion of all the experimental methods used in this field is outside the scope of this research; however a number of experimental techniques that are frequently used alongside computational methods are broadly discussed below.

2.2.1 X-ray crystallography

X-ray crystallography is used extensively in research to determine kinase structure and provide additional information on mechanisms of action or the specificity of protein-ligand interactions [51, 52]. In x-ray crystallography an x-radiation beam is passed through a singular, high quality protein crystal to create a diffraction pattern. The position and intensity of each spot of the diffraction pattern, together with the phase of the waves which formed each spot, must be determined in order to produce an electron density map, the basis for the 3D model. The known amino acid sequence of the protein is then fitted to the electron density map and subject to a number of refinements, such as the assignment of B-factors; this produces a set of X, Y, Z Cartesian coordinates for all non-hydrogen atoms. The resolution of a model is important and is related to the certainty of the position of atoms in the model; the greater level of certainty, the smaller the resolution value (a structure with a resolution of around 2Å is considered good) and the higher the quality of the model [53, 54].
2.2.2 Biomolecular NMR

NMR methods complement x-ray crystallography and are used by researchers to determine the structure and dynamics of proteins and protein-ligand complexes [55]. Although using solution NMR to determine the 3D structure of large protein-ligand complexes takes time, partial structural information can be quickly determined and useful dynamics data can be derived from the frequencies of internal motions of backbone or side-chain atoms; perturbations in chemical shift cluster around the regions of conformational change enabling the researcher to see the dynamic effects of a mutation or deduce the mechanism of action of a ligand [56, 57]. A similar pattern of perturbation in chemical shift between two structures or complexes indicates dynamic similarities. In addition to structural information, potential targets can be evaluated through NMR assay development and small scale NMR screening [58].

2.2.3 Hydrogen exchange mass spectrometry

Hydrogen exchange (HDX) mass spectrometry is widely used for studying the structure and dynamics of proteins [59, 60]. In HDX mass spectrometry the protein is exposed to D₂O, which causes rapid amide H → D exchange in regions of disorder (i.e. where the secondary structure is not tightly folded) and slow isotope exchange in the more ordered areas which are less exposed. Exchange events are modulated by the conformational fluctuations of the protein as regions become more or less exposed to D₂O depending on their conformation [61].

2.2.4 Assays

Researchers frequently utilise assays to measure the activity of a mutated kinase in the presence of an inhibitor and compare it to that of the wild-type [3, 37, 44, 62-65]. Assays can measure activity on a kinase level, monitoring the rate of phosphorylation and autophosphorylation, or cellular level, measuring cell growth or proliferation. Inhibition is generally measured as an IC₅₀ value, the half maximal inhibitory concentration, which represents the concentration of drug required for 50% inhibition (of phosphorylation/cell growth etc.) in vitro.

Mutations within the kinase can be generated using a number of approaches; culturing cells in increasing concentrations of an inhibitor in order for drug resistant mutations to evolve; implementing random mutations in the initial kinase and expressing the mutant clones in cells grown in the presence of the inhibitor; or introducing individual mutations using site-directed mutagenesis. Due to their growth properties Ba/F3 cells (a murine interleukin-3 dependent pro-B cell line) are frequently used as a model system in mutagenesis studies and assays [66].
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Additional approaches for determining binding affinity are traditional affinity chromatography [67, 68] or measuring the ability of an inhibitor to alter the melting temperature of a kinase [69].

2.3 Computational methods

In addition to the experimental techniques discussed in section 2.2, a number of computational methods are regularly used to obtain data on kinase structure, dynamics and potential as a drug target, “druggability”.

2.3.1 Methods that investigate kinase structure and dynamics

As discussed in section 2.2.1 x-ray crystallography is regularly used by researchers to obtain information on protein structure. Unfortunately, the crystal structure only provides information on one specific conformation of the protein; it does not reveal data on other likely conformations and therefore the dynamic effects of mutations. Computational simulations, particularly molecular dynamics (MD) (see section 3.4) and Monte Carlo (MC) (see section 3.3) simulations are regularly used to provide insight into the dynamics of protein kinases.

2.3.1.1 Biomolecular simulation

The starting point for simulations is normally a crystal structure PDB file [29], which provides the initial structural information required by the MD/MC program. Several programs are available to mutate residues in the initial crystal structure to produce mutant versions [70, 71]. It is useful to keep the original unmutated crystal structure (known as the wild-type or WT) as a control. Each structure must then go through a series of preparatory processes (e.g. the addition of hydrogen and solvent atoms). Individual simulations are completed for each of the structures, providing a trajectory describing the motion of each system. These trajectories can then be analysed to determine the dynamic differences between the mutant structures and the WT structure [9, 10, 21, 22].

Monte Carlo methods use random numbers and statistical probability to model outcomes involving significant uncertainty. MC allows random moves from one configuration to another, where the outcome of each change depends on the preceding state. Although not time-dependent like MD simulations, MC simulations create similar trajectories that sample the flexibility and dynamics of the protein [24].
Molecular dynamics (MD) simulations calculate the time-dependent behaviour of a molecular system, based on classical molecular mechanics [24]. Although MD samples the general motion and flexibility of a protein system, it is not always possible to capture the large movements associated with conformational change. These events typically occur on a ms timescale (whereas most standard MD simulations are less than 50 ns in length) so would require extensive simulation time using standard MD. Targeted MD simulation methods, in which an external force is applied to a specific section of the protein structure, can be used to drive a desired conformational transition. In this method, the selected protein section is steered towards a position a specific root mean square (RMS) distance from the target structure. Both the receptor and the solvent are unrestrained and move in response to the steering force. The RMS distance is gradually decreased over the course of the simulation, resulting in a simulated structure close to the target structure and a trajectory capturing the transition [14, 72].

2.3.1.2 Binding site analysis

The analysis of protein binding sites has various applications in the field of structural based ligand-design, including the estimation of druggability (see section 3.8.5). Trajectories from MD or MC simulations are normally used since they sample a greater number of binding site conformations compared to a static structure. The majority of pocket analysis methods are either geometric or energy-based. Geometric methods use spherical probes or grid points to assess the surface of a protein and find any cavities, whereas energy-based methods search the protein for favourable interaction energies via the calculation of van der Waals interaction energies. Pockets are then ranked according to volume or total interaction energy [73-75].

2.3.2 Methods that investigate protein-ligand binding

Since mutations in a receptor can disrupt ligand binding, modelling the effect of specific mutations on binding affinity is of great value to researchers, enabling them to learn more about why certain mutations confer resistance and to predict the likely resistance profile for inhibitors currently in development. Free energy calculations (see section 3.9) and protein-ligand docking (see section 3.10) and are two popular techniques used to estimate binding affinities.
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2.3.2.1 Free energy calculations

A number of approaches have been developed to calculate the relative free energies between two systems. One of the most widely used approximate methods is the Molecular Mechanics/Generalised Born (Poisson Boltzmann) Solvation Area (MM/GB(PB)SA) method.

The MM-GBSA and MM-PBSA methods estimate binding free energy by calculating the average free energy difference between the bound state (complex) and the unbound state of a solvated ligand and receptor [76-78].

A trajectory for the complex is determined through MD or MC simulations; for each snapshot of the trajectory the free energy is calculated for the receptor, ligand and complex and the binding free energy is found by subtracting the free energies of the receptor and ligand from the free energy of the complex:

\[ \Delta G_{\text{bind}} = G_{\text{com}} - G_{\text{rec}} - G_{\text{lig}} \]

Where com, rec and lig stand for complex, receptor and ligand, respectively.

Mutations can be implemented during the preparation stage of the MD simulations [70, 71], thus creating a trajectory for the mutant receptor that can then be used to calculate its binding free energy with any number of ligands. Trajectory snapshots can also be used as a receptor ensemble for docking studies, with the benefit that using such an ensemble of conformations simulates protein flexibility [79, 80].

2.3.2.2 Protein-ligand docking studies

Traditionally docking studies involve multiple ligands being docked to multiple receptors in order to find a suitable complex; in mutational studies the method is generally targeted towards a specific receptor. As with the free energy calculations, mutated versions of the receptor can be created (containing single or multiple mutations per structure) [70, 71] and are docked to one or more inhibitors, so that data can be collected on how the efficacy of a drug might change depending on the location of a mutation [81-83]. Although a single average structure of the mutated receptor can be used it is more useful to submit an ensemble of conformations derived from an MD/MC simulation. Docking protocols are generally made up of a search algorithm (that predicts how the ligand fits to the protein by searching through the different possible orientations and conformations) and a scoring function (that evaluates and ranks the predicted conformations by estimating the binding affinity of each complex) [26, 84].
Chapter summary

A range of experimental and computational methods can be used to study the effects of point mutations. Traditionally x-ray crystallography, NMR spectroscopy, hydrogen exchange spectroscopy, and assays have been used by researchers to learn more about the structure, dynamics and druggability of a mutant protein kinase. Computational methods have been developed alongside these techniques to offer further insight and clarification on kinase behaviour and ligand-binding. The use of protein-ligand docking, free-energy calculations and biomolecular simulations are now an established part of the drug design process, capable of replicating experimental data. In the next chapter, these computational methods will be discussed in greater detail.
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3 Computational methods

3.1 Introduction

In the previous chapter computational methods used in the study of kinase mutations have been discussed. In this chapter Monte Carlo (MC), molecular dynamics (MD), protein-ligand docking, free binding energy calculations and the analysis methods used in this research are discussed in further detail.

3.2 Force fields

In molecular mechanics, force fields refer to the functional form and parameter sets that describe a system’s potential energy. There are a number of different force fields available (examples include AMBER [27, 85, 86] and CHARMM [87-89]), however most include terms for the intra- and intermolecular forces, as shown in (3.1 [24, 90, 91])

\[
U(r^N) = \sum_{\text{bonds}} \frac{k_i}{2} (l_i - l_{i,0})^2 + \sum_{\text{angles}} \frac{k_i}{2} (\theta_i - \theta_{i,0})^2 + \sum_{\text{torsions}} \frac{V_n}{2} (1 + \cos(n\omega - \gamma))
\]

\[
+ \sum_{i=1}^{N-1} \sum_{j=i+1}^{N} \left(4\varepsilon_{ij} \left[\frac{\sigma_{ij}}{r_{ij}}\right]^1 - \left[\frac{\sigma_{ij}}{r_{ij}}\right]^6 \right) + \frac{q_i q_j}{4\pi \varepsilon_0 r_{ij}}
\]

(3.1)

In (3.1, \(U(r^N)\) is the potential energy as a function of positions \(r\) of \(N\) particles; the bonds (stretching motions), angles (bending motions) and torsions (change in energy due to bond rotations) terms describe the intramolecular interactions, and the last term describes the intermolecular interactions. The intermolecular interactions term is described using a Lennard-Jones potential for van der Waals interactions (first part) and a Coulomb potential for the electrostatic contribution (second part) [24].

Both the bonds and angles terms are harmonic potentials based on Hooke’s Law, where \(k_i\) is the stretching constant (i.e. the stiffness of the bond or angle). The bonds term gives the contribution to the energy when the bond length \(l_i\) deviates from the equilibrium value \(l_{i,0}\). Similarly, the angles term gives the contribution to the energy when the angle \(\theta_i\) deviates from
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the equilibrium value $\Theta_{i,0}$. For the torsions term, $V_n$ is the constant reference energy, also referred to as the rotational barrier height, $n$ is the multiplicity term (this denotes the number of minima in the function as the bond rotates through 360°), $\omega$ is the torsion angle, and $\gamma$ is the phase factor (i.e. the phase shift along the rotational axis) [24, 90, 92].

Van der Waals interactions are described in (3.1 by the Lennard-Jones potential; $\varepsilon_{ij}$ is the well-depth (i.e. the strength of attraction between the two particles), $\sigma_{ij}$ is the van der Waals radius, (i.e. the distance where the intermolecular potential between the two particles is zero) and $r_{ij}$ is the inter-atomic distance. Van der Waals interactions are short-range and quickly weaken as atoms move apart; repulsion occurs when the distance between atoms ($i$ and $j$) becomes slightly less than the sum of their contact radii ($\sigma$) [24, 90, 93].

The electrostatic interactions term is described by a Coulomb potential, an effective pair potential that describes the electrostatic interaction between non-bonded pairs of atoms. In (3.1, $q$ is the partial atomic charge, $\varepsilon_0$ is the electronic permittivity of free space and $r$ is the distance between charges [24, 90, 93]. If information on long-range electrostatics are required, switching or Particle Mesh Ewald (PME) methods can be applied to calculations [24, 90, 94].

Force field parameters are frequently checked for accuracy against experimental results and quantum mechanics calculations for smaller molecules [24].

In this study, the all-atom force fields AMBER99 [85, 95] and AMBER03 [96] have been used.

3.3 Monte Carlo simulations

Monte Carlo (MC) methods use random numbers and statistical probability to model outcomes involving substantial uncertainty. Atoms or molecules are moved at random to create new configurations where each new configuration is dependent on the one that came before it. If the new configuration is energetically more favourable than the prior configuration, it is accepted. If the new configuration is energetically less favourable than the prior configuration, the Boltzmann factor of the difference in potential energy between the two configurations is calculated. The Boltzmann factor is then compared to a random number (between 0 and 1); if the Boltzmann factor is higher than the random number the new configuration is accepted, however if it is lower than the random number, then the new configuration is rejected [24].

In this research MC methods are used by the protein-ligand docking program Glide to assess ligand pose conformation (see section 3.10.4) [97-99].
MC applications are widely used by researchers to model biomolecular systems. Since only the energy of the current and suggested configurations decide acceptance, MC simulations are able to access substantial phase space compared to other techniques such as molecular dynamics (MD). This avoids problems where simulations are trapped in local energy minima [24]. Unfortunately, time-dependent properties cannot be calculated using MC methods. If it is necessary to investigate a system’s dynamics over time, other methods such as MD should be utilised [24, 90].

3.4 Molecular dynamics

Molecular dynamics (MD) is a method of simulating the behaviour of a system over time, based on classical molecular mechanics and Newton’s second law ((3.2); where \( F_i \) is the force on atom \( i \), \( m_i \) is the mass of atom \( i \), and \( a_i \) is the acceleration of atom \( i \) [24, 100].

\[
F_i = m_i a_i
\]

(3.2)

The force \( F_i \) can also be described as the negative of the gradient of the potential energy, \( V \) ((3.3) [24, 100].

\[
F_i = -\Delta V
\]

(3.3)

Combining these equations and expressing \( F_i \) and \( a_i \) as derivatives, relates the derivative of the potential energy \( V \) to the position of atom \( r_i \) at a given time point ((3.4) [24, 100].

\[
-\frac{dV}{dr_i} = m_i \frac{d^2 r_i}{dt^2}
\]

(3.4)

Since a biomolecular system is made up of a large number of atoms, a finite difference method is used to solve the equations of motions simultaneously via Taylor series expansions. This method splits the integration into small steps of fixed time intervals (\( \delta t \)) and the force on each atom at time \( t \) is determined as the vector sum of the atom’s interactions with other atoms in the system; where \( r \) is the position of the atom, \( v \) is the velocity, \( a \) the acceleration and \( b \) is the
first derivative of acceleration with respect to time. Within a given step the force is assumed to be constant. ([3.5, (3.6 and (3.7) [24]:

\[
r(t + \delta t) = r(t) + \delta tv(t) + \frac{1}{2} \delta t^2 a(t) + \frac{1}{6} \delta t^3 b(t) + \frac{1}{24} \delta t^4 c(t) + \ldots
\]

\[(3.5)\]

\[
v(t + \delta t) = v(t) + \delta ta(t) + \frac{1}{2} \delta t^2 b(t) + \frac{1}{6} \delta t^3 c(t) + \ldots
\]

\[(3.6)\]

\[
a(t + \delta t) = a(t) + \delta tb(t) + \frac{1}{2} \delta t^2 c(t) + \ldots
\]

\[(3.7)\]

Having determined the force acting on each atom, the acceleration can be calculated; the acceleration values, together with the positions and velocities of the atoms at time t, then allow the positions and velocities at time t + \delta t to be determined. The atoms will now be in a new position and the forces are re-calculated, resulting in new positions and velocities at time t + 2\delta t etc. [24].

One of the simplest and most widely used finite difference methods is the Verlet algorithm ([3.8) [101]. The Verlet algorithm calculates the positions of atoms at t + \delta t, r(t + \delta t) ([3.8) from the positions and accelerations at time t, and r(t - \delta t), i.e. the previous time step ([3.9) [24].

\[
r(t + \delta t) = r(t) + \delta tv(t) + \frac{1}{2} \delta t^2 a(t) + \ldots
\]

\[(3.8)\]

\[
r(t - \delta) = r(t) - \delta tv(t) + \frac{1}{2} \delta t^2 a(t) - \ldots
\]

\[(3.9)\]

Adding the two equations gives:
\[ r(t + \delta t) = 2r(t) - r(t - \delta t) + \delta t^2 a(t) \] 

(3.10)

A drawback of this algorithm is that since the velocities do not appear explicitly in the equation they must be calculated separately after the positions have been determined at the end of the step. In addition, the Verlet algorithm is not "self-starting" since it requires the positions of particles in the previous and current time steps, to calculate the next; therefore when \( t = 0 \), the positions for \( r(t - \delta t) \) must be determined through another method such as the Taylor series [24].

Various alternatives to the Verlet algorithm [101] have been developed, including the velocity Verlet [102] Beeman [103] and leap-frog [104] algorithms [24].

The velocity Verlet [102] algorithm calculates the atom positions, velocities and accelerations seemingly simultaneously and is the integrator used in the MD simulations presented in this thesis. First the positions of the atoms at \( t + \delta t \) are calculated using the velocities and accelerations at time \( t \) ((3.11). This enables the calculation of the new velocities using the acceleration at time \( t \) and \( t + \delta t \) ((3.12) [24].

\[ r(t + \delta t) = r(t) + \delta tv(t) + \frac{1}{2} \delta t^2 a(t) \] 

(3.11)

\[ v(t + \delta t) = v(t) + \frac{1}{2} \delta t[a(t) + a(t + \delta t)] \] 

(3.12)

The velocities at \( t + \frac{1}{2} \delta t \) are then calculated using (3.13):

\[ v(t + \delta t) = v(t) + \frac{1}{2} \delta ta(t) \] 

(3.13)
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The new forces can then be determined from the current positions, which gives \( a(t + \delta t) \), and finally the velocities at time \( t + \delta t \) are calculated using (3.14).

\[
v(t + \delta t) = v\left(t + \frac{1}{2} \delta t\right) + \frac{1}{2} \delta t a(t + \delta t)
\]

(3.14)

Speed and computational efficiency, in addition to stability and accuracy, are important factors to consider when selecting an integration algorithm [24]. Relatedly, the timestep used in the simulation should not be too big as this results in the forces changing too suddenly and causes instability within the algorithm; small timesteps (e.g. 2 fs) are therefore typically used, but this then means that lengthy simulations are required to sample enough phase space [24, 90, 92].

One way of balancing stability and efficiency is to use the SHAKE [105] and RATTLE [106] algorithms dampen the high-frequency vibrations by applying constraints to the bonds, fixing them to their equilibrium values but enabling the other degrees of freedom to vary under the intramolecular and intermolecular forces present [24, 90, 92].

In this thesis NAMD [107] was used to complete the MD simulations.

In order for simulations to be comparable with experimental conditions, simulation parameters (e.g. temperature and pressure) must be appropriate [24, 92].

3.5 Thermodynamic conditions

The accuracy of a simulation can be checked by comparing the thermodynamic properties of a simulation, such as temperature, volume, pressure and energy, with available experimental data. These properties are used to define a particular thermodynamic state, which is referred to as an ensemble. A number of different ensembles can be used, notably the microcanonical ensemble, the canonical ensemble and the isothermal-isobaric ensemble [108].

The microcanonical (NVE) ensemble describes a system where the number of atoms (N), the volume (V) and the total energy (E) are fixed. This ensemble simulates a completely isolated system without heat exchange. Since there is no change in the total energy of the system the generated trajectories are considered as exchanges in kinetic and potential energy. In a canonical (NVT) ensemble, the number of atoms (N), the volume (V) and the temperature (T) are kept constant but not the energy. This simulates a system in thermal equilibrium with an external heat bath or thermostat (at temperature T) via the exchange of heat energy. The heat
capacity of the thermostat is theorised to be large enough to maintain a fixed temperature for the coupled system. The temperature is also fixed in the isobaric-isothermal (NPT) ensemble along with the number of atoms (N) and the pressure (P) [108].

Since, in reality, keeping the temperature constant which would effectively mean fixing the total kinetic energy, thermostat methods actually work by controlling the average temperature of the system, thereby approximating the canonical ensemble. Popular methods include the Berendsen thermostat [109], Nosé-Hoover thermostat [110], Andersen thermostat [111] and Langevin dynamics [112]. In this research Langevin dynamics was used to control the temperature of the MD simulations.

The Langevin thermostat [112, 113] simulates a system where the real particles are surrounded by many smaller virtual ones. These smaller particles influence the real system through random collisions and the application of a frictional drag force that decreases the velocities of the real system particles. In order to calculate this, the Langevin thermostat relies on the Langevin equations of motion rather than Newton's equations of motion. At each time step all particles receive a Gaussian distributed random force and have their velocities decreased using a constant frictional force:

\[ \vec{F}_i - \gamma_i v_i + \vec{R}_i(t) = m_i \ddot{a}_i \]  

(3.15)

Where \( \vec{F}_i \) is the sum of all forces exerted on atom \( i \), \( \gamma \) is the frictional force acting on the velocity of atom \( i \) and \( \vec{R}_i \) is the random force [114].

This thermostat essentially reproduces the dynamics of a solute system surrounded by solvent if the friction coefficients are representative of the solvent viscosity. In explicit-solvent simulations, too small a value for the frictional coefficient will result in loose coupling and ineffective temperature control, i.e. if \( \gamma \to 0 \) the simulation will sample a microcanonical ensemble (NVE). If the coefficient is too high, resulting in tight coupling, the dynamics of the system are likely to be unrealistically altered by the large stochastic and frictional forces [115].

Similar to the temperature control in molecular dynamics simulations, it may be desirable to maintain the system at constant pressure. The isobaric-isothermal (NPT) ensemble is an adaption of the canonical ensemble and simulates a system in contact with a thermostat (at temperature \( T \)) and a barostat (at pressure \( P \)). As with the NVT ensemble the system exchanges heat with the thermostat but it also exchanges volume and work with the barostat [108, 115]. Simulations that utilise pressure control require the use of periodic boundary conditions.
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3.6 Periodic boundary conditions

Calculating the forces for a large number of solvent molecules is computationally expensive; periodic boundary conditions (PBC) create the illusion of a bulk environment by replicating the cubic box that contains the protein and solvent in all directions to give a periodic array. When a particle leaves one box, an identical particle enters from the other side, therefore there are no surfaces and no surface effects. Given that all the boxes are identical, only the coordinates of the central box are recorded [24, 90, 92].

3.7 Solvent models

Solvent models allow researchers interested in simulating solvated systems to estimate free energy interactions between the solvent and solute. There are two main types of solvent model, explicit and implicit. In explicit models individual water molecules are positioned around the solute molecule and although no additional terms are added to the force field, new parameters are defined for the water molecules. In implicit models, also known as continuum models, the water molecules are represented as a continuous medium and the solvation effects are calculated by extra terms in the force field calculations [116, 117].

3.7.1 Explicit water models

There are a number of different approaches to modelling explicit water models [117]; the more simplistic water models comprise of rigid water molecules with defined interaction points. The pairwise electrostatic and van der Waals interactions in these models are modelled by Coulomb and Lennard Jones potentials.

The exact partial charge distribution, geometry and Lennard-Jones parameters depend on the model type and the number of interaction points. In models with three interaction points such as Simple Point Charge (SPC [118]) or Transferable Interaction Potential (TIP3P [119]), the interaction between two water molecules is calculated via the Lennard Jones function using one interaction point centred on the oxygen atom; van der Waals interactions involving the hydrogen atoms are not included in the calculation [24]. More advanced rigid models have 4 or 5 interaction points, utilising dummy atoms to improve the electrostatic distribution around the water molecule e.g. TIP4P [119], TIP5P [120, 121] and ST2 [122].

The MD simulations within this study have used the TIP3P explicit solvent model for water [119].
Since there is considerable computational expense associated with simulating explicit water molecules, an alternative option is to use implicit solvent models.

### 3.7.2 Implicit water models

Implicit models characterise the solvent as a continuous medium (with the average properties of the actual solvent) which surrounds the solute molecule from the point of the van der Waals surface [123]. In these models the energy component for the solvent is known as the free energy of solvation, $\Delta G_{solv}$ and consists of three distinct contributions: a free-energy term for the creation of the cavity in the solvent that the solute will occupy, $\Delta G_{cav}$; a free-energy term for the electrostatic interactions between the solute and the solvent, $\Delta G_{elec}$; and a free-energy term for the short-range van der Waals like interactions between the solute and the solvent, $\Delta G_{vdw}$.

\[
\Delta G_{solv} = \Delta G_{cav} + \Delta G_{elec} + \Delta G_{vdw}
\]

(3.16)

Several continuum models have been described including; Solvent Accessible Surface Area (SASA) [124], Poisson Boltzmann Equation (PB/PBE) [125, 126], generalized Born (GB), [127, 128] and generalized Born Surface Area (GBSA) [129].

The simplest implicit solvent model is one where the solvent-induced interaction is estimated using the solvent-accessible surface area (SASA) of the macromolecule and a parameter value that assumes the free energy of interaction between solute and solvent can be considered as a sum of energies of atomic groups [24].

\[
\Delta G_{solv} = \sum_i \sigma_i A_i
\]

(3.17)

where $A$ is the accessible surface area of molecule $i$ and $\sigma$ is the atomic solvation parameter for atom $i$ based on experimental values [124]. Although successfully used in a number of applications in molecular modeling, the SASA method is not deemed as rigorous for calculating the electrostatic contribution as other methods such as those based on the Poisson Boltzmann equation [125, 126].

The Poisson Boltzmann equation (PBE) is a differential equation that describes the electrostatic interactions between molecules in ionic solutions [24, 125, 126, 130]:
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\[ \nabla \cdot [\varepsilon(r)\nabla \phi(r)] - \kappa' \sinh[\phi(r)] = -4\pi \rho(r) \]

\[ (3.18) \]

Although theoretically accurate, PBE methods are computationally expensive and so other approximation methods, such as Generalised Born (GB) models, have been developed for the calculation of continuum electrostatics. The GB approximation is based on the PB theory, but models the molecule as a series of spheres where the internal dielectric is different to that of the solvent [76, 129].

\[ \Delta G_{elec} = -\frac{1}{2} \left( 1 - \frac{1}{\varepsilon} \right) \sum_{i=1}^{N} \sum_{j=1}^{N} \frac{q_i q_j}{f(r_{ij}, a_{ij})} \]

\[ (3.19) \]

Where \( \varepsilon \) is the dielectric constant of the solvent, \( q_i \) is the charge on atom \( i \), \( q_j \) is the charge on atom \( j \), \( r_{ij} \) is the distance between atoms \( i \) and \( j \) and \( a_{ij} \) is the born radii [24].

The generalized Born model is often used in combination with the SASA estimate of the non-polar solvation energy. Although not as rigorous as PBE, this method, known as the GBSA model allows the solvation energy to be quickly calculated and so has become a popular model for MD simulations [28, 131].

In this research the GBSA model has been used to estimate binding affinity values (see section 3.10).

### 3.8 Simulation analysis techniques

#### 3.8.1 Root-mean-squared-deviation (RMSD)

Root-mean-squared-deviation is a calculation of the average distance between a reference structure and selected atoms, where \( \delta \) is the distance between N (backbone) atoms [24].

\[ \text{RMSD} = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \delta_i^2} \]

\[ (3.20) \]

As an average is taken over all the atoms, calculating the RMSD for an MD simulation will provide time specific values. This enables researchers to see in the resulting (RMSD vs. time) graph the point in the simulation where RMSD was highest or lowest.
In this thesis RMSD was calculated using the \( g\_rms \) function in GROMACS [132] and is one of the methods used to compare mutant structures of BCR-Abl with the wild-type structure.

### 3.8.2 Root-mean-squared-fluctuations (RMSF)

Root-mean-squared-fluctuation is a calculation of the deviation of the position of an atom \( i \) from a reference structure, such as the average structure from the MD trajectory [133, 134].

\[
RMSE = \sqrt{\frac{1}{T} \sum_{t=1}^{T} (x_i - \bar{x})^2}
\]  

(3.21)

Since an average is taken over time, the RMSF provides a value for each atom or residue in a protein structure. This enables researchers to highlight the atoms or residues with the highest (or lowest) mobility over the course of the simulation. RMSF values are frequently compared to B-factor values to check the quality of a simulation. B-factors are a measure of disorder and thermal motion captured at the crystallisation stage that are provided alongside the \( x, y, z \) coordinates of a PDB file. Atoms with large b-factor values are typically positioned along the parts of the protein that are most flexible, e.g. loops, and should therefore be reasonably aligned with calculated RMSF values [135, 136]. Since crystal packing effects can cause inaccuracies in the calculation of B-factors, it is useful to review and compare several different crystal structures of the same protein [137].

In this thesis RMSF was calculated using the \( g\_rmsf \) function in GROMACS [132] and is used to emphasise which regions of the kinase structure are most flexible during the MD simulation.

### 3.8.3 Distance analysis

In order to further analyse the protein structures, it is often useful to measure the distance between two residues (or a protein residue and a ligand) over the course of a simulation.

In this thesis distance analysis measurements were performed in VMD [138] and used to study interactions between individual protein residues (e.g. salt bridges).

### 3.8.4 Principal component analysis (PCA)

PCA simplifies a dataset by reducing its dimensions to the representative principal components, with the first principal component (eigenvector with the highest associated eigenvalue)
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contributing the most to the variance in the dataset. The process can be broken down into several key steps; creating and centring the dataset, calculating the covariance matrix, diagonalization of the matrix (finding the eigenvectors) and finally ordering the eigenvectors by eigenvalue [24, 90].

First the number of dimensions for each atom is calculated (number of dimensions is equal to the number of atoms multiplied by 3) and the average structure is subtracted across each dimension so the mean of the dataset is equal to zero. This removes the centre of mass rotation and translations, which are irrelevant to the internal motions of the system.

A covariance matrix $C_{ij}$ is then created for the positional fluctuations, for coordinates $i$ and $j$ and determines the correlation of the motions:

$$C_{ij} = \langle (x_i - \langle x_i \rangle)(x_j - \langle x_j \rangle) \rangle$$

(3.22)

where $\langle \rangle$ is the average of the structure over the simulation [139].

When the number of dimensions is greater than two, there is more than one covariance measurement to be calculated. For three dimensions, covariance calculations for $(x,y)$, $(x,z)$ and $(y,z)$ are carried out and the covariance matrix $C$ is a symmetric $3N \times 3N$ matrix, where $N$ refers to the number of atoms.

The covariance matrix is then diagonalized to determine the eigenvalues:

$$A^T C A = \lambda$$

(3.23)

where $A$ is the eigenvectors and $\lambda$ the eigenvalues [139].

The eigenvectors are then arranged by eigenvalue in descending order. The first principle component of the data set is the eigenvector with the highest eigenvalue.

Since the principal components define a transformation to a new coordinate system the trajectory can be fitted onto the eigenvectors to give the PCs.

$$q(t) = A^T M^{1/2} (x(t) - \langle x \rangle)$$

(3.24)

The trajectory can then be filtered along particular PCs to isolate the motions from specific principal components. For PC $i$ this is obtained by:
\[ x^f(t) = \langle x \rangle + M^{-\frac{1}{2}} A_{i_1} t \]  
\( (3.25) \)

Where \( A_{i_1} \) denotes the \( i \)th eigenvector of the matrix \( C_{ij} \) (the \( i \)th column of \( A \)) \cite{92}.

Generally only the first few of the total number of eigenvectors are considered relevant and useful for simulation analysis. The Kaiser criterion \cite{140} and Cattell Scree test \cite{141} can help determine the appropriate number of eigenvectors to evaluate.

In this thesis, PCA has been performed using the \textit{g_covar} and \textit{g_anaeig} modules of GROMACS 3.2.1 \cite{132}.

3.8.5 Binding site analysis

The identification and analysis of protein binding sites has various applications in the field of structural based ligand-design including automated drug target annotation, virtual screening and protein function prediction. The majority of methods available are either geometric or energy-based \cite{142}.

Geometric methods such as SURFNET \cite{143}, LIGSITE \cite{74, 144}, PASS \cite{145}, CAST \cite{146, 147} and PocketPicker \cite{148} use spherical probes or grid points to assess the surface of a protein and find any cavities. Although generally speaking these methods rely completely on geometric criteria with no account for the “druggability” of a pocket, this is often enough to be successful, since the majority of binding sites are found in the largest pocket \cite{142}.

Energy-based methods, like PocketFinder and Q-SiteFinder \cite{75}, search the protein for favourable interaction energies by calculating the van der Waals interaction energy of a methyl probe on a grid. The probes then form clusters throughout the protein; PocketFinder ranks the clusters by volume, while Q-SiteFinder sorts the clusters according to their total interaction energies.

In this thesis PocketAnalyzer \cite{149}, an adapted version of the LIGSITE \cite{144} algorithm, was used to compare (rather than predict) differences in the binding sites of the wild type structures.

3.8.5.1 PocketAnalyzer

PocketAnalyzer \cite{149} identifies pockets is similar way to the LIGSITE algorithm \cite{144}; a grid is mapped across the protein and points are designated as part of a pocket if:
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- they are not within the van der Waals radius of another protein atom,
- they are sufficiently buried within the protein structure (defined as “degree of buriedness” or $dob$),
- they are neighboured by a certain number of other well-buried atoms (defined as “minimal number of neighbours” or $mnb$),
- they are part of a cluster of points (that meet the above criteria) greater than the “minimal cluster size” or $mcs$.

The default values for the parameters are $dob = 11$, $mnb = 15$, and $mcs = 50$ with a grid spacing of 0.8Å, but these parameters can be tailored to suit the protein system under investigation. Once the parameters have been assigned the protein structures must be aligned (in order for the protein to be analysed on the same mapped grid) before the program is run.

### 3.8.5.2 Simulation Interactions Diagram (SID)

The Simulation Interactions Diagram (SID) is an analysis tool within the Desmond Molecular Dynamics system [150, 151]. The SID calculates information on protein-ligand interactions for a given MD trajectory, including protein and ligand RMSD/RMSF, protein-ligand contacts and ligand torsions. In this thesis the SID has been used to gain further information on how critical protein-ligand interactions are affected by the presence of mutations.

### 3.9 Free energy calculations

Free energy calculation methods can be broadly put into two categories; rigorous methods and approximate methods. Rigorous methods include free energy perturbation and thermodynamic integration (including finite difference thermodynamic integration and replica exchange thermodynamic integration). One of the most widely used approximate methods is the Molecular Mechanics - Generalised Born/Poisson Boltzmann Solvation Area (MM-GB/PBSA) method.

#### 3.9.1 Free energy perturbation

Free energy perturbation (FEP) calculates free energy via the use of intermediate states between the reference (starting) and the perturbation (final) states [152].

The Zwanzig equation [153] describes that the free energy difference between reference state A and perturbed state B can be expressed as:
\[ \Delta G_{A-B} = -k_B T \ln \langle \exp \left( -\frac{\Delta E}{k_B T} \right) \rangle \]  \hfill (3.26)

Where \( \langle \exp \left( -\frac{\Delta E}{k_B T} \right) \rangle \) represents the ensemble average over system A and \( \Delta E \) represents the change in energy between states A and B. Since the exponent’s contribution to the overall average is dependent on the extent to which the two states’ phase space overlaps, states A and B are linked via a coupling parameter, \( \lambda \), which introduces intermediate states. This works by defining the reference state A as \( \lambda=0 \) and the perturbed state B as \( \lambda=1 \), with many intermediate states in between, each with a discrete \( \lambda \) value from which the free energy of that reference state is calculated.

The energy between each \( \lambda \) intermediate is calculated, and then used in the equation below:

\[ \Delta G = \sum_{\lambda} -k_B T \ln \left( -\frac{\Delta E'}{k_B T} \right) \]  \hfill (3.27)

\( \Delta E' \) is the energy difference between the states \( \lambda+\Delta\lambda \) and \( \lambda \), where \( \Delta\lambda \) is the interval between two successive \( \lambda \) intermediates [24].

### 3.9.2 Thermodynamic integration

Thermodynamic integration (TI) calculates the rate of change in free energy with respect to \( \lambda \) across the trajectory and then integrates the gradient to obtain the relative free energy:

\[ \Delta G = \int_{\lambda=0}^{\lambda=1} \frac{\delta G}{\delta \lambda} \, d\lambda \]  \hfill (3.28)

Finite difference thermodynamic integration (FDTI), is an adaption of TI that uses FEP theory (finite difference approximation) to calculate the free energy gradient rather than partial derivatives [154].

Replica exchange thermodynamic integration (RETI) [155, 156] uses a combination of FDTI [154] and Hamiltonian replica exchange [157, 158] to calculate free energy values. The \( \lambda \) coordinate scales the force field terms linearly, resulting in a different Hamiltonian for each \( \lambda \) value and the coordinates between neighbouring \( \lambda \) values are periodically swapped according to the following Metropolis test:
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\[ rand(0,1) \leq \exp \left[ \frac{1}{k_B T} \left( E_B(j) - E_B(i) - E_A(j) + E_A(i) \right) \right] \]

(3.29)

A and B are the two \( \lambda \) values and i and j are replicas of the system at A and B [155, 156].

3.9.3 MM-PB/GBSA

Approximate methods only take into account the beginning and end of a simulation rather than calculating intermediate values, which makes them much faster to complete. One of the most widely used approximate methods is the Molecular Mechanics Poisson Boltzmann / Generalised Born Solvation Area (MM-PB/GBSA) method [76-78].

In MM-PB/GBSA the endpoint is determined through MD or MC simulations and for each snapshot of the end trajectory the binding free energy is calculated by subtracting the free energies of the receptor and ligand from the free energy of the complex:

\[ \Delta G_{\text{bind}} = G_{\text{com}} - G_{\text{rec}} - G_{\text{lig}} \]

(3.30)

Where \( \text{com} \), \( \text{rec} \) and \( \text{lig} \) stand for complex, receptor and ligand, respectively. The free energy of each component was calculated using:

\[ \Delta G_{\text{bind}} = \langle \Delta E_{\text{mm}} \rangle + \Delta G_{\text{solv}} - T \Delta S \]

(3.31)

Where \( \Delta E_{\text{mm}} \) is the difference in the molecular mechanics energy between the complex and the isolated protein and ligand, and \( G_{\text{solv}} \) is the difference in the solvation free energy between the complex and the individual components [76].

The solvation free energy is calculated using either a Generalised Born or Poisson Boltzmann solvation model, with a hydrophobic solvent accessible surface area term (see section 3.7.2) [24].

The entropic term \( \Delta S \) is often ignored when structurally similar ligands are compared, since it is assumed that they will have similar values for \( \Delta S \) [159].

Although MM-PB/GBSA is not considered to be as accurate as FEP or TI in terms of standalone calculations; it is widely used in studies involving protein-ligand docking, e.g. to rescore docking poses [160]. Although the absolute free energy values calculated may not be in direct agreement
with experimental values, the ranking of a set of ligands should correlate with the ranking based on experimental binding affinities; the more negative the value, the stronger the binding.

In this thesis the free energies were calculated using the python script (pymdgbasa.py) written by Romain Wolf at Novartis [161].

### 3.9.4 Free energy calculations using pymdgbasa.py

The pymdgbasa.py script uses a MD trajectory to perform an MM-GBSA calculation for receptor-ligand interaction free energies [161]. The script calculates the binding energy between the ligand and the receptor for each frame of the trajectory and then calculates the average. In the most recent version of AmberTools there is a similar MMPBSA.py module that can also be used to calculate free energies [161-163].

### 3.10 Protein-ligand docking

Protein-ligand docking is a computational technique used to predict the orientation and binding affinity of a ligand in the binding site of a target receptor, and is an important part of the modern drug design process. Generally, docking protocols are made up of two distinct functions; a search algorithm and a scoring function. The search algorithm predicts how the ligand fits to the protein by searching through the different possible orientations and conformations of the protein-ligand pair. The scoring function then evaluates and ranks the conformations or “poses” predicted by the search algorithm by estimating the binding affinity of each complex [26, 84, 164]. Methods have evolved to take into consideration the relative flexibility of the ligand and its receptor, since binding often induces a conformational change in the protein (“induced fit”).

#### 3.10.1 Search algorithms

The individual poses of a ligand are assessed for suitability by calculating the root-mean-square deviation (RMSD) compared to the native pose (if known); the smaller the RMSD the closer the pose is to the native. The accuracy of the search algorithm relies on the simulation being as close to a real system as possible, however this requires an extremely high number of degrees of freedom to be included in the conformational search which severely effects the efficiency of the search algorithm.

The number of degrees of freedom sampled can be reduced by:
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- approximating (using an implicit model in the scoring function) or excluding any solvent effects from the docking protocol;

- restricting the flexibility of the ligand and protein to varying extents, e.g. allowing ligand flexibility while keeping the protein rigid, therefore only sampling the conformational space of the ligand.

The main challenge in search algorithm design is limiting these approximations while maintaining efficiency.

Ligand-search docking protocols include systematic docking algorithms, stochastic algorithm and simulation methods.

Systematic search algorithms aim to sample all degrees of freedom, the three main types of systematic search algorithms are; exhaustive conformational search methods, fragmentation methods, and conformational database/ensemble methods [26].

- Exhaustive conformational search methods involve the incremental 360° rotation of all the rotatable bonds in the ligand, until all possible combinations have been considered. Despite the comprehensiveness of sampling associated with this method, the number of combinations increases exponentially according to the number of rotatable bonds (combinatorial explosion), therefore to make the docking process more computationally efficient, geometric constraints are used in the initial screening of poses, and the ligand conformations are then further assessed through a series of refinement processes [26]. This type of hierarchical sampling method is used by Glide [97-99] and FRED [165].

- Fragmentation methods (e.g. LUDI [166], FlexX [167] and DOCK [168]) simulate ligand flexibility by incrementally “growing” the ligands into the active site, using either a “place and join” or “incremental” approach. The “place and join” approach docks several fragments into the active site and then re-links them covalently. The “incremental” approach splits the ligand up into a rigid core-fragment with separate flexible regions, first docking the core and then planting the flexible fragments around it [26].

- Conformational database/ensemble methods (e.g. FLOG [169]) use libraries of 3D coordinates to find suitable ligands for a known receptor. Flexibility is simulated by each
candidate ligand structure having an ensemble of associated conformations already generated within the database [26].

Rather than attempting to systematically sample all possible conformations, stochastic search algorithms, implement a change at random to a single ligand or a population of ligands, and then either accept or reject it based on specific probability criteria. Stochastic search algorithms can be broadly categorised into four main types of method: Monte Carlo methods (MC), genetic or evolutionary algorithm methods (GA/EA), Tabu Search methods and swarm optimisation methods (SO) [26].

- In Monte Carlo methods (e.g. Prodock [170] and ICM [171]), the Boltzmann probability function is used for the acceptance criteria. Since only the energy of the current and suggested states decide acceptance, MC methods are able to access substantial phase space compared to other techniques such as MD; this avoids problems where conformations become trapped in local energy minima [24].

- Genetic or evolutionary algorithms (e.g. GOLD [172, 173] and Autodock 3.0 [174-176]) apply evolution theory to docking. Starting with an initial population of ligand poses, where each conformation is defined by a specific “genotype”, (a set of “genes” that describe the ligand’s translation, orientation and conformation in relation to the target protein) and “phenotype” (the atomic coordinates). Conformational space is sampled by applying genetic operators, such as mutations, to the population until it satisfies the required fitness criteria [26].

- Tabu search methods (e.g. PRO_LEADS [177, 178]) steer the search to sample a wider area of conformational space by restricting the sampling of previously explored areas. The algorithm records a list of previous pose data and accepts a new conformation depending on the RMSD of the new conformation in relation to all previously recorded conformations [26].

- Swarm optimization (SO) algorithms (e.g. SODOCK [179], Tribe-PSO [180], and PSOAutodock [181]) utilise swarm intelligence to govern the ligands optimal position in conformational space. A number of potential solutions, known as particles, move through space according to a given formulae; each particle is influenced by both its own best known position and the best position found by the other particles, which moves the “swarm” toward the optimal solution.
Simulation methods, notably MD and energy minimization, use Newton’s equations of motion to evaluate possible protein-ligand complexes [26].

- MD is a widely used simulation technique despite the previously mentioned problems with overcoming energy barriers and computational expense. Strategies to compensate these limitations, such as the use of periodic high temperature annealing, have been developed [182].

- Energy minimisation methods are normally used in combination with another search algorithm rather than a standalone method (e.g. Prodock, ICM, DOCK 4.0). Techniques include: steepest descend, conjugate-gradient and second-derivative methods (e.g. Newton-Raphson) [24] as well as direct search [183] and least-squares methods [184].

Flexible ligand search docking methods are relatively successful, particularly in cases involving a predominantly rigid receptor and where there is a strong correlation between the crystallographic structure of the receptor and its actual conformation in the docked complex [185]. Unfortunately, many systems exhibit significant conformational change upon ligand binding, and since such protein flexibility is not modelled in these protocols, the accuracy of the docking results can be severely affected.

3.10.2 Scoring functions

Scoring functions assess and rank the ligand conformations found by the search algorithm, by approximating their relative binding affinity with the target protein. The mathematical methods required to do this are complex and in order to balance the need for accuracy without excessive computational expense, the scoring process must be simplified in some manner. The scoring functions used in protein–ligand docking are made up of three main types: force field-based, empirical, and knowledge-based scoring functions [26].

Force field based scoring functions involve the summation of the internal energies (as described in section 3.2 Force fields) of the ligand as well as the interaction energy between the receptor and the ligand. Difficulties in simulating the solvation and entropic terms, and inaccuracies calculating the long-range effects involved in binding have long been cited as the main limitations with this method, however several scoring functions have been updated in recent years to take these terms into account. Examples of force field scoring functions include GoldScore [186] and AutoDock [174, 175, 182]. In addition, the computationally expensive molecular mechanical force-fields such as AMBER (Assisted Model Building and Energy
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Refinement) [27, 96, 187] and OPLS (Optimized Potentials for Liquid Simulations) [188] can also be adapted for scoring [26].

Empirical scoring functions use experimental data to derive coefficients that are then used to predict the free binding energy of a given ligand-receptor complex. Although computationally economical, empirical scoring functions are limited by the original experimental data used to define the coefficient terms [26]. Examples of empirical scoring functions include ChemScore [189], SCORE [190, 191], Fresno [192], and X-SCORE [193].

Knowledge based scoring functions use predefined rule sets to suggest reliable geometries in agreement with experimental data; i.e. poses that most closely resemble experimental structures are ranked the highest, based on the number of certain atom–atom pair contacts and other interactions [26]. This method is limited by what information available from the structural data it uses, structures resolved by X-ray crystallography or NMR will not, for example, provide any data on protonation states. DrugScore [194, 195], Muegge’s PMF [196, 197], and SMoG score [198] are examples of knowledge-based scoring functions.

Consensus scoring checks data from various scores, in an effort to avoid the inaccuracies associated with individual scoring functions [26, 199-201]. The way in which the score data is correlated requires careful consideration in order to reduce inaccuracies rather than amplify them; however several studies have shown this approach to be more successful than using the individual scoring functions [202, 203]. X-CSCORE [193], is a consensus scoring method that combines the ChemScore, PMF and FlexX scoring functions with DOCK-like and GOLD-like algorithms.

3.10.3 Modelling protein flexibility

Implementing full protein flexibility remains a challenge, however several docking approaches have been developed that allow for additional flexibility. These include molecular relaxation methods using MD or MC simulations, protein ensemble docking [79, 80], soft docking [204, 205], and side chain flexibility [26, 206].

Applying simulation methods to the protein as well as the ligand greatly increases the conformational space sampled by the search algorithm, however since these types of search algorithm involve calculating a greater number of ligand/protein combinations, they take longer to complete. Most flexible protein docking methods restrict protein flexibility to key regions in order to reduce simulation time [26].
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Protein ensemble docking emulates protein flexibility by using a set of protein conformations as the receptor target rather than just a single structure. The conformations can come from various sources including crystal structures, NMR or derived from simulations [80, 207-209].

Soft docking methods model protein flexibility implicitly by softening the interatomic van der Waals interactions in docking calculations, thus allowing a small amount of overlap between the ligand and the protein. Although efficient, a limitation of this approach is that large scale motion can result in the superficial enlargement of the active site by allowing mutually exclusive binding regions to be simultaneously considered [204, 205].

Side-chain flexibility was initially modelled by representing the receptor conformational space as a set of rotametric for each side chain based on experimental results [206]. A limitation of this method is that it does not take into account the motion of the protein backbone. In recent years, additional techniques have evolved to take into account continuous or discrete side-chain flexibility [210-212].

3.10.4 Ensemble docking using Glide

In this thesis, protein-ligand docking studies have been completed using the Glide program (Grid-based Ligand Docking with Energetics) [97-99], in Maestro, Schrödinger’s commercial molecular modelling package. As part of its default protocol, Glide uses several filters to perform a comprehensive search of available ligand poses (Figure 3.10.1). For every ligand pose assessed, Glide takes into account; the positions and orientation of the ligand in relation to the receptor, the core conformation of the ligand, as well as the conformation of the ligands rotamer groups.
As a pre-processing step the receptor is represented via a number of “site points” on an equally spaced 2 Å grid [97]. The second stage (step 2a – diameter test, Figure 3.10.1) evaluates the atoms within a specified distance of the ligand-diameter axis for a specified number of orientations; an orientation is skipped if it causes too many steric clashes with the receptor. The ligand is then rotated about the ligand diameter and the subset of the atoms that make hydrogen bonds or ligand metal interactions with the receptor are scored (step 2b – subset test, Figure 3.10.1), if this score is acceptable, the remaining ligand-receptor interactions are also scored (step 2c – greedy score, Figure 3.10.1). The scoring for tests 2a – 2c utilises a version of ChemScore [189] where, for each atom type a discrete, predefined score is assigned to 1 Å³ boxes. Like ChemScore, this algorithm recognizes favourable hydrophobic, metal-ligation, and hydrogen-bonding interactions and imposes penalties for steric clashes. The score for each atom is dependent both on its position relative to the receptor and the improved score it could get by moving 1 Å along the X, Y, and/or Z axis. In order to refine the number of poses at this point, the

Figure 3.10.1: Glide docking “funnel”, showing the Glide docking hierarchy. Adapted from reference [97].
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top greedy-scored poses are rescored as the entire ligand to moves (rigidly) 1 Å along the X and Y axis [97, 98].

Using the poses selected by the screening described in step 2, the ligand is minimized using the OPLS-AA force field [188] together with a distance-dependent dielectric model. Finally, in order to refine the orientation of ligand peripheral groups, a Monte Carlo method is used to examine the torsional minima of the lowest-energy poses selected from the minimisation process [97].

Emodel, (a combination of GlideScore, the ligand-receptor molecular mechanics interaction energy and the ligand strain energy) is utilised to obtain the best ligand pose. Finally, Glide reduces the van der Waals radii of selected ligand atoms so that the ligand fits more easily into the binding pocket. If required, this can be altered via a scaling parameter for increased enrichment [99].

The ChemScore function [189] from which GlideScore is derived can be described as:

\[ \Delta G_{bind} = C_0 + C_{lipo} \sum f(r_{lr}) + C_{hbond} \sum g(\Delta r) h(\Delta \alpha) + C_{metal} \sum f(r_{lm}) + C_{rotb} H_{rotb} \]

(3.32)

The summation in the second term encompasses all ligand/receptor atom pairs described by ChemScore as lipophilic, and the third term incorporates all ligand-receptor hydrogen-bonding interactions. The functions \( f, g, \) and \( h \) give a full score of 1.00 for distances or angles that lie within nominal limits and a partial score between 1.00 and 0.00 for distances or angles that fall beyond them (for a given threshold) [97].

GlideScore modifies and extends the ChemScore function as follows:

\[ \Delta G_{bind} = C_{lipo-lipo} \sum f(r_{lr}) + C_{hbond-neut-neut} \sum g(\Delta r) h(\Delta \alpha) + C_{hbond-neut-charged} \sum g(\Delta r) h(\Delta \alpha) + C_{hbond-charged-charged} \sum g(\Delta r) h(\Delta \alpha) + \\
C_{max-metal-ion} \sum f(r_{lm}) + C_{rotb} H_{rotb} + C_{polar-phob} V_{polar-phob} + C_{coul} E_{coul} + \\
C_{vdW} E_{vdW} + solvation terms \]

(3.33)
The lipophilic-lipophilic and hydrogen bonding terms are essentially the same as in ChemScore, but the hydrogen-bonding term is split into different sections depending on whether or not the donor/acceptor is charged.

The metal-ligand interaction term (the fifth term in (3.33) has had several adaptations compared to ChemScore; only considers interactions with anionic acceptor atoms [97, 213]; only counts the single best interaction when two or more metal ligations are found; and assesses the charge on the metal ion in the unligated apo protein. The seventh term uses active site mapping to identify and reward poses where a polar, non-hydrogen-bonding atom lies in a hydrophobic region.

The second major component involves the energetic contributions from the Coulomb and van der Waals interaction energies. The net ionic charge on charged groups such as carboxylates and guanidiniums, as well as the van der Waals interaction energies for the atoms directly involved, is reduced in GlideScore to minimise the disparities in interaction energies sometimes seen with ChemScore [97, 99, 189].

An additional adaption, which has increased the identification of false positives found by the scoring function, is the inclusion of a solvation model. In reality, the charged and polar groups of the ligand and protein would be subject to solvation effects, however many docking protocols either overlook this, or use continuum solvation models to simulate these effects [26, 214]. Unfortunately it is the location of individual water molecules that becomes important in the scenario a ligand bound active site and current continuum solvent models are not able to represent these interactions. Glide docks explicit water molecules into the binding site for each favourable ligand pose and employs empirical scoring terms that measure the exposure of various groups to explicit waters [97-99].

3.11 Water molecule prediction in protein binding sites

Several modelling studies have shown that ligand-bound crystallographic water molecules can make significant contributions to the protein-ligand free energies by establishing a network of hydrogen bonds which stabilize the protein-ligand interaction [214-221]. Unfortunately, data regarding the position of ligand-bound water molecules is often unknown (due to difficulties in resolving water molecules by crystallography) or not taken into account during molecular docking studies [26].

Methods of predicting which water molecules contribute to protein-ligand binding have generally been limited to less rigorous empirical techniques based on interaction energies or by
using time-consuming MC or MD simulations [222-226]. Faster Grand Canonical MC (GCMC) methods have also been described; however the acceptance rate is generally poor and the free energy change in the μVT ensemble is not aligned with the free energy changes under standard NPT conditions [227, 228]. Thermodynamic integration simulations [221, 229-231] have been shown to reliably locate hydration sites, however given the computational expense involved, this technique is not recommended for use on systems with a high number of water molecules. A similar technique, known as JAWS, is a more efficient alternative that features “θ-water” molecules that can appear and disappear on a binding-site grid [226, 232, 233].

In this thesis the grid module in ptraj (AMBER) [162] and the free-energy based JAWS method [226, 232, 233] have been used to determine the position of water molecules in protein binding sites.

### 3.11.1 ptraj

The grid module in ptraj [234] (part of the AMBER toolkit [162]) creates a grid in X-Plor density format with a count of the specified atoms (e.g. water molecules) in each grid cell for a given MD simulation. The “average” output shows the most common position of the water molecules throughout the simulation, which gives an indication of the position of hydration sites within the pocket [234].

### 3.11.2 JAWS

The JAWS method [226, 232, 233, 235, 236] involves a series of “θ-water” molecules on a grid across the binding-site that can appear and disappear [226]. θ is used as an energy scaling parameter, and this controls the interaction energy \( U_i(r) \) between θ-water \( i \) and the rest of the system [236].

The initial part of the simulation determines the probability of the molecule being ‘water-like’ or ‘ideal’ with a given number (N) of θ water molecules distributed at random on the 3-dimensional grid. Attempted moves in the MC simulation that follows include rigid body translations, rotations and a random variation in θ (in 50% of the moves). After every 100 moves the θ values are evaluated and, if greater than 0.95, a counter on the nearest grid point is increased by one. These counters increase as the simulation progresses developing a probability distribution of water occupancies, and resulting in a mapped output of estimated hydration sites. The second part of the simulation checks the predicted hydration sites by calculating the binding free energy for a θ water molecule at each identified site. The θ water molecules sample
both high and low values of θ to obtain a reliable free energy estimate. If the binding free energy is negative, a real water molecule is inserted at the hydration site [226].

3.12 Chapter summary

This chapter has outlined the computational methods used in this thesis. Molecular dynamics (MD), using the NAMD software, has been used to simulate the dynamics and flexibility of the wild-type and mutant protein structures. Trajectory (RMSD, RMSF and PCA) and binding site analysis methods (PocketAnalyzer, SID, ptraj and JAWS) have been applied to the subsequent MD trajectories to identify differences between the structures. In order to reproduce what is known experimentally (e.g. poor binding between mutant receptors and the inhibitors compared to the wild-type structure) ensemble protein-ligand docking studies have been completed for the wild-type and mutant structures via the docking program Glide. In order to support the docking results, the binding free energy of the wild-type and mutant structures have been calculated from the MD trajectories using the MM-GBSA method via the perl script mdgbsa.pl.

Chapter 4 describes the biochemical background of the BCR-Abl kinase and chronic myeloid leukaemia.
Chapter 4

4 The BCR-Abl kinase & chronic myeloid leukaemia

4.1 Introduction

Chronic myeloid leukaemia (CML) is caused by an abnormal chromosome called the Philadelphia chromosome, BCR-Abl [237]. The Philadelphia chromosome is formed when two chromosomes (9 and 22) swap places resulting in the Breakpoint Cluster Region gene becoming fused to the Abl gene [238].

![Figure 4.1.1: Translocation of the Abl gene and the BCR gene](image)

The resulting fusion gene creates an oncogenic tyrosine kinase which, unlike its cellular counterpart (c-Abl), is unregulated and interferes with cellular pathways, causing leukemic cells to grow and multiply [238-240].

Several small molecule inhibitors of BCR-Abl are used in the treatment of CML, however point mutations can develop in the kinase resulting in varying levels of drug resistance.

This chapter will discuss the differences between the active and inactive structures of the cellular Abl kinase; the BCR-Abl kinase and how it causes CML; CML treatment through BCR-Abl inhibition and how drug resistance can develop.
4.2 The c-Abl kinase

The c-Abl kinase is a non-receptor protein tyrosine kinase (PTK) belonging to the Src kinase family (SKF). PTKs catalyse the transfer the $\gamma$-phosphate group from ATP to a tyrosine residue on a protein substrate (often another tyrosine kinase). This phosphorylation of proteins is an important mechanism in signal transduction for the regulation of cellular activity [241].

Figure 4.2.1: Structure of adenosine triphosphate (ATP)

Figure 4.2.2: Kinase phosphorylation - ATP binds to the kinase pocket, the kinase can then phosphorylate a substrate that can interact with the downstream effector molecules. Adapted from reference [242].
C-Abl kinases are found within the cell cytoplasm and nucleus and can shuttle between these two cellular domains. The locality of c-Abl defines its function within the cell. Nuclear c-Abl has been found to play a role in growth inhibition and the apoptosis of cells, and modulates the cellular response induced by DNA damage [243-245]. Cytoplasmic c-Abl is involved in the promotion of DNA synthesis, morphogenesis, mitogenesis, F-actin assembly and receptor trafficking [243, 246-248].

4.2.1 The different domains of c-Abl

The c-Abl kinase consists of three core domains: the kinase domain, the Src Homology 2 (SH2) domain and the Src Homology 3 (SH3) domain. This core is bordered by an autoinhibitory cap at the N-terminus and an exon region at the C-terminus. There are two isoforms of c-Abl in humans; 1a and 1b. Both have the same catalytic core and last exon region, but differ in that 1b has a myristate attached to the autoinhibitory cap [243].

![Figure 4.2.3: The structural regions of c-Abl kinase, adapted from references [249, 250]](image-url)
4.2.1.1 The autoinhibitory cap

The first 80 residues of c-Abl are known as the N-cap or autoinhibitory cap. The autoinhibitory cap plays a prominent role in the regulation of the kinase via stabilisation of the inactive conformation. In splice 1b this is instigated by a prefixed myristoyl group binding to a hydrophobic pocket in the SH2 domain. In splice 1a, autoinhibition is brought about via cap interaction with the SH3-SH2 connector [243, 249].

4.2.1.2 The SH3 domain

The SH3 domain is a sequence of around 60 residues that are conserved in Src and other non-receptor tyrosine kinases. The SH3 domain helps regulate signal transduction through its ability to interact with the proline-rich sequences of other neighbouring proteins [253, 254].

4.2.1.3 The SH2 domain

The SH2 domain is a sequence of around 100 residues that like the SH3 domain are conserved in several tyrosine kinases. SH2 plays a significant role in signal modulation by binding to phosphorylated tyrosine residues on other kinases [255]. This is made possible by a sequence of

Figure 4.2.4: Schematic representation of inactive c-Abl (1b) kinase. Adapted from reference [251, 252]
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six residues; Phe-Leu-Val-Arg-Glu-Ser, known as the FLVRES sequence, which provides the electrostatic and H-bonding contacts necessary for binding [253, 256].

4.2.1.4 The Kinase Domain

The kinase domain is the central, catalytic part of the kinase that contains the ATP binding site.

Figure 4.2.5: Secondary structure of Abl kinase domain with labelled helices and beta sheets (inactive structure, 1IEP.pdb)

The kinase domain consists of an N-terminal lobe (containing a 5 stranded β-sheet and an α-helix (αC)), and a larger (predominantly α-helical) C-terminal lobe. ATP binds in the cleft between the lobes, and forms hydrogen bonds with the “hinge region”, the portion of the structure that connects the two lobes [35].

4.2.1.5 The last exon region

The last exon region is a long carboxy-terminal extension containing protein-protein interaction sites and binding sites for other kinases such as Crk. It also contains the nuclear export and localisation signals that enable c-Abl to move between the cytoplasm and nucleus. Deletions within the last exon region can sometimes result in increased tyrosine phosphorylation which suggests that the last exon region plays a role in cellular regulation [249, 257].
4.2.2 The inactive (autoinhibited) c-Abl structure

The inactive state of c-Abl is a closed conformation with the A-loop folded into the ATP binding site blocking access to both ATP and substrates. This conformation is facilitated by a regulatory mechanism formed by the neighbouring SH2, SH3 and N-terminal cap domains of Abl kinase. C-Abl uses slightly different mechanisms to autoinhibit itself depending on whether it is splice 1a or 1b [243, 258, 259], but overall relies on six critical actions: the docking of the SH2 domain to the kinase domain; the docking of the SH3 domain to the SH2-kinase linker; the strengthening of the SH3-SH2 clamp by the N-terminal cap; the “DFG flip” to the Asp-out position (kinase domain); the inward folding of the activation loop into the ATP binding site (kinase domain); and the disorder of the regulatory spine or R-spine (a set of residues that form a stack of hydrophobic interactions perpendicular to the ATP binding site, strengthening the open active conformation) [249, 260].

4.2.2.1 Conformational changes outside the kinase domain (SH2, SH3 and the N-terminal cap)

The SH2 domain forms a strong protein–protein interface with the C-lobe of the kinase domain, partially blocking the phospho-tyrosine (pTyr) binding site of the SH2 domain [261]. As well as keeping the conformation rigid, this prevents the SH2 domain from binding to other kinases, which would hinder its interaction with the kinase domain and result in a shift towards the active open conformation [35]. The SH3 domain binds to the linker segment that connects the SH2 and the kinase domain, known as the SH2–kinase linker and the N-lobe of the kinase domain. A small linker, the SH3-SH2 connector, joins the SH3 and SH2 domains and leads to the dynamic coupling of the two domains and the effective formation of a clamp on the kinase domain [249].

In 1a c-Abl the autoinhibitory cap region extends down from the SH3 domain to the SH2 domain forming a “brace”, strengthening the clamp function of the SH3-SH2 domains. In 1b c-Abl the same conformation is made possible by the N-terminal myristate binding to a pocket in the C-lobe of the kinase domain. The binding of the myristate (and the extension of the N-cap) causes a conformational change in helix I, which aids the docking of SH2 against the C-terminal lobe of the kinase via hydrogen bonds and a pi-stacking interaction between Tyr158 of the SH2 domain and Tyr 361 on the C-lobe [251, 258].
4.2.2.2 Conformational changes in the kinase domain

The characteristics of the inactive conformation of the Abl kinase domain include:

- A folded conformation of the A-loop; where the A-loop is folded into the ATP binding site blocking access to both ATP and substrates.

- The DFG-out conformation, where DFG “D”(Asp381) is flipped 180° away from the binding site and the DFG “F” (Phe382) is positioned in the binding site.

- Misalignment of the R-spine; a stack of hydrophobic residues that are aligned in active Abl stabilising the active conformation.

- An upturned or kinked conformation of the p-loop (glycine rich loop between β2 and β3) away from the binding site.
On the A-loop, Tyr393 forms a hydrogen bond with Asp363, causing the loop to adopt a folded conformation where it is curled up into the active site, blocking the binding of the substrate and ATP.

The first three residues of the A-loop; Asp-Phe-Gly (DFG) are known as the DFG loop. The positioning of this loop is vital for coordination of ATP, as the Asp381 (D) residue coordinates the position of ATP in the binding site. In the inactive Abl kinase domain, the Asp381 (D) residue flips its position with the Phe382 (F) residue of the DFG motif and is thereby withdrawn from the active site [249] (shown below in Figure 4.16).
The c-Abl A-loop and DFG-loop in the inactive “Asp-out” conformation [1IEP.pdb].

**Figure 4.2.8:**

The loop between the β1 and β2 sheets contains several glycine residues (in Abl: Gly249-Gly250-Gly251-Gln252-Tyr253-Gly254) and is known as the glycine-rich or P-loop. The P-loop is typically elongated in the active conformation to coordinate the transfer of phosphate ions when ATP binds to Abl. Various kinked conformations of the P-loop have been observed from crystal structures of the inactive state, however since all of these structures are in complex with inhibitors it is unclear whether the kinked conformation is a natural conformation of the inactive form or a result of inhibition [262]. The P-loop is highly flexible and various conformations have been observed in structures that are intermediate between the active and inactive conformation [263].
The inactive conformation of c-Abl is actually closer to that of the open active state than other PTKs, and this helps with the SH2 domain binding to the C-lobe. In most closed confirmations important catalytic residues are removed from the active site via rotation of the αC-helix, preventing ATP and substrate binding [264]. In c-Abl the A-loop is in a slightly more extended conformation than in other inactive kinases and the αC-helix is closer to the normal active position allowing formation of the Lys-Glu salt bridge, which is a conserved motif in active kinases [249].

4.2.3 The active c-Abl structure

Whereas the inactive conformations of different tyrosine kinases are extremely varied, the active conformation is well conserved across the kinase family. The conserved characteristics include:

- An extended A-loop conformation where it uncoils to function as a binding platform for the peptide substrate [265].

- The DFG-in conformation (Asp381-Phe382-Gly383); Asp381 (D) is turned into the ATP binding site where it forms polar contacts (either directly or via magnesium atoms) with the α, β, and γ phosphates of ATP. Asp381 (D) forms a hydrogen bond with glycine residue Gly383 (G), which helps secure the position of Asp381 (D) in the binding site. The DFG Phe382 (F) residue is part of the R-spine and also coordinates the correct positioning of the DFG Asp381 (D) residue by making hydrophobic contacts with the residue Met290 on the C-helix and His361 on the HRD motif (a conserved His-Arg-Asp sequence conserved in most PTKs); Met290 and His361 form part of the R-spine.

- An aligned regulatory spine (R-spine) of four non-consecutive residues, two from the N-lobe and two from the C-lobe that form a stack of hydrophobic interactions thereby strengthening the C-N lobe connection and stabilising the active conformation [260]. In Abl these residues are Leu 301, Met290, Phe382 and His361 [266, 267]. Asp421 on the αF-helix makes a strong hydrogen bond to the main chain of His361, which secures the spine in place.

- A catalytic spine (C-spine) of eight residues that contribute to the positioning of ATP. Details of the residues forming the C-spine are not published for Abl, however in PKA these residues are: Val57, Ala70, Leu173, Leu172, Leu174, Met 128, Leu227 and Met231 [267].
A salt bridge between a Glu residue on the αC-helix and a Lys on the β3 beta sheet resulting in a tight connection between the C and N lobes (Glu286 and Lys271 in Abl). Although this salt bridge is present in the inactive structure of Abl, in the active conformation Lys271 forms polar contacts with α and β phosphates of ATP, and therefore plays an important role in the correct positioning of ATP in the binding site.

An extended “tongue-like” conformation of the p-loop (glycine rich loop between β2 and β3) so the tip of the loop is able to coordinate the γ-phosphate for phosphoryl transfer on ATP binding [260]. Various conformations of the p-loop have been observed in structures that are intermediate between the active and inactive conformation [263].

Figure 4.2.10: Key characteristics of the active Abl conformation [2F4J.pdb].

The following sub-sections further discuss how these conformations manifest on activation of Abl.
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4.2.3.1 Disruption of the regulatory “clamp” mechanism

Abl activation is thought to be initiated through the removal of the regulatory clamp; once the kinase domain has shifted to the active conformation, phosphorylation stabilises the active structure.

Phosphorylation can occur via a substrate, another PTK such as Src, or c-Abl itself. If phosphorylation occurs via the kinase itself (cis) or another identical c-Abl kinase (trans) the process is known as autophosphorylation. In oncogenic versions of Abl, where the regulatory mechanism is missing, the kinase readily autophosphorylates at Tyr226 and Tyr393 [249, 268] stabilising the active conformation. Mutations in the kinase domain have also been shown to stabilise the active conformation in the absence of the regulatory clamp, demonstrating that the active conformation of Abl is thermodynamically accessible even when the protein is not phosphorylated [31, 264].

Disruption of the regulatory clamp, and subsequent shift towards the active conformation, is thought to be initiated by one or several of the following events: myristoyl displacement, disruption of docking of the SH3 domain to the kinase domain or disruption docking of the SH2 domain and kinase domain. Myristoyl displacement has not been well observed but is thought to be brought about by a fatty acid binding protein which could also affect the docking of the SH2 domain to the kinase domain [251]. Disruption to SH3 docking occurs when a proline-rich ligand is supplied by another protein and is therefore in direct competition with the SH3 linker segment. This ligand would most likely also be phosphorylated by c-Abl and these phosphorylated residues could in turn bind to the SH2 domain. Due to close protein-protein interactions between the SH2 domain and the C-lobe of the kinase domain, ligands are normally unable to access the SH2 phospho-tyrosine binding pocket in inactive c-Abl. If the SH2–kinase domain docking becomes disrupted (due to SH3 ligand binding for example), phosphopeptides are able to bind to the SH2 domain, which further activates c-Abl. Since substrates capable of activating SH2 regularly contain SH3 specific ligands and vice-versa, this suggests that the two mechanisms are very closely tied and that the order in which they occur may often be indistinguishable [249, 251, 264, 265]. These “activating” events are associated with increased catalytic activity in the kinase and result in the effective diminishment, or removal, of the “clamp” mechanism which shifts the kinase towards a more open structure.
4.2.3.2 Stabilisation of the active conformation via phosphorylation

As shown in Figure 4.2.11, the active conformation is stabilised by the phosphorylation of one or more tyrosines on the A-loop (in particular Tyr393, defined as Tyr412 in the 1b sequence), the SH2-kinase domain linker section (Tyr226), and also at various other positions on the kinase domain [264, 269].

![Figure 4.2.11: Schematic representation of active c-Abl (1b) kinase. Adapted from reference [251, 252]](image)

Phosphorylation at Tyr393 appears to support the A-loop conformation and that of the DFG motif by forming a number of hydrogen bonds with the surrounding residues. When Tyr393 is phosphorylated it forms a hydrogen bond with Arg362 (HRD motif) which is held in position on the catalytic loop due to another hydrogen bond with Asp421. The new phospho-Tyr393 also attracts Arg386 which induces the formation of the β6 and β9 sheet. These interactions enable the extended A-loop conformation to be held in place [264, 269].

![Figure 4.2.12: The c-Abl DFG-loop in the active “Asp-in” conformation [2GQG.pdb].](image)
The carbonyl oxygen of the peptide bond between Leu384 and Ser385 rotates and forms two hydrogen bonds with Arg362. Leu384 and Ser385, together with the DFG loop (i.e. residues 381 – 385) the residues are referred to collectively as the magnesium binding loop due to their role in coordinating magnesium ions in the ATP binding site. The Phe382 and Gly383 peptide bond (of the DFG motif) rotates its carbonyl oxygen, forming a 3-turn, and the amide on Gly383 forms a hydrogen bond with the Asp381 δ-oxygen; this provides the correct Asp-in orientation of Asp381 in the binding site, ready to coordinate the phosphate ions of ATP [35, 249, 264]. Hydrophobic contacts between the DFG Phe382 residue, Met290 on the αC-helix and His361 on the HRD motif (a conserved His-Arg-Asp motif seen in many kinases) further stabilise the position of Asp381. Phe381, Met290 and His361 form part of the regulatory spine which is further discussed below in 4.2.3.3.

4.2.3.3 The alignment of the regulatory and catalytic spines

This active conformation is stabilised by two hydrophobic spines, the regulatory spine or R-spine and the catalytic spine or C-spine. The positioning of each spine is conserved across kinases [267].

- The R-spine is a flexible stack of hydrophobic residues between the DFG loop and phosphorylation sites on the A-loop formed by residues His361, Phe382, Met290 and Leu301 [266, 267]. His361 is part of the rigid C-lobe and its position is coordinated by Asp421 from the αG-helix. As discussed above in 4.2.3.2, the sidechain of His361 forms contacts with Phe382 of the DFG loop; Phe382 has contacts with Met290 (αC-helix) which in turn is packed against Leu301 (β4-sheet, adjacent to αC-helix).
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Figure 4.2.13: The residues of the R-spine [2F4J.pdb]

The catalytic spine or C-spine is made up of eight residues that contribute to the positioning of ATP. Residue 1 and 2 are along β3 in the N-lobe and dock with one side of the adenine ring of ATP. Residue 3 lies in the hinge region on the other side of ATP where it also docks to the adenine ring of ATP. Residue 3 is flanked by residues 4 and 5, which rest on residue 6, a hydrophobic residue along the D-helix. Residues 7 and 8 are positioned on the F-helix anchoring the spine to the base of the C-lobe. Details of the residues forming the C-spine are not published for Abl, however in PKA these residues are: Val57, Ala70, Leu173, Leu172, Leu174, Met 128, Leu227 and Met231 [267].

Figure 4.2.14: The residues of the C-spine [1ATP.pdb]
4.2.3.4 **Dephosphorylation effects**

Dephosphorylation on the A-loop leads to the destabilisation of both the A-loop and hydrophobic stack and this relaxation in the connection between the two lobes results in a change in the conformation of the DFG loop. Dephosphorylation and down regulation of activated c-Abl is controlled via PSTPIP1 proteins and ubiquitin dependent proteasomal degradation [264].

4.3 **The BCR-Abl fusion kinase**

In BCR-Abl the N-terminal regulatory part of Abl is replaced with the N-terminal domains of Bcr, which include an oligomerization domain [270].

---

**Figure 4.3.1:** The structural domain differences between c-Abl kinase and BCR-Abl kinase. Adapted from references [249, 250]
With the loss of the myristate (or part of the autoinhibitory cap in the case of isoform 1a) and a large new piece of protein added there instead, the regulatory domains no longer function properly and the BCR-Abl kinase is unable to adopt an autoinhibited conformation. This results in constitutive activation of the kinase domain (where the kinase remains active regardless of metabolic requirements). In addition the oligomerization causes BCR-Abl to form dimers and tetramers, which further increases activation via phosphorylation, as several chains of BCR-Abl are clustered together in close proximity. It has also been found that dimerization alone can be enough to initiate c-Abl activation [271].

![Figure 4.3.2: Schematic representation of the BCR-Abl kinase. Adapted from reference [251, 252]](image)

This results in the uncontrolled proliferation and survival of myeloid cells in the blood, which manifests as CML.

### 4.4 Chronic myeloid leukaemia (CML)

#### 4.4.1 What is CML?

Chronic myeloid leukaemia (CML) is a rare type of cancer that starts in bone marrow stem cells and moves into the blood. CML rarely occurs in children and of the 700 people diagnosed with CML in the UK each year, most are elderly with a median age of 65 at the time of diagnosis [240, 272].
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CML manifests in myeloid stem cells, predominantly young granulocytic cells (white blood cells) but also in cells that would normally develop into red blood cells and platelets. Cellular growth and apoptosis is usually tightly regulated [239] but leukaemic stem cells do not develop correctly and have a longer lifespan than normal cells. This leads to a high percentage of leukaemic cells in the bone marrow and blood which reduces the number of normal cells in circulation and stops the body working as it should [240, 273, 274]. As the name suggests, CML is a chronic disease that progresses over a number of years (unlike acute leukaemia that can rapidly develop in a matter of months [275-277]) due to a “chronic phase” (CP) where most of the leukaemic cells are similar in size to mature healthy cells and their numbers increase at such a slow rate that the patient is often asymptomatic [273]. As CML progresses beyond the chronic phase the leukaemic cells proliferate faster and are less developed than in the chronic phase. If CML is untreated, these immature cells (known as blasts) can rapidly, and fatally, overrun the body [274].

4.4.2 The three phases of CML

The chronic phase is the most stable phase of CML and can last for several years as the leukaemic cells continue to develop at a slow rate. Although 90% of patients are diagnosed during the chronic phase, many of these are by chance as symptoms are mild (e.g. tiredness, slight weight loss) and sometimes none existent. Diagnosis is made on the basis that there are a usually high number of granulocytes in the blood stream, and then confirmed by the identification of the Philadelphia chromosome in the patient’s blood and bone marrow cells (Ph+). At this stage fewer than 10% of cells in the bone marrow are immature blast cells. This percentage of blast cells is used to gauge the progress of the leukaemia [240, 278].

In the accelerated phase, symptoms become more apparent (increased tiredness and noticeable weight loss) and some patients may experience pain where their spleen is enlarged. The accelerated phase is much shorter than the chronic phase and typically lasts between 4 to 6 months. In this phase there is an increase in the number of abnormal granulocyte cells and between 10% and 30% of the cells in the bone marrow are blasts [240, 278].

When the number of blast cells in the bone marrow exceeds 30% the leukaemia is said to be in blast crisis. During this phase the leukaemic cells proliferate very rapidly and most of the leukaemic cells produced are immature blasts. The blast crisis phase is the shortest of the phases, typically only lasting a few months [240, 274, 278].
Treatment choices for people with chronic myeloid leukaemia (CML) depends on the phase of the disease, prognostic factors such as their age, and whether or not there is a matched stem cell donor [279]. It is important to accurately identify the phase of the leukaemia when a patient is first diagnosed as this helps physicians to identify the best treatment strategy [280]. CML that has progressed to the accelerated phase or blast crisis is usually harder to treat than in the chronic phase. If the patient is in the chronic phase then further techniques, such as using prognostic scoring [281] and monitoring any cryptogenic or haematological abnormalities in the patient (such as deletions of the derivative chromosome 9), [282-285] can help identify those most at risk of short survival. Modern CML therapy includes small molecule inhibitors, interferon alpha and allogeneic stem-cell transplant.

### 4.5 Current small molecule inhibitors of BCR-Abl used in the treatment of CML

Since 2001, five small molecule inhibitors (SMIs) have been approved to treat CML. Imatinib, nilotinib and dasatinib are approved for first-line treatment [286-288], and bosutinib and ponatinib are approved for patients with resistance or intolerance to prior therapy [289-293].

<table>
<thead>
<tr>
<th>Product</th>
<th>FDA approved indication</th>
</tr>
</thead>
<tbody>
<tr>
<td>Imatinib</td>
<td>• Newly diagnosed adult and paediatric patients with Ph+ CML in chronic phase.</td>
</tr>
<tr>
<td></td>
<td>• Patients with Ph+ CML in blast phase, accelerated phase, or chronic phase after failure of interferon-alpha therapy.</td>
</tr>
<tr>
<td>Nilotinib</td>
<td>• Newly diagnosed adult patients with Ph+ CML in chronic phase.</td>
</tr>
<tr>
<td></td>
<td>• Patients with Ph+ CML in accelerated phase, or chronic phase who are resistant to or intolerant to prior therapy that included imatinib.</td>
</tr>
<tr>
<td>Dasatinib</td>
<td>• Newly diagnosed adult patients with Ph+ CML in chronic phase.</td>
</tr>
<tr>
<td></td>
<td>• Patients with Ph+ CML in myeloid or lymphoid blast phase, accelerated phase, or chronic phase, resistant to or intolerant to prior therapy that included imatinib.</td>
</tr>
<tr>
<td>Bosutinib</td>
<td>• Patients with Ph+ CML in chronic, accelerated, or blast phase, resistant or intolerant to prior therapy.</td>
</tr>
<tr>
<td>Ponatinib</td>
<td>• Patients with Ph+ CML in chronic, accelerated, or blast phase, resistant or intolerant to prior therapy.</td>
</tr>
</tbody>
</table>

*Table 4.5.1: Approved indications for TKI therapy in CML [298, 302-305]*
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The success of small molecule inhibitors is down to their effectiveness in bringing about complete cytogenetic remission [294, 295] in a high percentage of CML patients in early chronic phase, without resulting in severe adverse events.

These inhibitors will be broadly discussed in the following section, however since the focus of this research is on the first two: imatinib and nilotinib, these will be discussed in greater detail.

4.5.1 Imatinib

The unique conformation the Abl kinase domain’s inactive structure made it an excellent target for drug design. Imatinib (known as Gleevec/Glivec in the US and Europe respectively) binds to BCR-Abl (and c-Abl [35, 296]) with an induced fit interaction\(^1\), where the inhibitor binds in the ATP binding site of the kinase and extends beyond this region, through the centre of the molecule into a hydrophobic pocket opened up by displacement of the DFG loop. The aspartate (Asp381) from the DFG loop is flipped out of the position where it would be required to coordinate the magnesium ions in the ATP phosphate binding site.

\[\text{(a)}\]
\[\text{(b)}\]

*Figure 4.5.1: (a) Imatinib binds to the ATP pocket of BCR-Abl (competing with ATP), therefore the substrate cannot be phosphorylated. Adapted from reference [242]. (b) The structure of imatinib

Imatinib then blocks the path the activated A-loop would normally adopt and the A-loop structure changes to an autoinhibitory conformation in which the unphosphorylated tyrosine binds in and blocks the substrate binding site, as shown in Figure 2.6 [35].

\(^1\) It is important to note that imatinib binds to BCR-Abl (active) and both the active and inactive forms of c-Abl. As the inhibitor binds, it induces the inactive conformation (as described) in active c-Abl/BCR-Abl and stabilises the inactive conformation in inactive c-Abl.
The necessity for Abl to have the ability to adopt this conformation in order to bind to imatinib, together with the requirement that the side chain of the residue in position 315 must be small (such as a threonine) so that the ligand can reach into the hydrophobic pocket near the DFG loop, explains why imatinib has such high selectivity for Abl.

However, the fact that imatinib makes contacts with residues that are not functionally important and that it requires a unique conformation for binding, means that it is susceptible to the development of mutants that are insensitive to treatment with this drug. Further inhibitors of BCR-Abl were later developed; nilotinib is similar in design to imatinib but has increased binding affinity to Abl, and dasatinib which can bind to both the active and inactive forms of Abl. Both inhibitors are efficacious in patients that were previously unresponsive to imatinib treatment, although neither drug can inhibit the T315I gatekeeper mutation [262].

4.5.2 Nilotinib

Based upon the structural data of imatinib, it was thought that a more potent and selective compound could be designed by incorporating alternative binding groups for the N-methylpiperazine group, while retaining an amide substructure to maintain the H-bond interactions to Glu286 and Asp381.

![Figure 4.5.2: The structure of nilotinib.](image)

Crystal structure analysis had revealed that much of the binding energy of imatinib was consumed by two energetically unfavourable hydrogen bonds between the N-methylpiperazine and Ile360 and His361 residues of Abl. Replacement of the piperazine ring with a trifluorinated imidazole eliminated these two hydrogen bonds. Furthermore, the imidazole ring fits well into a hydrophobic pocket of the kinase. The result was a better topological fit and a molecule that
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inhibits ABL with 30-fold increased potency compared with imatinib [297]. More importantly nilotinib was capable of inhibiting most of the imatinib-resistant mutations but not the gatekeeper mutation T315I since the mutation blocks access to the hydrophobic pocket [32].

4.5.3 Dasatinib

Dasatinib (marketed as Sprycel) successfully inhibits a wide range of imatinib-resistant mutations not including the gatekeeper mutation.

![Dasatinib structure](image)

Figure 4.5.3: The structure of dasatinib.

Dasatinib was initially developed as a Src inhibitor but was found to be a potent inhibitor of multiple kinases including Bcr-Abl. Dasatinib binds to the ATP binding in a very different pose to imatinib and nilotinib, extending in the opposite direction. Dasatinib binds to both the active and inactive conformation and has a greater affinity with Abl compared to imatinib. The activity of dasatinib against mutants of Bcr-Abl is explained by the fact it does not require interaction with some of the residues involved in the mutations [298].

4.5.4 Bosutinib

Bosutinib (marketed as Bosulif) is a Src inhibitor approved for the treatment of CML in adult patients that are either resistant or intolerant to the other therapies available [299, 300].
Although bosutinib does not make hydrogen bonds with T315, it does make extensive van der Waals contacts, both with T315 and the side chain of V299, explaining why mutations at these residues result in resistance [301].

4.5.5 Ponatinib

In December 2012 the FDA granted accelerated approval to Ponatinib (marketed as Iclusig) for the treatment of adult patients with CML that is resistant or intolerant to prior tyrosine kinase inhibitor therapy.

Ponatinib was designed to inhibit both wild-type and mutant BCR-Abl and is a mixed kinase inhibitor also capable of inhibiting FGFR, PDGFR, VEGFR. Ponatinib binds to the inactive DFG-out conformation of the kinase domain and has similar contacts to that of imatinib; however superposition of the two ligands shows that while imatinib clashes with the mutated I315 side chain, ponatinib has favourable van der Waals interactions with it [302]. Clinical trials have confirmed that ponatinib is very effective against the gatekeeper mutation T315I, with 72% of patients in the pivotal PACE trial (NCT01207440) achieving a major cytogenetic response [292]. Although broader specificity of TKIs can lead to improved efficacy, the inhibition of several tyrosine kinases often results in a greater number or frequency of adverse events in patients; ponatinib has a black box warning from the FDA on the products label regarding arterial thrombosis and hepatotoxicity [303].
Resistance to tyrosine kinase inhibitors

4.6.1 Possible causes of drug resistance

Imatinib resistance can be either primary (failure to achieve specific haematological and cytogenetic targets at defined time points) or secondary (the loss of complete cytogenetic response or hematologic response or disease progression) [304, 305]. In around 50% of cases, imatinib resistance is caused by the development of point mutations within the BCR-Abl kinase [306, 307]. Sequencing tests are used to screen patients for mutations following poor results with imatinib treatment [308-310]. Other causes of resistance include; genomic amplification of BCR-Abl [311, 312], clonal changes to the karyotype resulting in an abnormal number of chromosomes [313], or mechanisms altogether independent of the BCR-Abl kinase [314-316].

4.6.2 Point mutations

The mutations that cause drug resistance occur not only around the imatinib binding site but also in other areas of the kinase such as the P-loop, A-loop and SH domains. The most commonly observed clinical mutations are T315I, E255K and M351T, which account for more than 60% of cases [4].

It has long been hypothesised that the location of the mutation plays an important part in how resistance is conferred. Mutations found in the imatinib binding site directly interfere with ligand binding, either by removing a critical interaction with an inhibitor or changing the shape of the pocket in such a way that makes it difficult for the inhibitor to fully access it. Non-binding site mutations appear to distort the closed conformation of the kinase pushing it towards a more open active like structure. As a knock-on effect this distortion often additionally changes the shape of the binding site, further reducing binding affinity.
Figure 4.6: Kinase domain mutations: IC₅₀ as measured in transformed BaF₂ cells. ND, not determined. IC₅₀ for native BCR-Abl is 0.6 µM (imatinib). Mutations in bold have been reported in patients [44].

4.6.2.1 Binding site mutations

Mutations that directly affect the affinity of imatinib for Abl are T315I/D/N, F317L and G321W. Mutations Y253F and F359C likely have both a direct and indirect effect on imatinib binding to Abl.

The threonine residue at position 315 in Abl is the so-called gatekeeper residue. The size of the residue at this position determines how easily the hydrophobic pocket can be accessed especially in the (DFG-in) active form. In the case of imatinib binding, the hydroxyl group of T315 forms a hydrogen bond to the amine linker between the pyrimidine and phenyl rings of imatinib. Mutation of the threonine therefore results in a loss of this hydrogen bonding interaction, while
the larger sizes of the residues at this position (such as isoleucine in the case of T315I) also result in steric clashes, preventing imatinib from binding to mutant Abl structures [4]. Recent mutagenesis studies have also shown that the gatekeeper mutations in Abl and other kinases (PDGFR, EGFR and Src) have increased activity in cells expressing this mutation. The increased activity is due to the strengthening of the R-spine, which is a conserved feature of active kinases and is disrupted in inactive kinases. The increase in activity can further contribute to drug resistance [260, 317].

If the glycine at position 321 (G321) is mutated to a larger residue such as tryptophan (G321W) this residue would then clash with imatinib, resulting in a loss of binding affinity [262].

The side chain of phenylalanine 317 (F317) forms the ceiling of the ATP binding site near where critical hydrogen bonds are formed, protecting the hinge region from the solvent; mutations at this position can result in a loss of pi stacking interactions between F317 and the pyridine-pyrimidine rings of imatinib [32, 262].

The aromatic ring on the tyrosine at position 253 (Y253) is also thought to form pi stacking interactions with the pyridine-pyrimidine rings of imatinib and mutations to a phenylalanine or a histidine residue at position 253 result in a loss of imatinib binding affinity. Furthermore, Y253 is positioned on the P-loop and changes in the flexibility of this section can have an effect on the kinase dynamics as a whole, including the DFG-out/DFG-in conformation [32, 262].

4.6.2.2 Non-binding site mutations

Mutations situated remotely from the binding site presumably affect the inactive conformational equilibrium of the kinase as well as other binding sites and regulatory domains [2]. In addition to Y253F there have been reports of other P-loop mutations which are likely to greatly affect the dynamics of the glycine-rich loop [2].

Leucine 248 can mutate to both larger (arginine) and smaller residues (valine); where arginine directly clashes with imatinib, valine results in reduced van der Waals interactions, thereby reducing the binding affinity. The E255K/V mutation influences the dynamics of the catalytic domain. Position 255 is located just after the P-loop and with E255 the glutamatic acid side chain is placed within hydrogen bonding distance of a hydroxyl group (from Y257) and a charged nitrogen atom from L247. Mutating this residue to a lysine or valine will significantly disrupt this hydrogen bonding network [4].
In WT Abl the histidine 396 (H396) forms part of the activation loop (A-loop). When imatinib binds to Abl it induces a conformational change where the A-loop takes on a more compact inactive structure. Mutating this residue to a proline would mean that the A-loop would be unable to adopt this conformation, destabilising the inactive conformation [318].

The methionine residue at position 351, is located at the end of the activation loop near where the SH2 domain would bind. Owing to its location it is thought that mutation to a threonine (M351T) has a similar mechanism of resistance to that of H396P, although as this mutation only demonstrates moderate loss of drug sensitivity, it is sensible to presume that destabilisation of the inactive form is not as substantial [319].

4.6.3 Treating drug resistance

There are a number of alternative options available to patients with CML that is resistant to imatinib. Firstly, if the mutations are not too highly resistant, an increased dose of imatinib may be used [320, 321]. If this higher dose is unsuccessful or if the mutations are highly resistant then the use of alternative tyrosine inhibitors can be considered among other treatment options [293]. In 2010 the formerly second line inhibitors nilotinib [322, 323] and dasatinib [324] were approved by the FDA for first line treatment of CML alongside imatinib [287, 288, 325, 326].

Mutational analysis has been shown to influence the choice of inhibitor for CML patients, with NCCN treatment guidelines recommending the choice of one inhibitor over another depending on the presence of some mutations (Table 4.1).

<table>
<thead>
<tr>
<th>Mutation</th>
<th>Treatment Recommendation</th>
</tr>
</thead>
<tbody>
<tr>
<td>V299L, T315A, F317L/V/I/C</td>
<td>Nilotinib recommended</td>
</tr>
<tr>
<td>Y253H, E255K/V, F359V/C/I</td>
<td>Dasatinib recommended</td>
</tr>
<tr>
<td>E255K/V, F317L/V/I/C, F359V/C/I, T315A or Y253H</td>
<td>Bosutinib recommended</td>
</tr>
<tr>
<td>T315I</td>
<td>Ponatinib recommended</td>
</tr>
</tbody>
</table>

*Table 4.6.1 Treatment options based on BCR-ABL kinase domain mutation status. Adapted from references [293, 327]*

Although use of these second and third generation tyrosine inhibitors have proved very successful, there is a danger that wide use of these inhibitors could increase the risk of the emergence of the gatekeeper mutation T315I, which is resistant to four out of the five available inhibitors. Similarly, the increased use of ponatinib, which is effective against T315I, may in turn result in the emergence of other highly resistant mutations.
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4.6.4 Compound mutations

The sequential use of TKIs has resulted in some patients developing multiple mutations within the same allele; assay data has suggested that a compound mutation can be far more resistant to TKI therapy than each of the constituting mutations, i.e. a TKI may be able inhibit X and Y mutation but not XY [328, 329].

Recent research on ponatinib resistance detailed how several compound mutations involving the gatekeeper mutation conferred resistance to all clinically available TKIs [330, 331].

4.7 Chapter summary

The oncogenic kinase BCR-Abl, is unregulated and interferes with cellular pathways, encouraging leukemic cells to grow and multiply and manifesting as the disease CML.

Five BCR-Abl inhibitors are used in clinical practice to treat CML; imatinib (Gleevec/Glivec), dasatinib (Sprycel), nilotinib (Tasigna), bosutinib (Bosulif), and ponatinib (Iclusig). Unfortunately drug resistance against these inhibitors, particularly imatinib, can occur in a small percentage of CML patients due to the development of point mutations in the BCR-Abl kinase. Focussed research and advances in mutational analysis have shown that some inhibitors are more effective against certain mutations than others. This means that for the majority of mutations, patients can switch to an alternative tyrosine inhibitor and continue with treatment. Unfortunately, the T315I mutation, known as the gatekeeper mutation, is highly resistant to all approved inhibitors except ponatinib, therefore patients with this mutation have very few treatment options compared to overall CML patient population. Furthermore, the sequential use of TKIs has resulted in some patients developing highly resistant compound mutations capable of conferring resistance to all clinically available TKIs.

Since this research was completed PDB structures of Abl in complex with ponatinib have become available (3OXZ.pdb) and been included in computational studies [330-332]. It would have been useful to include a complex with ponatinib in this research given the alternative inhibition profile compared to imatinib and nilotinib, in particular, the ability to bind to the T315I mutant.

This thesis is focused on the effect of five mutations on the Abl kinase domain and how they confer resistance to imatinib and nilotinib; the single mutations T315I, Y253F and F317L, the double mutation Y253F/F317L (YF) and the triple mutation T315I/Y253F/F317L (TYF) have been selected based on the differences in expected mechanisms of resistance and sensitivity to imatinib and nilotinib.
Chapter 5

5 Active BCR-Abl

5.1 Aim

The aim of this chapter is to validate the computational methods used to simulate and analyse the structure and gain insight into the dynamics of the active Abl kinase.

As discussed in section 4.2.3, the conserved characteristics of the active structure include:

- **An extended A-loop conformation** where the A-loop uncoils to function as a binding platform for the peptide substrate [265]; phosphorylation at Tyr393 appears to support the A-loop conformation by forming a number of hydrogen bonds with the surrounding residues. When Tyr393 is phosphorylated it forms a hydrogen bond with Arg362 (HRD motif) which is held in position on the catalytic loop due to another hydrogen bond with Asp421. The new phospho-Tyr393 also attracts Arg386 which induces the formation of the β6 and β9 sheet. These interactions enable the extended A-loop conformation to be held in place.

- **An elongated conformation of the P-loop** (glycine rich loop between β2 and β3) where the tip of the loop is able to coordinate the γ-phosphate for phosphoryl transfer on ATP binding [260]. Various conformations of the P-loop have been observed in structures that are intermediate between the active and inactive conformation [263].

- **An aligned regulatory spine (R-spine)** of four non-consecutive residues, two from the N-lobe and two from the C-lobe that form a stack of hydrophobic interactions thereby strengthening the C-N lobe connection and stabilising the active conformation [260]. In Abl these residues are Leu 301, Met290, Phe382 and His361 [266, 267]. Asp421 on the αF-helix makes a strong hydrogen bond to the main chain of His361, which secures the spine in place.

- **A catalytic spine (C-spine)** of eight residues that contribute to the positioning of ATP. Details of the residues forming the C-spine are not published for Abl, however in PKA these residues are: Val57, Ala70, Leu173, Leu172, Leu174, Met 128, Leu227 and Met231 [267].

- **A salt bridge between a Glu residue on the αC-helix and a Lys on the β3 beta sheet** resulting in a tight connection between the C and N lobes (Glu286 and Lys271 in Abl). Although this
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- salt bridge is present in the inactive structure of Abl, in the active conformation Lys271 forms polar contacts with α and β phosphates of ATP, and therefore plays an important role in the correct positioning of ATP in the binding site.

- The DFG-in conformation (Asp381-Phe382-Gly383); Asp381 (D) is turned into the ATP binding site where it forms polar contacts (either directly or via magnesium atoms) with the α, β, and γ phosphates of ATP; the peptide bond between Leu384 and Ser385 (the two residues after the DFG loop) rotates and forms two hydrogen bonds with Arg362; this allows Asp381 (D) to form a hydrogen bond with glycine residue Gly383 (G), which helps secure the position of Asp381 (D) in the binding site. The DFG Phe382 (F) residue is part of the R-spine and also coordinates the correct positioning of the DFG Asp381 (D) residue by making hydrophobic contacts with the residue Met290 on the C-helix and His361 on the HRD motif (a conserved His-Arg-Asp sequence conserved in most PTKs); Met290 and His361 form part of the R-spine.

There are several structures of the active Abl kinase domain publicly available in the protein data bank (PDB), all of which are in complex with an inhibitor (e.g. 2QOH, 2GQG, 2F4J). In this research the structure 2F4J.pdb was used to model the active conformation. 2F4J is a 2.0 Å crystal structure of the kinase domain in complex with VX-680, a small molecule inhibitor that favours the binding to the active conformation through hydrogen bonding and steric effects. This structure is not phosphorylated on the activation loop but does contain a mutation, H396P, which destabilises the inactive conformation, facilitating the binding of VX-680 to the active conformation.

Since a crystal structure of the apo active form is not available, a pseudo apo structure was created by removing the ligand VX-680 from the 2F4J crystal structure (2F4J_p-apo). It is important to study the apo form since the presence of an inhibitor may restrict some the domain’s flexibility.

5.2 Molecular dynamics study of active Abl

A pdb file of the kinase crystal structure was first obtained from the RCSB Protein Data Bank (2F4J.pdb [31]). Since there were no apo structures available, the 2F4J.pdb structure was duplicated and the ligand removed to create a pseudo-apo active structure. This provided two starting crystal structures of the active conformation: 2F4J and 2F4J_p-apo.
5.2.1 Description of protein structure

In the 2F4J structure H396 has been mutated to a proline (H396P mutation) to destabilise the inactive conformation; this mutation was retained in the simulation. In other active kinases such as Lck, the residue at position 397 has a \( \phi \) value of around -65; e.g. in 3LCK.pdb, Arg397 is at -67.71. In 2F4J, the \( \phi \) value of Pro396 is constrained between -60 to -65 (measured as -58.40 in the crystal structure) \([31]\). This means that Pro396 is orientated to facilitate the active form rather than the inactive; in the inactive conformation the backbone dihedral angle \( \phi \) of H396 would normally have a value of -174.

![Position of the H396P mutation in 2F4J.pdb](image)

5.2.2 Description of ligand binding

While the H396P mutation destabilises the inactive conformation, the binding of VX-680 stabilises the active form both sterically and through the formation of the hydrogen bonds with Met318, Glu316 and Asp381 (Figure 5.2.2).

VX-680 is a Y-shaped molecule made up of an N-methyl-piperazine group at the base, a pyrimidine group at the fork, a substituted phenyl group at one arm and a methylpyrazole group at the other arm.

VX-680 is anchored to the kinase domain by four hydrogen bonds. Three of these are formed between two carbonyl groups (Glu316 and Met318) and an amide nitrogen (Met318) in the hinge region on the kinase and three nitrogen atoms, one in the linker between the pyrimidine group and the methylpyrazole group and the other two in the methylpyrazole group. The fourth hydrogen bond is between the nitrogen of the amide group linking the phenyl group to the cyclopropyl substituent and the side chain of the aspartate of the DFG motif (Asp381). This last
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bond is very well formed and has a distance of around 3Å so likely stabilises the active conformation.

![Active BCR-Abl](image)

*Figure 5.2: The VX-680 binding site in 2F4J.pdb. Hydrogen bond distances (Å) labelled. Adapted from reference [31].*

### 5.2.3 Review of expected characteristics

Before the structure was prepared for the molecular dynamics simulation, the crystal structure was reviewed for the expected characteristics of the active conformation, in particular the extended A-loop, DFG-in conformation, regulatory and catalytic spine alignment, and elongated P-loop conformation.

The extended A-loop and DFG-in conformations were present in the 2F4J crystal structure (Figure 5.2.3), however the DFG conformation was not exactly as expected; Since the Asp381 residue forms a hydrogen bond with the ligand, the residue was turned upwards away from Gly383. In this conformation it would be unlikely that Asp381 would form a strong hydrogen bond with Gly383.

![Active BCR-Abl](image)

*Figure 5.2.3: a) Extended conformation of the A-loop in the 2F4J.pdb crystal structure; b) Alternative Asp-in conformation of the DFG-loop in the 2F4J.pdb crystal structure*
The R-spine residues Leu301, Met290, Phe382 and His361 and Asp421 on the αG-helix were found to be aligned in the crystal structure 2F4J.pdb (Table 4.6.1. and Figure 5.2.4).

<table>
<thead>
<tr>
<th>Residues</th>
<th>Distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leu301 – Met290</td>
<td>6.04</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>7.32</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>6.28</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>6.73</td>
</tr>
</tbody>
</table>

Table 5.2.1: Distance between R-spine residues (2F4J.pdb)

![Figure 5.2.4: Residues in the R-spine (2F4J.pdb)](image)

Details of the residues forming the C-spine are not published for Abl, however in PKA these residues are: Val57, Ala70, Leu173, Leu172, Leu174, Met 128, Leu227 and Met231 [267].

<table>
<thead>
<tr>
<th>Residue</th>
<th>PKA (1ATP.pdb)</th>
<th>Abl (2F4J.pdb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Val57</td>
<td>Val256</td>
</tr>
<tr>
<td>2</td>
<td>Ala70</td>
<td>Ala269</td>
</tr>
<tr>
<td>3</td>
<td>Leu173</td>
<td>Leu370</td>
</tr>
<tr>
<td>4</td>
<td>Leu172</td>
<td>Cys369</td>
</tr>
<tr>
<td>5</td>
<td>lle174</td>
<td>Val371</td>
</tr>
<tr>
<td>6</td>
<td>Met128</td>
<td>Leu324</td>
</tr>
<tr>
<td>7</td>
<td>Leu227</td>
<td>Leu428</td>
</tr>
<tr>
<td>8</td>
<td>Met231</td>
<td>Ile432</td>
</tr>
</tbody>
</table>

Table 5.2.2: C-spine residues for PKA (1ATP.pdb) and Abl (2F4J.pdb)
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Using sequence alignment with the PKA structure 1ATP.pdb and Abl structure 2F4J, the corresponding residues for Abl were established as Val256, Ala269, Leu370, Cys369, Val371, Leu324, Leu428 and Ile432 (see section 4.2.3)

![Image showing residues alignment](image)

<table>
<thead>
<tr>
<th>Abl (2F4J.pdb)</th>
<th>Distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ala269 - Val256</td>
<td>6.96</td>
</tr>
<tr>
<td>Val256 – Val371</td>
<td>16.39</td>
</tr>
<tr>
<td>Val256 – Leu370</td>
<td>13.99</td>
</tr>
<tr>
<td>Val371 – Leu370</td>
<td>3.79</td>
</tr>
<tr>
<td>Leu370 – Cys369</td>
<td>3.81</td>
</tr>
<tr>
<td>Val371 – Leu324</td>
<td>9.59</td>
</tr>
<tr>
<td>Leu324 – Cys369</td>
<td>7.80</td>
</tr>
<tr>
<td>Leu324 – Ile432</td>
<td>8.05</td>
</tr>
<tr>
<td>Cys369 – Leu428</td>
<td>9.79</td>
</tr>
<tr>
<td>Ile432 – Leu428</td>
<td>6.31</td>
</tr>
</tbody>
</table>

**Figure 5.2.5: Residues in the C-spine (2F4J.pdb)**

**Table 5.2.3: Distance between C-spine residues (2F4J.pdb)**

The residues of the C-spine were similarly aligned in the crystal structure of 2F4J as in the PKA structure 1ATP.pdb (Figure 5.2.5 and Table 5.2.3).

In the crystal structure of 2F4J, the P-loop is in a kinked inactive like conformation and not the elongated active conformation as expected (Figure 5.2.6). This conformation may be a result of ligand binding and given that the P-loop is highly flexible, may change during the course of the simulation.

![Image showing P-loop conformation](image)

**Figure 5.2.6: Conformation of the P-loop in the 2F4J crystal structure (ligand not shown)**
5.2.4 Protein structure preparation and MD parameters

Before the molecular dynamics simulation the 2F4J and 2F4Japo structures were first checked for additional molecules from the crystallographic process and missing residues. The pH was also noted to evaluate the protonation states (of histidine for example). The ligand in 2F4J (VX-680) was then protonated using the PRODRG website and the protein (combined with the coordinates of the protonated ligand) was protonated in WHATIF. The Amber package program XLEAP was used to solvate and neutralize the structures. Both structures were then solvated in water using the TIP3 model (box size of 10 Å) and neutralised using ions. This provided suitable structures for minimisation in NAMD.

Minimisation was carried out in NAMD using a cut-off of 11 Å with a switching distance of 9 Å. Minimisation is carried out in stages, allowing the system to adjust gradually, preventing any large initial forces which may lead to movement away from the original structure. The solvent and ions were minimized first, with the protein and ligand constrained, for 20000 steps (conjugate gradient), followed by a further 5000 steps (conjugate gradient) on the entire system. The first stage of equilibration was carried out with two runs of NVT ensemble. The maximum temperature for these runs was set at 300 K with a damping parameter of 10 ps⁻¹ for the Langevin thermostat. The first run involved running a total of six sequential simulations of 20000 steps each for temperatures 50 K, 100 K, 150 K, 200 K, 250 K and 300 K. The second NVT run had the same maximum temperature of 300 K but no intervals and ran for a total of 50000 steps. The next stage involved two simulations carried out in the NPT ensemble using the Nose-Hoover Langevin barostat. The first involved a damping parameter of 5 ps⁻¹, a piston period of 200 fs and decay parameter of 100 fs for 50,000 steps. The second, also for 50,000 steps had a damping parameter of 1 ps⁻¹, a piston period of 500 fs and a decay parameter of 300 fs. NPT production was also carried out in NAMD for a period for 20 ns. An Amber99 force field was used with the Langevin temperature set at 300 K and the piston period (the oscillation period) at 500 fs. The simulation was run for 200 blocks of 50,000 steps (each step equal to 2 fs), producing a 20ns trajectory.
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5.3 Results: Active Abl kinase domain in complex with VX-680 (2F4J.pdb)

5.3.1 Structural stability and flexibility

*RMSD and RMSF of major structural motifs*

![Image](image_url)

*Figure 5.3.1: The key motifs of the active structure (2F4J.pdb)*

The RMSD was calculated for the protein, αC-helix (residues 50-68), DFG-loop (residues 155-157), A-loop (residues 155-176) and the residues around the P-loop (residues 18-29) in order to capture any significant movement in these key motifs. After a small initial increase, the RMSD of the protein structure remained between 0.30 nm and 0.4 nm throughout the simulation. As expected the P-loop, A-loop and αC-helix demonstrated increased flexibility compared to the overall protein structure with an overall increase in RMSD and a series of higher fluctuation peaks during the simulation (Figure 5.3.2). The RMSD for the DFG-loop remained consistently low throughout the simulation and was lower than that of overall protein structure, demonstrating the stability of the DFG-loop in this conformation (Figure 5.3.2).
Figure 5.3.2: RSMD results for 2F4J.pdb; protein shown in black, A-loop in red, DFG-loop in blue, αC-helix in yellow and the P-loop in green.

The RMSD results were mirrored by the RMSF calculations (Figure 5.3.3), which show large peaks around the P-loop region (residues 23-28) and the A-loop (residues 155-176). The RMSF results also show fluctuation peaks around the αC-helix (residues 54-64), αH-helix (residues 213-233) and αI-helix regions (residues 234-243). Further sequence and secondary structure details for 2F4J.pdb can be found in the appendices of this thesis.

Figure 5.3.3: RMSF results for 2F4J.pdb.
The RMSD and RMSF have highlighted which sections of the active structure are most flexible and are consistent with what we would expect from the B-factor values (Figure 5.3.4).

In order to isolate the nature of motions, PCA was also completed for the simulation.

**Principal Component Analysis**

The PCA showed that the largest motions (PC1) were found in the P-loop and the second half of the activation loop, which supports the results from the structural analysis (Figure 5.3.5).

The second and third principal components showed motion in the residues surrounding the αC-helix and at the ends of the structure; however, the major motions were located around the second half of the A-loop and the base of the P-loop. The P-loop conformation changes significantly during the simulation from the kinked conformation to the elongated conformation (Figure 5.3.6) seen in other active structures of Abl.
Figure 5.3.6: The change in P-loop conformation (2F4J.pdb): a) Initial structure; b) Final structure post MD simulation

This conformation of the P-loop is associated with ATP binding, where the tip of the loop is able to coordinate the γ-phosphate for phosphoryl transfer. This conformation is likely stabilised by the p-loop interacting with the ligand.
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**Analysis of catalytic and regulatory spines**

The distances between residues in the two hydrophobic spines, the regulatory spine (R-spine) and the catalytic spine (C-spine) (Figure 5.3.7) were analysed.

*Figure 5.3.7: The regulatory and catalytic spines in the active conformation (2F4J.pdb)*

The alignment of both the regulatory (R-) and catalytic (C-) spines was stable throughout the simulation and the average distance between the residues remained similar to those measured in the crystal structure (Table 5.3.1 and Table 5.3.2.).

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
<th>Distance, crystal structure (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leu301 – Met290</td>
<td>6.127</td>
<td>6.04</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>7.528</td>
<td>7.32</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>6.396</td>
<td>6.28</td>
</tr>
</tbody>
</table>

*Table 5.3.1: Mean distance between R-spine residues*
Critical hydrogen-bond analysis

Several hydrogen bonds are associated with the active conformation on Abl; Lys271 and Glu286, Asp381 and Gly383, Asp362 and Asp421, Leu384 and Arg362, and His361 and Asp421. The stability of these hydrogen bonds during the 20 ns simulations was measured in VMD using a cut-off of 4Å and 30°. These interactions are described below in Table 5.3.3.

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S) Glu286 (S)</td>
<td>29.87</td>
<td></td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M) Asp381(S) Gly383(M) Asp381(M)</td>
<td>5.19 9.49</td>
<td></td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M) Asp421(S) Arg362(S) Asp421(S)</td>
<td>96.30 0.30</td>
<td></td>
</tr>
<tr>
<td>Leu384 – Arg362</td>
<td>Magnesium binding loop forms two hydrogen bonds with R of the HRD motif</td>
<td>Leu384(S) Arg362(M) Leu384(S) Arg362(S) Leu384(M) Arg362(S)</td>
<td>17.58 37.06 7.19 2.90</td>
<td></td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M) Asp421(S) His361(S) Asp421(S)</td>
<td>76.42 4.30</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.3.3: Hydrogen bond analysis: 2F4J (4 Å, 30°); S = sidechain, M = main chain.
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The hydrogen bonds between Asp421 and Arg362 and His361 were extremely well formed and present throughout the duration of the simulation. The salt bridge between Lys271 and Glu286 was not as stable as expected, being present for around 30% of the simulation; on further investigation this was due to residues Lys271 and Glu286 both forming interactions with the VX-680 ligand. As predicted the hydrogen bond between Asp381 and Gly383 was not particularly stable, due to the upturned conformation of Asp381, and only present for less than 10% of the simulation.

**Binding site analysis**

Fluctuations in the size of the binding pocket were measured using PocketAnalyzer. The core pocket was correctly identified beyond the methylpiperazine ring of VX-680, which sticks out of the binding site, behind the P-loop.

![Binding site analysis](image)

*Figure 5.3.8: Binding site analysis, average pocket overlaid on the starting structure (2F4J.pdb). Blue spheres = 80-100%, Pale blue 60-80%, white, 40-60%, pale red 20-40% (0-20% not shown).*

The size and shape of the pocket was consistent throughout the simulation. Lower occupancies that account less stable conformations of the pocket (e.g. positions where there is a pocket for less than 40% of the simulation) only showed a small increase in pocket size.

### 5.3.2 Protein-ligand binding

**RMSD and RMSF of VX-680**

The binding site analysis indicated that the RMSD of the ligand was relatively low, and this was confirmed by RMSD and RMSF analysis on VX-680.
The ligand fluctuated around 0.5 Å throughout the simulation. These motions were predominantly localized at the two points most exposed to the solvent; the oxygen before the cyclopropyl group (atom 5, Figure 5.3.10) and the methylpiperazine ring (atoms 27-33, Figure 5.3.10) as seen in Figure 5.3.11.
Protein-ligand interactions

In the crystal structure of 2F4I, VX-680 formed four hydrogen bonds with the protein structure.

Three of the hydrogen bonds were between two carbonyl groups (Glu316 and Met318) and an amide nitrogen (Met318) in the hinge region and three nitrogen atoms, one in the linker between the pyrimidine group and the methylpyrazole group and the other two in the methylpyrazole group. The fourth hydrogen bond is between the nitrogen of the amide group
linking the phenyl group to the cyclopropyl substituent and the side chain of the aspartate of the DFG motif (Asp381).

Protein-ligand interactions during the simulation were analysed using the Simulation Interactions Diagram; the results confirmed that Glu316 and Met318 form strong H-bonds with the ligand (Glu90 and Met 92 in Figure 5.3.13), however the hydrogen bond between Asp381 (Asp155 in Figure 5.3.13) of the DFG loop and the ligand does not appear to be as strong as the crystal structure suggests; interactions are formed via a water bridge, shown in Figure 5.3.14, and the average distance between Asp381 (Asp155 in Figure 5.3.13) and the ligand throughout the simulation was found to be 6.78 Å compared to 3.07 in the crystal structure.

![Figure 5.3.13: Protein-ligand interactions by residue (2F4J.pdb)](image-url)
Additional interactions identified include water bridge interactions with Lys271 and Glu386 (the conserved salt bridge residues) and hydrophobic, hydrogen bond and water bridge interactions with residues around the P-loop (Gly23/249, Tyr27/253 and Val30/256).
5.4 Results: Active Abl kinase domain pseudo apo structure (2F4J_p- apo)

5.4.1 Structural stability and flexibility

*RMSD and RMSF of major structural motifs*

As with the original holo structure, the RMSD was calculated for the protein, αC-helix (residues 50-68), DFG-loop (residues 155-157), A-loop (residues 155-176) and the P-loop (residues 18-29) in order to capture any significant movement in these key motifs (Figure 5.4.1). The results were well aligned with the simulation for 2F4J in complex with VX-680 and with only a slight increase in the RMSD of the overall protein structure and the A-loop compared to the holo structure. The RMSD for the DFG-loop increased slightly during the simulation but was lower than that of overall protein structure.

![Figure 5.4.1: RMSD results for 2F4J_p-apo; protein shown in black, A-loop in red, DFG-loop in blue, αC-helix in yellow and the P-loop in green.](image)

The A-loop, P-loop, αC-helix and the loop section at the end of αE-helix (residues 130-135) showed a slight increase in RMSF in the pseudo apo structure compared to the holo structure (Figure 5.4.2). The increase in the RMSD and RMSF in these regions is likely due to the protein structure relaxing into the empty pocket.
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![Image of RMSF results for active BCR-Abl with VX-680 (2F4j, black) and active BCR-Abl pseudo-apo structure (2F4j-apo, grey)]

**Figure 5.4.2:** RMSF results for active BCR-Abl with VX-680 (2F4j, black) and active BCR-Abl pseudo-apo structure (2F4j-apo, grey)

**Principal component analysis**

The PCA analysis (Figure 5.4.3) highlighted increased motion around the αC-helix of the 2F4j-apo structure, with the loop section just before αC-helix moving downwards into the empty pocket and smaller upward motions in the A-loop. Although there were some motions around the P-loop, these were diminished compared to the holo structure and the loop did not extend into the fully elongated conformation.

In the 2F4j simulation the P-loop forms several interactions with the ligand and DFG loop which causes the initial arrangement into the elongated conformation. The conformation is then stabilised by residues in the P-loop forming hydrogen bonds across the width of the loop.
In 2F4J-apo the P-loop extends slightly, forming a strong H-bond with Arg367 but maintains a slightly kinked conformation due to residues at the end of the loop forming hydrogen bonds with those higher up.

5.4.4: The change in P-loop conformation: a) Initial structure (2F4J-apo); b) Final structure post MD simulation (2F4J-apo); c) Final structure post MD simulation (2F4J)

It is possible that with a longer simulation the P-loop could extend more fully, similar to the conformation achieved in 2F4J.

Analysis of catalytic and regulatory spines

The hydrophobic spines remained well aligned in the pseudo-apo structure and the mean distance between the residues was similar to that of the holo structure. In the C-spine the distance between Val256 and Val371/Leu370 is approximately 2Å larger in the pseudo-apo
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structure. This is due to the P-loop conformation not being as extended; therefore Val256, which sits at the end of the P-loop, is positioned slightly further away from residues Val371 and Leu370.

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
<th>2F4I_p-apo</th>
<th>2F4I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leu301 – Met290</td>
<td></td>
<td>6.060</td>
<td>6.127</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td></td>
<td>7.584</td>
<td>7.528</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td></td>
<td>6.619</td>
<td>6.396</td>
</tr>
</tbody>
</table>

Table 5.4.1: Mean distance between R-spine residues

<table>
<thead>
<tr>
<th>C-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
<th>2F4I_p-apo</th>
<th>2F4I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ala269 - Val256</td>
<td></td>
<td>7.387</td>
<td>7.553</td>
</tr>
<tr>
<td>Val256 – Val371</td>
<td></td>
<td>14.942</td>
<td>16.197</td>
</tr>
<tr>
<td>Val256 – Leu370</td>
<td></td>
<td>12.252</td>
<td>14.186</td>
</tr>
<tr>
<td>Val371 – Leu370</td>
<td></td>
<td>3.859</td>
<td>3.873</td>
</tr>
<tr>
<td>Leu370 – Cys369</td>
<td></td>
<td>3.863</td>
<td>3.865</td>
</tr>
<tr>
<td>Val371 – Leu324</td>
<td></td>
<td>9.627</td>
<td>9.570</td>
</tr>
<tr>
<td>Leu324 – Cys369</td>
<td></td>
<td>7.906</td>
<td>7.803</td>
</tr>
<tr>
<td>Leu324 – Ile432</td>
<td></td>
<td>8.111</td>
<td>8.123</td>
</tr>
<tr>
<td>Cys369 – Leu428</td>
<td></td>
<td>10.259</td>
<td>9.773</td>
</tr>
<tr>
<td>Ile432 – Leu428</td>
<td></td>
<td>6.103</td>
<td>6.236</td>
</tr>
</tbody>
</table>

Table 5.4.2: Mean distance between C-spine residues
**Critical hydrogen-bond analysis**

The critical hydrogen bonds required for the active conformation were conserved in the pseudo apo structure. One of the interactions, the salt bridge between Lys271 and Glu286, appeared to be more stable in this simulation than that for the holo structure; present for 93.71% of the simulation compared to 29.87%.

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>93.71</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>8.19</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gly383(M)</td>
<td>Asp381(M)</td>
<td>4.20</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>98.90</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Arg362(S)</td>
<td>Asp421(M)</td>
<td>-</td>
</tr>
<tr>
<td>Leu384 – Arg362</td>
<td>Magnesium binding loop forms two hydrogen bonds with R of the HRD motif</td>
<td>Leu384(S)</td>
<td>Arg362(M)</td>
<td>10.09</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Leu384(S)</td>
<td>Arg362(S)</td>
<td>38.56</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Arg362(S)</td>
<td>Leu384(M)</td>
<td>14.39</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Arg362(S)</td>
<td>Leu384(S)</td>
<td>4.50</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>71.33</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>8.09</td>
</tr>
</tbody>
</table>

Table 5.4.3: Hydrogen bond analysis: 2F4Japo vs. 2F4J (4 Å, 30°); S = sidechain, M = main chain.

A review of the interactions between Lys271 and Glu286 during the simulation revealed that the distance between the two residues is consistently short in the 2F4Japo simulation, whereas in 2F4J simulation there are large fluctuations.
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The Asp381 residue maintained an upturned conformation during the simulation, as in the holo structure, despite the removal of the ligand.

**Binding site analysis**

Pocket analysis using PocketAnalyzer confirmed that the size of the pocket was reduced in the apo structure; only a fraction of the original pocket was present for over 60% of the simulation, compared to the holo structure.

**Figure 5.4.5: Distance between Glu286 and Lys271**

**Figure 5.4.6: Binding site analysis, average pocket overlaid on the starting structure (2F4Jp-apo) a) Most conserved region of pocket (pocket present 60-80% of simulation). b) Less conserved regions of pocket (pocket present 20-80% of the simulation); Blue spheres = 80-100%, Pale blue 60-80%, white, 40-60%, pale red 20-40% (0-20% not shown).**
5.5 Chapter summary

In this chapter the structure and dynamics of the active conformation have been investigated using molecular dynamics simulations on two active structures; one in complex with a small inhibitor (2F4J) and one with the inhibitor removed (2F4J_{apo}). This work has been completed to confirm the stable characteristics of the active state.

The structural analysis of 2F4J highlighted the flexibility of the P-loop, A-loop and αC-helix regions compared to the overall protein structure. Whereas the A-loop maintained the extended conformation seen in the crystal structure, the P-loop changed from a kinked to elongated conformation during the simulation. This conformation is associated with ATP binding; however it is clear that in the active state the P-loop can move between kinked and elongated conformations.

The R- and C-spines of 2F4J were well conserved throughout the simulation and the average distances between the residues were comparable with the crystal structure.

The critical hydrogen bonds between Asp421 and Arg362 and His361 were extremely stable and present throughout the duration of the simulation, however the salt bridge between Lys271 and Glu286 was destabilised due to these residue forming interactions with the VX-680 ligand. As expected the hydrogen bond between Asp381 and Gly383 was not well formed due to the upturned conformation of Asp381.

Binding site analysis revealed that the size and shape of the pocket was consistent throughout the simulation; this was supported by the RMSD results for the VX-680 ligand which were consistently low during the simulation. Results from the protein-ligand interactions analysis showed that Glu316 and Met318 maintained strong hydrogen bonds with the ligand, however the hydrogen bond with Asp381 did not appear to be as strong as the crystal structure suggested, since the Asp381 moved further away from the ligand during the simulation.

Removing the ligand VX-680 from the 2F4J (2F4J_{apo}) resulted in an increase in RMSF and RMSD as the protein relaxed into the empty pocket; PCA analysis highlighted the movement of the loop section just before αC-helix moving downwards into the empty pocket and smaller upward motions in the A-loop. Binding site analysis confirmed that only a fraction of the original pocket was maintained during the simulation for the 2F4J_{apo} structure. Structural analysis revealed that the P-loop conformation did not extend fully in the 2F4J_{apo} structure and maintained an elongated yet kinked intermediate conformation, supporting the evidence that the P-loop can exhibit various different conformations.
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The hydrophobic R- and C-spines remained well aligned in the 2F4Jp-apo structure and the mean distance between the residues was similar to that of the holo and crystal structures. The critical hydrogen bonds required for the active conformation were also conserved in the 2F4Jp-apo structure. One of the interactions, the salt bridge between Lys271 and Glu286, was actually more stable in this simulation than that of the holo structure, due to the two residues being closer together as the protein relaxed into the empty binding site. Despite the removal of a water bridge interaction between Asp381 and VX-680, the DFG motif maintained an upturned conformation as in the holo structure.

Based on the results of this chapter the following characteristics appear to be stable markers of the active conformation:

- An extended A-loop conformation
- The DFG-in conformation (Asp381-Phe382-Gly383), but not necessarily the hydrogen bond between Asp381 and Gly383.
- An aligned regulatory spine (R-spine, based on the distances between residues)
- An aligned catalytic spine (C-spine, based on the distances between residues)
- An elongated and intermediate conformations of the P-loop

The characteristics of the inactive structure will be reviewed in Chapter 6.
Chapter 6

6 Inactive BCR-Abl

6.1 Aim

The aim of this chapter is to compare the binding modes of imatinib and nilotinib, and gain insight into the dynamics of the inactive Abl kinase structure so that any deviation from this conformation in the mutation studies (Chapters 7 and 8) can be identified.

As discussed in section 4.2.2, the conserved characteristics of the inactive structure include:

- A folded conformation of the A-loop; Tyr393 forms a hydrogen bond with Asp363, causing the loop to adopt a folded conformation where it is curled up into the active site, blocking the binding of the substrate and ATP.

- The DFG Asp-out conformation, where DFG “D”(Asp381) is flipped 180° away from the binding site and the DFG “F” (Phe382) is positioned in the binding site [249].

- Misalignment of the R-spine; a stack of hydrophobic residues (Leu 301, Met290, Phe382 and His361) that are aligned in active Abl stabilising the active conformation. In the inactive state, the conformation of the A-loop and DFG loop means that the residues that make up the R-spine are displaced and cannot form the hydrophobic stack observed in the active conformation [249, 260, 266, 267].

- An upturned or kinked conformation of the P-loop (glycine rich loop between β2 and β3) away from the binding site. The P-loop is typically elongated in the active conformation to coordinate the transfer of phosphate ions when ATP binds to Abl. Various kinked conformations of the P-loop have been observed from crystal structures of the inactive state, however since all of these structures are in complex with inhibitors it is unclear whether the kinked conformation is a natural conformation of the inactive form or a result of inhibition [262]. The P-loop is highly flexible and various conformations have been observed in structures that are intermediate between the active and inactive conformation [263].
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Changes in the conformation of the C-spine between the active and inactive states are not well understood. This chapter will identify any changes in the spine’s alignment compared to the active conformation. The A-loop in inactive Abl is in a slightly more extended conformation than in other inactive kinases and the αC-helix is closer to the normal active position allowing formation of the Lys-Glu salt bridge between a Glu residue on the αC-helix and a Lys on the β3 beta sheet, which is a conserved motif in active kinases [249]. This chapter will review the interactions between Lys271 and Glu286 to ascertain the differences, if any, in this motif between the active and inactive structures.

There are several structures of the inactive Abl kinase domain publicly available in the protein data bank (PDB), all of which are in complex with an inhibitor. For the inactive Abl kinase domain in complex with imatinib PDB structure 1IEP.pdb was selected. The structure for the inactive Abl kinase domain in complex with nilotinib was originally provided by Novartis but has since been made publicly available (PDB ID: 3CS9.pdb) [32]. Ideally, if time had permitted, multiple simulations using several active and inactive structures would have been completed in order to form a more robust evidence base.

6.2 Molecular dynamics study of inactive WT Abl in complex with imatinib and nilotinib

The PDB files of the kinase crystal structures were obtained from the RCSB Protein Data Bank (1IEP.pdb) and Novartis (3CS9.pdb). The 1IEP structure was duplicated and the ligand was removed from one of the structures to give three starting crystal structures of the inactive conformation: 1IEP, 1IEP_p-apo and 3CS9.

6.2.1 Description of protein structures

1IEP is a 2.10 Å crystal structure of the unphosphorylated kinase domain in complex with imatinib (STI-571), a small molecule inhibitor that favours the binding to the inactive conformation of Abl [30]. Since a crystal structure of the apo inactive form was not available, a pseudo apo structure was created by removing imatinib from the 1IEP.pdb crystal structure (1IEP_p-apo).

3CS9 is a 2.21 Å crystal structure of the unphosphorylated kinase domain in complex with nilotinib (AMN107), which also inhibits the inactive conformation but is more potent than imatinib [31].
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6.2.2 Description of ligand binding

**Imatinib**

Imatinib (STI-571) binds to the kinase domain with an induced fit interaction; as imatinib binds, Asp381 from the DFG loop is flipped out of the position where it would be required to coordinate the magnesium ions in the ATP phosphate binding site. The inhibitor binds in the ATP binding site and extends through the centre of the kinase into a hydrophobic pocket opened up by displacement of the DFG loop.

![Figure 6.2.1: The imatinib binding site in 1IEP.pdb. Hydrogen bond distances (Å) labelled. Figure adapted from reference [30](#)](image)

Imatinib forms hydrophobic and van der Waals interactions with the Abl kinase, as well as six hydrogen bonds with residues in the binding site; the amino group of pyrimidine and Thr315, the amide NH and Glu286, the protonated piperazine and Ile360 and His261, the amide CO and Asp381, and the pyridine N and Met318. The P-loop adopts a kinked conformation on ligand binding as it folds over the pyridine and pyrimidine rings of imatinib; this allows residues Tyr253 (P-loop), Phe382 (DFG), Phe317, Leu248, and Leu370 to effectively form hydrophobic shield around this section of the ligand. The opposite end of the ligand is more exposed to the solvent and forms van der Waals contacts with Ile360, His361, Asp381 (DFG), Met290 and Val289 [30, 262].

**Nilotinib**

Nilotinib is based on the imatinib structure, retaining an amide substructure to maintain the H-bond interactions to Glu286 and Asp381, but with alternative binding groups for the N-methylpiperazine group; replacement of the piperazine ring with a trifluorinated imidazole...
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eliminated two energetically unfavourable hydrogen bonds with Ile360 and His361. The replacement imidazole ring fits well into the hydrophobic pocket resulting in a better topological fit and increased potency compared with imatinib [297].

![Figure 6.2: The nilotinib binding site in 3CS9.pdb. Hydrogen bond distances (Å) labelled. Figure adapted from reference [262]](image)

As with imatinib, nilotinib binds to the inactive conformation of Abl and forms hydrogen bonds with the same residues, save Ile360 and His361: the amino group of pyrimidine and Thr315, the amide NH and Glu286, the amide CO and Asp381 and the pyridine N and Met318.

6.2.3 Review of expected characteristics

Before the structure was prepared for the molecular dynamics simulation, the crystal structure was reviewed for the expected characteristics of the inactive conformation, in particular the folded A-loop, DFG Asp-out conformation, regulatory and catalytic spine alignment, and kinked P-loop conformation.

The conformations of the A-loop, DFG loop and P-loop were as expected in the two inactive structures; the A-loop was folded into the kinase domain, the DFG was in the Asp-out conformation with Ph382 in the binding site, and the P-loop was in a kinked conformation.

![Figure 6.2.3: Conformation of the A-loop, DFG-loop and P-loop in the 1IEP crystal structure.](image)
The R-spine residues Leu301, Met290, Phe382 and His361 and Asp421 on the αG-helix were found to be misaligned in both of the inactive crystal structures (1IEP.pdb and 3CS9.pdb).

<table>
<thead>
<tr>
<th>Residues</th>
<th>Distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1IEP.pdb</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.418</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.341</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>11.109</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>6.534</td>
</tr>
</tbody>
</table>

Table 6.2.1: Distance between R-spine residues (1IEP.pdb and 3CS9.pdb)
6: Inactive BCR-Abl

The alignment of the C-spine residues in the inactive crystal structures is comparable to that of the active structure, with only marginal differences in the distances between residues.

<table>
<thead>
<tr>
<th>Residues</th>
<th>Distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1IEP.pdb</td>
</tr>
<tr>
<td>Ala269 - Val256</td>
<td>6.612</td>
</tr>
<tr>
<td>Val371 – Leu370</td>
<td>3.789</td>
</tr>
<tr>
<td>Leu370 – Cys369</td>
<td>3.805</td>
</tr>
<tr>
<td>Leu324 – Cys369</td>
<td>7.605</td>
</tr>
<tr>
<td>Leu324 – Ile432</td>
<td>8.185</td>
</tr>
<tr>
<td>Cys369 – Leu428</td>
<td>10.048</td>
</tr>
<tr>
<td>Ile432 – Leu428</td>
<td>6.201</td>
</tr>
</tbody>
</table>

Table 6.2.2: Distance between C-spine residues (1IEP.pdb and 3CS9.pdb)

Figure 6.2.6: Residues in the C-spine (1IEP.pdb)
6.2.4 Protein structure preparation and MD parameters

Protein structure preparation of the 1IEP and 3CS9 structures and subsequent molecular dynamics simulations were completed as described in 5.2.4.

6.3 Results: WT Abl kinase domain in complex with imatinib (1IEP.pdb)

6.3.1 Structural stability and flexibility

*RMSD and RMSF of major structural motifs*

![Image: The key motifs of the inactive structure (1IEP.pdb)]

*Figure 6.3.1: The key motifs of the inactive structure (1IEP.pdb)*

The RMSD was calculated for the protein, αC-helix (residues 52-70), DFG-loop (residues 157-159), A-loop (residues 157-178) and the residues around the P-loop (residues 19-30) in order to capture any significant movement in these key motifs. After a small initial increase, the RMSD of the protein structure remained between 0.20 nm and 0.25 nm throughout the simulation. As with the active structure, (2F4J) the P-loop, A-loop and αC-helix demonstrated increased flexibility compared to the overall protein structure, whereas the RMSD of the DFG-loop
remained consistently low throughout the simulation; demonstrating that the DFG conformation is extremely stable in both the DFG-in (active) and DFG-out (inactive) conformations.

Figure 6.3.2: RSMD results for 1IEP.pdb; protein shown in black, A-loop in red, DFG-loop in blue, αC-helix in yellow and the P-loop in green.

The RMSF analysis (Figure 6.3.4) Figure 6.3.4: RMSF results for 1IEP (black) compared to 2F4J (red). was in good agreement with the RMSD results; the highest peaks (0.3 nm) were around residues 157 (A-loop, shaded in red) and 50 (αC-helix, shaded in yellow). The RMSF analysis also highlighted areas of movement in the C-lobe around helices F and H which are connected by flexible loop sections (Figure 6.3.3).

Figure 6.3.3: Conformation of the F and H-helices; (a) Initial structure; (b) Final after MD production
The C-helix region and the first half of the A-loop appear to be more flexible in the inactive structure than the active whereas the P-loop is more rigid (Figure 6.3.4); although there were fluctuations in the P-loop, it remained in a kinked conformation throughout the simulation.

**Figure 6.3.4: RMSF results for 1IEP (black) compared to 2F4J (red).**

The RMSF values were aligned with the crystallographic B-factor values, i.e. the most flexible regions had high b-factor values.

**Figure 6.3.5: RMSF (black) vs. B-factors (red) for 1IEP.pdb**
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Principal Component Analysis

![PCA projections for the first three principal components for BCR-Abl apo structure (1IEP apo).](image)

The projections from the PCA show that the largest movements for 1IEP structure (PC1) are in the loop region directly after the C-Helix and the first half of the activation loop. This is likely because the residues close to the C-Helix are in a position where they can fluctuate freely between the top of the binding site and the rest of the N-lobe.

![Fluctuations of residues preceding the αC-helix. (a) Initial structure; (b) Final structure post MD simulation (1IEP.pdb)](image)

The second and third principal components also show motion in the residues surrounding the C-Helix and at the ends of the structures.
Analysis of catalytic and regulatory spines

The distances between residues in the two hydrophobic spines, the regulatory spine (R-spine) and the catalytic spine (C-spine) (Figure 6.3.8) were analysed.

![Image](a)

![Image](b)

*Figure 6.3.8: Catalytic (a) and regulatory (b) spines in the inactive conformation (1IEP.pdb)*

The alignment of both the regulatory (R-) and catalytic (C-) spines was stable throughout the simulation and the average distance between the residues remained similar to those of measured for the crystal structure (Table 6.3.1 and Table 6.3.2).

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
<th>Distance, crystal structure (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leu301 – Met290</td>
<td>6.487</td>
<td>6.418</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.284</td>
<td>12.341</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>12.302</td>
<td>11.109</td>
</tr>
</tbody>
</table>

*Table 6.3.1: Mean distance between R-spine residues*
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<table>
<thead>
<tr>
<th>C-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
<th>Distance, crystal structure (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ala269 - Val256</td>
<td>7.215</td>
<td>6.612</td>
</tr>
<tr>
<td>Val256 – Val371</td>
<td>17.273</td>
<td>17.055</td>
</tr>
<tr>
<td>Val256 – Leu370</td>
<td>14.756</td>
<td>14.403</td>
</tr>
<tr>
<td>Val371 – Leu370</td>
<td>3.879</td>
<td>3.789</td>
</tr>
<tr>
<td>Leu370 – Cys369</td>
<td>3.862</td>
<td>3.805</td>
</tr>
<tr>
<td>Val371 – Leu324</td>
<td>9.589</td>
<td>9.509</td>
</tr>
<tr>
<td>Leu324 – Cys369</td>
<td>7.905</td>
<td>7.605</td>
</tr>
<tr>
<td>Leu324 – Ile432</td>
<td>8.270</td>
<td>8.185</td>
</tr>
<tr>
<td>Cys369 – Leu428</td>
<td>9.976</td>
<td>10.048</td>
</tr>
<tr>
<td>Ile432 – Leu428</td>
<td>6.228</td>
<td>6.201</td>
</tr>
</tbody>
</table>

Table 6.3.2: Mean distance between C-spine residues

The positions of the residues in the R-spine appear to be stable in the 1IEP complex. The misalignment is driven by the positioning of the DFG Phe residue, which was seen to have low RMSD throughout the simulation. The distance between Phe382 and His361 increased slightly during the simulation, likely due to the small fluctuations in the helices of the C-lobe.

The positions of the residues of the C-spine remained close to that of the original crystal structure, suggesting that the C-spine is aligned and stable in both the active and inactive conformations.
Critical hydrogen-bond analysis

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393(S)</td>
<td>Asp363(S)</td>
<td>90.21</td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271(S)</td>
<td>Glu286(S)</td>
<td>91.21</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>45.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gly383(M)</td>
<td>Asp381(M)</td>
<td>0.50</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>99.90</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>80.62</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>33.47</td>
</tr>
</tbody>
</table>

Table 6.3.3: Hydrogen bond analysis: 1IEP (4 Å, 30°); S = sidechain, M = main chain.

As expected the hydrogen bonds between Tyr393 and Asp363, and Lys271 and Glu286 were extremely stable throughout the simulation (Table 6.3.3).

Binding site analysis

Fluctuations in the size of the binding pocket were measured using PocketAnalyzer.

Figure 6.3.9: Binding site analysis, average pocket overlaid on the starting structure (1IEP.pdb) (a) Most conserved region of pocket (pocket present 40-100% of simulation). (b) Less conserved regions of pocket (pocket present 20-100% of the simulation); Blue spheres = 80-100%, Pale blue 60-80%, white, 40-60%, pale red 20-40% (0-20% not shown).
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The two end portions of the pocket were found to be the most stable sections of the pocket throughout the simulation, however the middle section, around the methyl benzene and benzamide rings was less stable and only be identified 20% of the simulation. This is consistent with what is known regarding the central part of the ligand being exposed to the solvent.

6.3.2 Protein-ligand binding

RMSD and RMSF of imatinib

![RMSD of imatinib (1IEP.pdb)](image)

The RMSD and RMSF analysis showed that the ligand was fairly stable in the binding pocket, fluctuating between 0.03 nm and 0.06 nm for the majority of the simulation, with one larger peak after 8 ns (400 frames). The RMSF analysis showed that this was in line with the fluctuations of the overall protein structure (Figure 6.3.11 and Figure 6.3.12)

![Index of atoms in imatinib (1IEP.pdb)](image)
Figure 6.3.12: RMSF of ligand imatinib (1IEP.pdb)
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**Protein-ligand interactions**

In crystal structure 1IEP, imatinib formed six hydrogen bonds with residues in the binding site; the amino group of pyrimidine and Thr315, the amide NH and Glu286, the protonated piperazine and Ile360 and His261, the amide CO and Asp381, and the pyridine N and Met318.

![Image of imatinib binding site in 1IEP.pdb with hydrogen bonds labelled](image)

*Figure 6.3.13: The imatinib binding site in 1IEP.pdb. Hydrogen bond distances (Å) labelled. Figure adapted from reference [30]*

Imatinib is also thought to form van der Waals contacts with Ile360, His 361, Asp381 (DFG), Met290 and Val289.

Protein-ligand interactions during the simulation were analysed using the Simulation Interactions Diagram; the results confirmed that residues Glu286, Thr315 (gatekeeper), Met318, Ile360, Asp381 and His361 maintained bonding with imatinib throughout the simulation (Figure 6.3.15; residues Glu62, Thr91, Met94, Ile136, Asp157 and His 136). The hydrogen bond between Asp381 and imatinib was particularly stable and present for 98% of the simulation. This interaction appears to be stabilised further via interaction with water molecules in the binding site to form water bridges between the residue and the ligand (Figure 6.3.14).
Strong (>50% if the simulation) hydrophobic interactions with imatinib were also identified for residues Leu24, Tyr253, Met290, Phe317 and Phe382 (Figure 6.3.14 and Figure 6.3.15: residues Leu24, Tyr29, Met66, Phe93 and Phe158).

Figure 6.3.14: Protein-ligand interactions by residue (1IEP.pdb)

Figure 6.3.15: Protein-ligand interaction diagram for imatinib (1IEP.pdb)
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6.4 Results: WT Abl kinase domain pseudo apo structure (1IEP\textsubscript{p-apo})

6.4.1 Structural stability and flexibility

RMSD and RMSF of major structural motifs

\begin{center}
\includegraphics[width=\textwidth]{figure6.4.1.png}
\end{center}

\textit{Figure 6.4.1: RMSD results for 1IEP\textsubscript{p-apo}; protein shown in black, A-loop in red, DFG-loop in blue, αC-helix in yellow and the P-loop in green.}

As expected removing the ligand increased the overall RMS of the structure and large fluctuations can be seen in the P-loop and C-helix regions (Figure 6.4.1, Figure 6.4.3 and Figure 6.4.4). Despite experiencing an increase in RMSD the P-loop remained in the kinked conformation throughout the simulation.

\begin{center}
\includegraphics[width=\textwidth]{figure6.4.2.png}
\end{center}

\textit{Figure 6.4.2: The change in P-loop conformation: a) Initial structure (1IEP\textsubscript{p-apo}); b) Final structure post MD simulation (1IEP\textsubscript{p-apo})}
The RMSD of DFG loop, which was extremely stable in the 1IEP complex structure, was less stable in this simulation and fluctuated between 0.1 nm to 0.3 nm (Figure 6.4.1 and Figure 6.4.3).

Figure 6.4.3: RMSD results for inactive BCR-Abl with imatinib (1IEP, black) and inactive BCR-Abl apo structure (1IEP apo, purple)

Figure 6.4.4: Comparison of RMSF plots of inactive BCR-Abl with imatinib (1IEP, black) and inactive BCR-Abl apo structure (1IEP apo, purple).
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The RMSF analysis also highlighted regions of increased motion compared to the original 1IEP structure around residues 180 - 190 the F-helix (Figure 6.4.5) and 225-240, the H-helix (Figure 6.4.6).

![Figure 6.4.5: Figure 6.28: Conformation of F-helix; a) Initial structure (1IEP_p-apo); b) Final structure post MD simulation (1IEP_p-apo); c) Final structure post MD simulation (1IEP)](image)

![Figure 6.4.6: Conformation of H-helix; a) Initial structure (1IEP_p-apo); b) Final structure post MD simulation (1IEP_p-apo); c) Final structure post MD simulation (1IEP)](image)

The F-helix appears to be exhibiting the same motions as the 1IEP structure, however the H-helix is unfolded in the pseudo-apo structure, which accounts for the higher RMS peak for this region (Figure 6.4.4).

The RMSF values were aligned with the crystallographic B-factor values, i.e. the most flexible regions had high b-factor values.

![Figure 6.4.7: RMSF (black) vs B-factors (red) for 3CS9.pdb](image)
**Principal Component Analysis**

The PCA shows that the most significant motions in the structure involve the residues prior to the C-Helix, as well as the helix itself. In the 1IEP simulation, the loop section preceding the C-helix moved closer into the binding site; however in the pseudo apo structure the loop folds upwards away from the pocket, due to a loss of interactions with the ligand.

![PCA projections for the first three principal components for inactive BCR-Abl apo structure (1IEP\_apo).](image)

*Figure 6.4.8: PCA projections for the first three principal components for inactive BCR-Abl apo structure (1IEP\_apo).*

The structural analysis results showed that the C-helix itself appeared to have greater flexibility in the simulation of 1IEP\_apo compared to the 1IEP simulation; a review of this region showed that the helix is partly unfolded in the pseudo apo structure and is therefore less rigid.

![Conformation of loop section preceding C-helix (1IEP\_apo); a) Initial structure b) Final structure post MD simulation](image)

*Figure 6.4.9: Conformation of loop section preceding C-helix (1IEP\_apo); a) Initial structure b) Final structure post MD simulation*
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![Image of structures](image)

Figure 6.4.10: The change in C-helix conformation: a) Initial structure (1IEP-apo); b) Final structure post MD simulation (1IEP-apo); c) Final structure post MD simulation (1IEP)

**Analysis of catalytic and regulatory spines**

The hydrophobic spines remained misaligned in the pseudo-apo structure and the mean distance between the residues of was similar to that of the holo structure. This suggests that the spine residues are stable in this conformation despite the loss of interactions with the ligand and overall higher RMS.

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1IEP&lt;sub&gt;p-apo&lt;/sub&gt;</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.054</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.860</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>11.096</td>
</tr>
</tbody>
</table>

*Table 6.4.1: Mean distance between R-spine residues*

<table>
<thead>
<tr>
<th>C-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1IEP&lt;sub&gt;p-apo&lt;/sub&gt;</td>
</tr>
<tr>
<td>Ala269 - Val256</td>
<td>7.323</td>
</tr>
<tr>
<td>Val256 – Val371</td>
<td>17.889</td>
</tr>
<tr>
<td>Val371 – Leu370</td>
<td>4.676</td>
</tr>
<tr>
<td>Leu370 – Cys369</td>
<td>3.865</td>
</tr>
<tr>
<td>Leu324 – Cys369</td>
<td>7.826</td>
</tr>
<tr>
<td>Leu324 – Ile432</td>
<td>8.195</td>
</tr>
<tr>
<td>Cys369 – Leu428</td>
<td>9.984</td>
</tr>
<tr>
<td>Ile432 – Leu428</td>
<td>6.164</td>
</tr>
</tbody>
</table>

*Table 6.4.2: Mean distance between C-spine residues*
**Critical hydrogen-bond analysis**

Compared to the holo structure the interactions between Tyr393 and Asp363 increased slightly in the pseudo-apo structure, likely due to the increased RMS in this region, whereas the interactions of the salt bridge between Lys271 and Glu286 were diminished; the hydrogen bond was stable for over 90% of the simulation in the 1IEP holo structure but only 30% in the pseudo apo simulation. This is due to Glu286 rotating during the simulation, breaking the interaction with Lys271 (Figure 6.4.11 and Figure 6.4.12).

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>1IEPₚₐₜₒ</td>
</tr>
<tr>
<td><strong>Hydrogen bonds associated with the inactive conformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>98.60</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Hydrogen bonds associated with the active conformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>33.77</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Lys271 (S)</td>
<td>Glu286 (M)</td>
<td>0.10</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Glu286 (S)</td>
<td>Lys271 (S)</td>
<td>0.10</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>23.38</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gly383(M)</td>
<td>Asp381(M)</td>
<td>-</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>99.00</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>88.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>20.48</td>
</tr>
</tbody>
</table>

*Table 6.4.3: Hydrogen bond analysis: 1IEPₚₐₜₒ vs. 1IEP (4 Å, 30°); S = sidechain, M = main chain.*
Binding site analysis

Fluctuations in the size of the binding pocket were measured using PocketAnalyzer. As in the holo structure, the two end portions of the binding site were found to be the most stable sections of the pocket throughout the simulation. In the simulation of the holo structure the middle section, around the methyl benzene and benzamide rings was identified for 20% of the simulation, however in the simulation of the pseudo apo structure this section is even less stable. This is to be expected given that the ligand has been removed from the structure and the structural analysis highlighted an increased in RMS in the regions surrounding the binding site.
Figure 6.4.13: Binding site analysis, average pocket overlaid on the starting structure (1IEP_p-apo) a) Most conserved region of pocket (pocket present 40-100% of simulation). B) Less conserved regions of pocket (pocket present 20-100% of the simulation); Blue spheres = 80-100%, Pale blue 60-80%, white, 40-60%, pale red 20-40% (0-20% not shown).
6.5 Results: WT Abl kinase domain in complex with nilotinib (3CS9.pdb)

6.5.1 Structural stability and flexibility

RMSD and RMSF of major structural motif

As with the previous simulations the RMSD for the inactive structure in complex with nilotinib was analysed for the αC-helix, DFG-loop, A-loop and the residues around the P-loop in order to capture any differences in movement in these key motifs compared to the imatinib complex.

As expected the results were generally well aligned with that of the 1IEP simulation, with similar RMS of the protein structure, A-loop and P-loop (Figure 6.5.2). There were some differences seen in the region of the C-Helix and also the DFG-loop; the results showed that these sections had increased RMS in the nilotinib complex (Figure 6.5.3).
Figure 6.5.2: RSMD results for 3CS9.pdb; protein shown in black, A-loop in red, DFG-loop in blue, αC-helix in yellow and the P-loop in green.

Figure 6.5.3: RMSD results for inactive BCR-Abl with imatinib (1IEP, black) and inactive BCR-Abl with nilotinib (3CS9, blue)

On reviewing the structure at the beginning and end of the simulation, the C-helix can be seen to curl upwards away from the binding site.

Figure 6.5.4: Conformation of the C-helix (3CS9); a) Initial structure b) Final structure post MD simulation
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The RMSF results were also closely aligned with those of the 1IEP structure but also identified three regions where the RMSF was increased compared to the imatinib simulation; Residues 80-90 (β5-sheet), 180-190 (αF-helix), 220-230 (αH-helix) (Figure 6.5.5 and Figure 6.5.6)

![RMSF plot comparison](image1)

**Figure 6.5.5:** Comparison of RMSF plots of inactive BCR-Abl with imatinib (1IEP, black) and inactive BCR-Abl with nilotinib (3CS9, blue).

![Kinase regions](image2)

**Figure 6.5.6:** Additional regions of the kinase with increased RMSF compared to 1IEP.pdb (3CS9.pdb): β5-sheet, residues 80-85, magenta; αF-helix, residues 180-190, orange; αH-helix, residues 220-230, cyan.
**Principal Component Analysis**

![Figure 6.5.7: PCA projections for the first three principal components for inactive BCR-Abl with nilotinib (3CS9).](image)

The PCA results were aligned with the results of the RMSF and RMSD analysis and showed that the predominant motions (PC1) as well as those for the second and third principal components were located around the C-Helix and the A-loop, which is consistent with what was seen in the imatinib simulation.

**Analysis of catalytic and regulatory spines**

The distances between residues in the two hydrophobic spines, the regulatory spine (R-spine) and the catalytic spine (C-spine) were analysed (Figure 6.5.8).
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Figure 6.5.8: Catalytic (a) and regulatory (b) spines in the inactive conformation (3CS9.pdb)

The alignment of both the regulatory (R-) and catalytic (C-) spines was stable throughout the simulation and the average distance between the residues remained similar to those of measured for the crystal structure (Table 6.5.1 and Table 6.5.2).

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
<th>Distance, crystal structure (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Leu301 – Met290</td>
<td>6.500</td>
<td>6.460</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.874</td>
<td>12.259</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>11.514</td>
<td>11.341</td>
</tr>
</tbody>
</table>

Table 6.5.1: Mean distance between R-spine residues

<table>
<thead>
<tr>
<th>C-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
<th>Distance, crystal structure (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ala269 - Val256</td>
<td>7.381</td>
<td>6.590</td>
</tr>
<tr>
<td>Val256 – Val371</td>
<td>17.485</td>
<td>16.864</td>
</tr>
<tr>
<td>Val256 – Leu370</td>
<td>14.737</td>
<td>14.270</td>
</tr>
<tr>
<td>Val371 – Leu370</td>
<td>3.843</td>
<td>3.754</td>
</tr>
<tr>
<td>Leu370 – Cys369</td>
<td>3.865</td>
<td>3.817</td>
</tr>
<tr>
<td>Leu324 – Cys369</td>
<td>7.781</td>
<td>7.693</td>
</tr>
<tr>
<td>Leu324 – Ile432</td>
<td>7.873</td>
<td>8.151</td>
</tr>
<tr>
<td>Cys369 – Leu428</td>
<td>9.812</td>
<td>9.929</td>
</tr>
<tr>
<td>Ile432 – Leu428</td>
<td>6.269</td>
<td>6.207</td>
</tr>
</tbody>
</table>

Table 6.5.2: Mean distance between C-spine residues
This is in close alignment with the results from the simulations of the imatinib and pseudo-apo structures and reinforces the concept that the spines are stable in the WT structure.

**Critical hydrogen-bond analysis**

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hydrogen bonds associated with the inactive conformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>97.70</td>
</tr>
<tr>
<td><strong>Hydrogen bonds associated with the active conformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>82.32</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>19.08</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>99.60</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>85.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>32.97</td>
</tr>
</tbody>
</table>

*Table 6.5.3: Hydrogen bond analysis: 3CS9 vs 1IEP (4 Å, 30°); S = sidechain, M = main chain.*

Overall the results of the hydrogen bond analysis were well aligned with the imatinib simulation, with only minor differences; the hydrogen bond between D and F of DFG was not recorded and the hydrogen bond between Tyr393 and Asp363 was extremely stable throughout the simulation, more so than in the 1IEP simulation (98% vs 90%). The salt bridge between Lys271 and Glu286 and the hydrogen bond between the Asp and Gly residues of the DFG helix were slightly less stable in the imatinib complex, however the interactions between the αG-helix and the R of the HRD motif, as well as the hydrogen bond between His361 and Asp421 were more stable compared to the imatinib simulation.

**Binding site analysis**

As with the imatinib and pseudo apo structures, changes in the size of the binding pocket during the simulation were measured using PocketAnalyzer.
6: Inactive BCR-Abl

The pocket appeared to be more stable in the nilotinib complex, with an increased area of the binding site being identified for a higher percentage of the simulation. However, as with the imatinib complex the central section of the pocket was found to be the least stable.

Figure 6.5.9: Binding site analysis, average pocket overlaid on the starting structure (3CS9.pdb): a) Most conserved region of pocket (pocket present 40-100% of simulation). B) Less conserved regions of pocket (pocket present 20-100% of the simulation); Blue spheres = 80-100%, Pale blue 60-80%, white, 40-60%, pale red 20-40% (0-20% not shown).

6.5.2 Protein-ligand binding

RMSD and RMSF of nilotinib

Figure 6.5.10: RMSD of nilotinib (3CS9.pdb)
The RMSD and RMSF analysis showed that the ligand was stable in the binding pocket, with an average RMSD of approximately 0.1 nm for the duration of the simulation. The RMSF analysis showed that this was in line with the fluctuations of the overall protein structure (Figure 6.5.11 and Figure 6.5.12).

Figure 6.5.11: Index of atoms in nilotinib (3CS9.pdb)

Figure 6.5.12: RMSF of ligand nilotinib (3CS9.pdb)
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**Protein-ligand interactions**

In the crystal structure nilotinib made four hydrogen bonds with the residues of the binding site; the amino group of pyrimidine and Thr315, the amide NH and Glu286, the amide CO and Asp381 and the pyridine N and Met318 (Figure 6.5.13)

![Figure 6.5.13: The nilotinib binding site in 3CS9.pdb. Hydrogen bond distances (Å) labelled. Figure adapted from reference [262]](image)

Protein-ligand interactions during the simulation were analysed using the Simulation Interactions Diagram; the results confirmed that residues Thr315, Glu286, Asp381 and Met318 maintained bonding with nilotinib throughout the simulation (Figure 6.5.14 and Figure 6.5.15; residues Glu54, Thr83, Met86 and Asp149).

![Figure 6.5.14: Protein-ligand interactions by residue (3CS9.pdb)](image)
The analysis also confirmed stable interactions with Phe382, Lys271, Leu248 and Arg386 (Figure 6.5.14 and Figure 6.5.15; Phe150, Lys39, Leu16, Arg154).

A comparison of the interactions with imatinib and nilotinib in the 1IEP and 3CS9 simulations shows that of the four shared hydrogen bonds, three are more stable in the nilotinib complex (Thr315, Glu286, Asp381). This supports what is known regarding nilotinib being a more potent inhibitor of the Abl kinase. Interestingly, the interactions between the ligand and residues Tyr253 and Phe317 were stronger in the 1IEP structure than 3CS9. This supports previous research that these residues are more important for the binding of imatinib than nilotinib [32].

### 6.6 Summary of molecular dynamics study

The structure and dynamics of the inactive conformation have been investigated using molecular dynamics simulations on three inactive structures; two complexes (1IEP with imatinib and 3CS9 with nilotinib) and one with the inhibitor removed (1IEP apo). This work has been completed to confirm the stable characteristics of the inactive state and compare the binding modes of imatinib and nilotinib.

The C-helix region and the first half of the A-loop appear to be more flexible in the inactive structure than the active whereas the P-loop is more rigid; although there were fluctuations in the P-loop, it remained in a kinked conformation in all three simulations. The complex structures demonstrated stability in the simulation; the structural analysis results were well aligned.
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although the nilotinib complex demonstrated slightly elevated RMSF around the C-, F- and H-helices compared to the imatinib complex.

Removing imatinib from the 1IEP structure to create a pseudo-apo inactive structure caused a significant increase in the overall RMSF and the unfolding of the C- and H-helices. When VX-680 was removed from the 2F4J structure the increase in RMSF was much less and structural motifs remained well aligned with that of the original 2F4J holo structure. This suggests that sections of the protein are more flexible in the inactive conformation than the active.

The positions of residues in the regulatory (R-) and catalytic (C-) spines were stable in all three simulations. The misalignment of the R-spine is driven by the positioning of the DFG Phe residue, therefore the realignment of the spine may only be realised via a change in conformation of the DFG loop. The DFG loop was extremely stable in the simulations of 1IEP and 3CS9, with a lower RMSD than the protein overall. In the simulation of 1IEP-apo the RMSD of the DFG-loop increased but the Asp-out conformation remained stable. This suggests that although it might destabilise the protein structure, the loss of interaction with the ligand may not facilitate a change in the DFG conformation within a 20 ns timescale which is consistent with published literature. The position of the C-spine residues remained well aligned in both the active and inactive simulations suggesting that the C-spine is aligned and stable in both the active and inactive conformations.

A review of the critical hydrogen bonds associated with the inactive conformation confirmed that the hydrogen bond between Tyr393 and Asp363 was extremely stable in all three simulations; however several of the hydrogen bonds identified as critical to the active structure, were also stable in the inactive structure and are therefore unsuitable to be used as markers of conformation change: Lys271 – Glu286 (salt bridge between β sheet and αC-helix), Asp381 – Gly383 (hydrogen bond between D and G of DFG), Arg362 – Asp421 (hydrogen bond between αG-helix and HRD motif (R)), His361 – Asp421 (hydrogen bond securing R spine to αG-helix). The hydrogen bond between the magnesium binding loop and the HRD motif (Leu384 and Arg362), was absent in the three simulations of the inactive structure but stable in the 2F4J and 2F4Jp-apo simulations suggesting that this hydrogen bond could be used as a marker of the active conformation.

Based on these analyses the following characteristics appear to be stable markers of the inactive conformation.

- A folded A-loop conformation
- The DFG-out conformation (Asp381-Phe382-Gly383)
- Strong hydrogen bond interactions between Tyr393 and Asp363
- A misaligned regulatory spine (R-spine), due to the position of Phe382
- Kinked and intermediate conformations of the P-loop

Both nilotinib and imatinib were stable during the simulations, despite the central sections of the ligands not being consistently identified by pocket analysis, and analysis of the protein-ligand interactions confirmed that the hydrogen bonds in the crystal structures were maintained throughout the simulations. A comparison of the interactions with imatinib and nilotinib in the 1IEP and 3CS9 simulations shows that of the four shared hydrogen bonds, three are more stable in the nilotinib complex (Thr315, Glu286, and Asp381). This supports what is known regarding nilotinib being a more potent inhibitor of the Abl kinase.

In the remainder of this chapter the differences in protein-ligand binding will be further discussed using the results from ensemble docking and approximate free energy calculations (MD-GBSA) studies.
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6.7 Ensemble docking

6.7.1 Methodology

Docking simulations were completed using the Schrödinger suite of programs (Suite2008; Glide 5.0, LigPrep 2.2, Maestro 8.5, Schrodinger LLC, New York NY 2008). 200 conformations were extracted from the 20 ns MD simulations as docking receptors and prepared in Maestro using the Protein Preparation Wizard. The ligands imatinib and nilotinib were prepared using the LigPrep module. A scoring grid was generated, centred on the imatinib/nilotinib binding site. Docking simulations and docking scores were performed using the Glide module using both sets of receptors and both ligands (Figure 6.7.1).

![Figure 6.7.1: Docking study methodology](image-url)
6.7.2 Results

The docking studies showed that both imatinib and nilotinib bound favourably to the 1IEP and 3CS9 receptor conformations, and predicted that nilotinib would have improved binding affinity compared to imatinib in line with experimental results.

<table>
<thead>
<tr>
<th></th>
<th>Imatinib</th>
<th>Nilotinib</th>
</tr>
</thead>
<tbody>
<tr>
<td>IC50 (nM)</td>
<td>768.3</td>
<td>57</td>
</tr>
<tr>
<td>GlideScore</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(1IEP as receptor, kcal/mol)</td>
<td>-13.40</td>
<td>-13.78</td>
</tr>
<tr>
<td>GlideScore</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(3CS9 as receptor, kcal/mol)</td>
<td>-14.78</td>
<td>-15.41</td>
</tr>
</tbody>
</table>

Table 6.7.1: GlideScore for imatinib and nilotinib docked to 1IEPWT and 3CS9WT (best achieved) vs IC50 values. IC50 values from Zabriskie et al [331].

As a check against the docking scores, approximate free energy calculations were completed for the two complexes using the MM-GBSA method.

6.8 MM-GBSA calculations

6.8.1 Methodology

MM-GBSA calculations were performed on the 1IEP and 3CS9 trajectories using the pymdbsa script by Romain Wolf at Novartis, which uses the pbsa routine in Amber Tools [161-163]. Each trajectory frame was split into receptor and ligand. The free energy for each component (ligand/receptor/complex) can be defined in terms of a gas phase energy, a solvation free energy and an entropy term (Equation 6.1 and 6.2).

\[
G = E_{gas} + G_{solv} - T \cdot S
\]

(6.1)

\[
G = E_{bat} + E_{vdw} + E_{coul} + G_{solv,polar} + G_{solv,nonpolar} - T \cdot S
\]

(6.2)

Where \(E_{bat}\) is the sum of bond, angle and torsion terms in the force field, \(E_{vdw}\) and \(E_{coul}\) are the van der Waals and Coulomb energy terms, \(G_{solv,polar}\) is the polar contribution to the solvation free
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energy and $G_{\text{solv,nonpolar}}$ in the non-polar solvation free energy. The $G_{\text{solv,polar}}$ term is derived using the Generalised-Born (GB) model and the $G_{\text{solv,nonpolar}}$ is calculated via Equation 6.3.

$$G_{\text{solv,nonpolar}} = \gamma \cdot \text{SASA} + \text{const.}$$  \hspace{1cm} (6.3)

Where SASA is the solvent accessible surface area and $\gamma$ is the surface tension (0.0072 for AMBER). Given the structural similarity between the two ligands the entropy terms were not calculated.

The free energy of binding can then be evaluated as:

$$\Delta G_{\text{bind}} = G_{\text{com}} - G_{\text{rec}} - G_{\text{lig}}$$ \hspace{1cm} (6.4)

Where com, rec and lig stand for complex, receptor and ligand, respectively.

The final interaction energy is an average of all the $\Delta G$ values for the individual frames [131, 161].

6.8.2 Results

The MM-GBSA calculations were consistent with the docking results, correctly predicting that nilotinib has improved binding affinity compared to imatinib.

<table>
<thead>
<tr>
<th>Components</th>
<th>1IEP + imatinib</th>
<th>3CS9 + nilotinib</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total ligand energy (kcal/mol)</td>
<td>-144.95</td>
<td>-223.99</td>
</tr>
<tr>
<td>Total receptor energy</td>
<td>-6368.80</td>
<td>-6413.74</td>
</tr>
<tr>
<td>Total complex energy</td>
<td>-6586.41</td>
<td>-6712.63</td>
</tr>
<tr>
<td>Difference (kcal/mol)</td>
<td>-72.66</td>
<td>-74.90</td>
</tr>
</tbody>
</table>

*Table 6.8.1: MM-GBSA results for imatinib and nilotinib (1IEP_{WT} and 3CS9_{WT})*

6.9 Chapter summary

In this chapter the structure and dynamics of the inactive conformation have been investigated using molecular dynamics simulations on three inactive structures; two complexes (1IEP with imatinib and 3CS9 with nilotinib) and one with the inhibitor removed (1IEP_{apo}). This work has been completed to confirm the stable characteristics of the inactive state and compare the binding modes of imatinib and nilotinib. The differences in protein-ligand binding were then
further investigated using ensemble docking and approximate free energy calculations (MM-GBSA).

Based on the results of this chapter the following characteristics appear to be stable markers of the active and inactive conformations.

The active conformation:

- An extended A-loop conformation
- The DFG-in conformation (Asp381-Phe382-Gly383), but not necessarily the hydrogen bond between Asp381 and Gly383.
- Strong hydrogen bond interactions between Leu324 and Arg362
- An aligned regulatory spine (R-spine, based on the distances between residues)
- Elongated and intermediate conformations of the P-loop

The inactive conformation

- A folded A-loop conformation
- The DFG-out conformation (Asp381-Phe382-Gly383), but not necessarily the hydrogen bond between Asp381 and Phe382.
- Strong hydrogen bond interactions between Tyr393 and Asp363
- A misaligned regulatory spine (R-spine, based on the distances between residues)
- Kinked and intermediate conformations of the P-loop

Several of the hydrogen bonds identified as critical to the active structure, were also stable in the inactive structure and are therefore unsuitable to be used as markers of activity.

Both nilotinib and imatinib were stable during the simulations despite the central sections of the ligands not being consistently identified by pocket analysis. The results of the interaction analysis showed that nilotinib is the more stable of the two ligands, supporting what is known experimentally regarding nilotinib being a superior inhibitor compared to imatinib.

The behaviour of pseudo apo structures suggests that the inactive conformation may be less stable than the active conformation, given the unfolding of several helices and the increase in RMSF when the ligand was removed. This suggests that a significant loss of interaction between the kinase and the ligand could destabilise the inactive conformation.
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The docking and MMGBSA results correctly predicted that nilotinib has improved binding affinity over imatinib, in line with what is known experimentally.
Chapter 7

7  Single mutation study

7.1  Aim

The aim of this chapter is to investigate the individual effects of three common mutations, F317L, Y253F and T315I, on the conformation of Abl and the binding modes of imatinib and nilotinib. Docking and MMGBSA calculations will be utilised to investigate whether these methods can correctly rank the mutations according to what is known experimentally. The F317L, Y253F and T315I mutations were selected based on a mixed resistance profile to imatinib and nilotinib and differing mechanisms of resistance. Y253F was chosen over the more common mutation T253H to avoid the challenges associated with histidine protonation states.

Published in vitro data was used to select the mutations for study. The data in Table 7.1 supports two important facts; imatinib and nilotinib are both insensitive to the gatekeeper mutation, T315I, and nilotinib shows greater sensitivity to the F317L and Y253F mutations than imatinib. Although imatinib and nilotinib both demonstrate intermediate sensitivity to the F317L mutation, this mutation appears to be less resistant to nilotinib. The IC\(_{50}\) data for nilotinib suggests intermediate sensitivity to Y253F, whereas imatinib is insensitive to this mutation.

<table>
<thead>
<tr>
<th></th>
<th>Imatinib (IC(_{50}) in nM)</th>
<th>Nilotinib (IC(_{50}) in nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Azam</td>
<td>O’Hare</td>
</tr>
<tr>
<td>WT</td>
<td>600</td>
<td>260</td>
</tr>
<tr>
<td>F317L</td>
<td>2,300</td>
<td>1,050</td>
</tr>
<tr>
<td>Y253F</td>
<td>NR</td>
<td>3,475</td>
</tr>
<tr>
<td>T315I</td>
<td>&gt;20,000</td>
<td>&gt;6,400</td>
</tr>
</tbody>
</table>

Table 7.1.1. Sensitivity of Bcr-Abl kinase domain mutants to imatinib and nilotinib (based on assays using Ba/F3 cells. The IC\(_{50}\) value is the concentration of inhibitor resulting in a 50% reduction in cell viability; NR, not recorded. Adapted from references: Azam et al, 2003 [44], O’Hare et al, 2009 [333] Weisberg et al, 2005 [32] and Zabriskie et al, 2014 [331])

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>Imatinib (IC(_{50}) in nM)</th>
<th>Nilotinib (IC(_{50}) in nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitive</td>
<td>&lt; 1000</td>
<td>&lt; 200</td>
</tr>
<tr>
<td>Moderately resistant</td>
<td>1000 – 4000</td>
<td>200 - 1000</td>
</tr>
<tr>
<td>Highly resistant</td>
<td>&gt; 4000</td>
<td>&gt; 1000</td>
</tr>
</tbody>
</table>

Table 7.1.2. Sensitivity scale for imatinib and nilotinib. Adapted from reference [331].
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According to the experimental data in Table 7.1, the mutations are expected to be ranked as follows for both imatinib and nilotinib: WT > F317L > Y253F > T315I.

The F317L mutation causes the loss of interaction with the ligand whereas the Y253F mutation hinders sensitivity by the distorting the conformation of the P-loop away from the kinked conformation associated with imatinib induced fit binding. The gatekeeper mutation T315I disrupts binding directly through the loss of a hydrogen bond with the ligand and blocking access to the binding site.

One of the objectives of this chapter will be to investigate if the any of the three mutations studied destabilise the inactive structure. Since it is unlikely that a large conformational change will be seen within these timescales, the simulations will be reviewed to assess if there has been any movement towards an intermediate state. Previous studies have discussed that one pathway from the inactive state involves the rotation of the C-helix away from the binding site, breaking the Glu-Lys salt bridge and Glu286 forming a hydrogen bond with Arg386 on the A-loop. This gives the Phe residue on the DFG loop enough space to flip 180 degrees, stabilising the R-spine and triggering the formation of the active state. Therefore the position of the Glu286 on the C-helix and its proximity to Arg386 is considered to be an important marker of conformational shift [12, 81].

7.2 Molecular dynamics study of mutations F317L, Y253F and T315I

7.2.1 Review of the mutations

F317L: phenylalanine mutated to leucine

The side chain of Phe317 (F317), which is part of the hinge region, effectively forms the ceiling of the ATP binding site. This residue stacks partially on the pyrimidine ring of imatinib and nilotinib, and the side chain shields the hinge region from the solvent forming a hydrophobic enclosure. In Chapter 5 it was confirmed that Phe317 makes pi-stacking interactions with imatinib and nilotinib in the binding site, therefore a mutation at this residue is likely to directly affect ligand binding. Mutation F317L is known to be moderately resistant to imatinib but not to nilotinib; this is due to nilotinib’s increased potency as an inhibitor. The trifluoromethyl and imidazole groups contribute greatly to this potency, therefore the interactions involving the hinge region residues, including Phe137, and the pyridinyl and pyrimidinyl rings of nilotinib contribute far less to the overall binding affinity [32, 262, 300, 333].
**Y253F: tyrosine mutated to phenylalanine**

Tyr253 (Y253) in WT Abl forms one side of the hydrophobic cage around the imatinib binding site; the tyrosine aromatic ring is approximately 4 Å away from the pyridine-pyrimidine rings of imatinib, possibly forming π-π interactions. The positioning of Tyr 253 allows it to form a water bridge interaction with Asp322 that folds the P-loop into the kinked conformation for preferential binding with imatinib/nilotinib. The mutation of Tyr253 to Phe253, would be unlikely to have a significant effect on ligand binding directly but would disrupt the conformation of the P-loop and therefore the preferential conformation of the binding site. This is in agreement with clinical data, where the Y253F mutation is associated with resistance to imatinib and intermediate sensitivity to nilotinib [32, 300, 333, 334].

**T315I: threonine mutated to isoleucine**

The threonine residue at position 315 in Abl is the so-called gatekeeper residue. The size of the residue at this position determines how easily the hydrophobic pocket can be accessed especially in the (DFG-in) active form. In the case of imatinib binding, the hydroxyl group of T315 forms a hydrogen bond to the amine linker between the pyrimidine and phenyl rings of imatinib. Mutation of the threonine therefore results in a loss of this hydrogen bonding interaction, while the larger sizes of the residues at this position (such as isoleucine in the case of T315I) also result in steric clashes, preventing imatinib from binding to mutant Abl structures [4].
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Mutagenesis studies have also shown that the gatekeeper mutations in Abl and other kinases (PDGFR, EGFR and Src) have increased activity in cells expressing this mutation. The increased activity is due to the strengthening of the R-spine, which is a conserved feature of active kinases and is disrupted in inactive kinases. The increase in activity can further contribute to drug resistance [260, 300, 317, 333].

![Image](https://via.placeholder.com/150)

**Figure 7.2.3:** (a) The position of Thr315 in WT Abl (1IEP.pdb); (b) The position of Ile315 in mutant Abl (1IEP

In contrast to imatinib and nilotinib, ponatinib maintains inhibition to BCR-Abl by forming favourable interactions with the mutated isoleucine residue in T315I.

It would be valuable to repeat this study with ponatinib in order to diversify the results and include an example of a TKI that is capable of inhibiting all three single mutants (F317L, Y253F, T315I).

7.2.2  Protein structure preparation and MD parameters

The SCAP program was used to mutate residues Y253, F317 and T315 [71]. Protein structure preparation and molecular dynamics simulations were then completed as described in 5.2.4.

7.3  Results: F317L

According to experimental data the F317L mutation confers resistance to imatinib and diminished binding affinity with nilotinib [300, 333]. Analysis of the WT structures confirmed that Phe317 interacts with imatinib and nilotinib; this interaction is expected to be diminished or lost with the substitution of a leucine residue at this position. Nilotinib is a more potent inhibitor than imatinib and less susceptible to hinge region mutations, therefore can maintain binding with AblF317L despite the loss of interactions. Nilotinib is expected to be more stable than imatinib in the F317L simulations; any changes in the conformation of the binding site are likely to have a greater destabilising impact on imatinib given it has a more stringent induced-fit
7: Single mutation study

binding mode [32, 262]. Given the location on the hinge region, the F317L mutation is not expected to cause a significant change in the kinase conformation in either the imatinib or nilotinib complexes.

7.3.1 Imatinib

**Structural stability and flexibility of the protein**

![RMSF results for 1IEP_F317L](image)

*Figure 7.3.1: RMSF results for 1IEP_F317L*

The RMSF profile for 1IEP_F317L displayed increased mobility in the P-loop and second half of the A-loop compared to the wild-type structure; fluctuations in the other regions in the kinase were comparable to that of the wild-type.

As expected the increased fluctuation in the P-loop did not translate to a significant change in conformation; the loop remained in the inactive kinked conformation for the duration of the simulation.
7: Single mutation study

Figure 7.3.2: P-loop conformation: initial (a) and during simulation (b). WT shown in grey, F317L mutated structure in green

PCA confirmed that the most significant motions were located at the P- and A-loop but that the inactive conformation of these motifs was maintained.

Figure 7.3.3: Principal component analysis for 1IEP317L (PC1, projected on structure)

Fluctuations located around the HRD motif caused the distance between Phe382 and His361 to decrease by approximately 2.4Å, however the Phe residue in the R-spine remained misaligned with respect to the rest of the stack (Table 7.3.1).

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Distance (Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1IEP_WT (Å)</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.487</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.284</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>12.302</td>
</tr>
</tbody>
</table>

Table 7.3.1: Mean distance between R-spine residues
The mobility of the HRD motif was also captured in the hydrogen bond analysis; the well conserved hydrogen bond between Tyr393 and Asp363 was less stable in the F317L mutated structure. The Tyr393 – Asp363 hydrogen bond aids the folding of the A-loop and the reduced stability of this bond would likely increase the flexibility of the A-loop, which is aligned with the RMSF analysis. The Lys271–Glu286 salt bridge, although not as stable as in the WT simulation, was well formed throughout the simulation and there was no obvious shift towards the intermediate pathway via the rotation of the C-helix (Table 7.3.2).

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hydrogen bonds associated with the inactive conformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>16.28</td>
</tr>
<tr>
<td><strong>Hydrogen bonds associated with the active conformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>84.62</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>50.15</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Gly383(M)</td>
<td>Asp381(M)</td>
<td>0.10</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>98.50</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>95.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>12.49</td>
</tr>
</tbody>
</table>

*Table 7.3.2: Hydrogen bond analysis: 1IEP_{F317L} vs. 1IEP_{WT} (4 Å, 30°); S = sidechain, M = main chain.*
7: Single mutation study

Stability and flexibility of imatinib

The RMSD for imatinib was approximately 0.05 nm higher in 1IEP\textsubscript{F317L} compared to the 1IEP\textsubscript{WT}. The RSMF analysis (Figure 7.3.5 and Figure 7.3.6) showed that this was in line with the fluctuations of the overall protein structure and that the piperazine ring (at the mouth of the binding site) was the most mobile part of the ligand. The movement of the ligand in the binding site is further illustrated in Figure 7.3.7, which shows the conformation of the ligand in 1IEP\textsubscript{F317L} compared to 1IEP\textsubscript{WT}. 

---

Figure 7.3.4: RMSD of imatinib (1IEP\textsubscript{F317L})

Figure 7.3.5: Index of atoms in imatinib (1IEP\textsubscript{F317L})
Figure 7.3.6: RMSF of imatinib (1IEP\textsubscript{F317L})

Figure 7.3.7: Comparison of imatinib binding site in the WT and F317L mutant structures; grey/silver, WT; purple/cyan, F317L (5 ns)
7: Single mutation study

Protein-ligand interactions

As expected, the substitution of a leucine residue at position 317 (Leu93 in Figure 7.3.8) resulted in a loss of pi-stacking interactions between the protein and the ligand.

![Figure 7.3.8: Protein-ligand interactions by residue (1IEP_F317L)](image)

The increased fluctuation and change in conformation of the ligand also resulted in the loss of the two hydrogen bonds between the piperazine ring of imatinib and Ile360 and His361 (Ile136 and His137 in Figure 7.3.8). The loss of the hydrogen bond with imatinib means that the His361 (His137 in Figure 7.3.8) is no longer tightly bound; this supports the structural analysis which showed increased fluctuation on the HRD motif.

In summary, the analysis of the 1IEP_F317L structure suggests that the loss of pi-stacking and change in shape caused by the substitution of phenylalanine with leucine at position 317 disrupts the preferred induced fit of imatinib, causing the ligand to shift to a suboptimal position in the pocket, and the loss of two critical hydrogen bonds. The decrease in protein-ligand interactions at the hinge region and entrance to the binding site increased the mobility of the residues at these points, which had causal effects on the fluctuations of the P-loop and A-loop.
7.3.2 Nilotinib

*Stability and flexibility of protein*

![RMSF results for 3CS9 WT and 3CS9 F317L](image)

*Figure 7.3.9: RMSF results for 3CS9<sub>WT</sub> and 3CS9<sub>F317L</sub>*

The RMSF profile for 3CS9<sub>F317L</sub> displayed increased mobility in the P-loop, αC-helix and second half of the A-loop compared to the wild-type structure; fluctuations in the other regions in the kinase were comparable to that of the wild-type. As with the 1IEP<sub>F317L</sub> simulation, the increased fluctuation in the P-loop did not translate to a significant change in conformation and maintained the inactive kinked conformation. In the WT simulation the αC-helix was seen to move away from the binding site; in the F317L mutated structure these motions were more pronounced as demonstrated in the PCA projection in Figure 7.3.10.
A review of the R-spine showed that the residues maintained similar positions to that of the WT structure, suggesting that the F317L had minimal impact to the position of these residues (Table 7.3.3).

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3CS9_WT</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.500</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.874</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>11.514</td>
</tr>
</tbody>
</table>

**Table 7.3.3: Mean distance between R-spine residues**

The hydrogen bond between Tyr393 and Asp363 was well conserved throughout the simulation, and appeared to be more stable in the F317L simulation than the WT. The Lys271- Glu286 salt bridge was less stable than in the WT simulation, this is due to the increased movement of the αC-helix in 3CS9_F317L which results in the breaking of the hydrogen bond between Lys271 and Glu286.
Table 7.3.4: Hydrogen bond analysis: 3CS9\textsubscript{F317L} vs. 3CS9\textsubscript{WT} (4 Å, 30°); S = sidechain, M = main chain.

Since the breaking of the salt bridge can mark the initiation of a shift towards the intermediate conformation, the structure was reviewed for the formation of the Glu286-Arg386 hydrogen bond following the movement of the αC-helix away from the binding site; Figure 7.3.11 shows that Glu286 does form a hydrogen bond with Arg386, however the C-helix is only partially rotated and due to the position of the ligand, and the hydrogen bond between Asp381 and nilotinib, the Phe382 residue cannot facilitate the 180° flip. This is supported by the R-spine analysis, which demonstrated that the misaligned conformation of the R-spine is stable in 3CS9\textsubscript{F317L}. Glu286 fluctuates between forming a hydrogen bond with Lys271 and Arg386 throughout the simulation.
7: Single mutation study

Figure 7.3.11: Glu286-Arg386 bond formation (3CS9/337)

**Stability and flexibility of nilotinib**

Nilotinib demonstrated stable motions within the pocket, with a marginally lower RMSD compared to the WT structure.

![RMSD of nilotinib (3CS9_F317L)](image)

*Figure 7.3.12: RMSD of nilotinib (3CS9\textsubscript{F317L})*

RMSF analysis confirmed that fluctuations of the ligand were in line with that of the overall protein structure (Figure 7.3.13 and Figure 7.3.14) and that the largest fluctuations were located at the trifluoromethyl and imidazole groups at the entrance to the binding site.

![Index of atoms in nilotinib (3CS9\textsubscript{F317L})](image)

*Figure 7.3.13: Index of atoms in nilotinib (3CS9\textsubscript{F317L})*
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Figure 7.3.14: RMSF of nilotinib (3CS9_F317L)

Figure 7.3.15: Comparison of nilotinib binding site in the WT and F317L mutant structures; grey/silver, WT; purple/cyan, F317L (5 ns)

Protein-ligand interactions

Figure 7.3.15 shows the conformation of the ligand in 3CS9_F317L compared to 3CS9_WT. The nilotinib amide group that binds to the Glu286 residue has rotated, and Glu286 occupies a slightly more distant position in 3CS9_F317L compared to the WT. This is in contrast to the positions of other binding site residues which are well aligned with the WT simulation. The protein ligand interactions analysis confirmed that the replacement of Phe317 with a leucine (Leu85 in Figure 7.3.16) results in the loss of pi-stacking interactions with nilotinib. The hydrogen bonds between
nilotinib Thr315, Met318 and Asp381 (Thr83, Met86 and Asp149 in Figure 7.3.16) are maintained, though diminished with respect to the WT, however due to the increase in distance between Glu286 and nilotinib, this hydrogen bond is mediated by a water molecule in the F317L simulation (Glu286 is Glu84 in Figure 7.3.16).

![Figure 7.3.16: Protein-ligand interactions by residue (3CS9\textsubscript{F317L})](image)

In summary, the analysis of the 3CS9\textsubscript{F317L} structure suggests that the loss of pi-stacking interactions disrupts the preferred binding conformation of nilotinib, causing the ligand to shift in conformation and the replacement of the Glu286 hydrogen bond with a water bridge.

Interactions involving the hinge region residues, including Phe137, and the pyridinyl and pyrimidinyl rings of nilotinib contribute far less to the overall binding affinity compared in imatinib, which supports data that F317L is sensitive to nilotinib inhibition [32, 262]. The decrease in protein-ligand interactions at the hinge region increased the mobility of the residues in this region and the fluctuations of the P-loop. The diminishment of the hydrogen bond between Glu286 and nilotinib enabled the rotation of the αC-helix and subsequent Glu286-Arg386 bond. This likely has a causal effect on the residues surrounding the HRD motif and consequential effects on the flexibility of the A-loop.

### 7.4 Results: Y253F

The Y253F mutation is associated with resistance to imatinib and intermediate sensitivity to nilotinib [32, 300, 333, 334]. Tyr253 enables the kinked conformation of the P-loop for preferential binding with imatinib/nilotinib. The Y253F mutation would be unlikely to have a
7: Single mutation study

significant effect on ligand binding interactions directly but would disrupt the conformation of the P-loop and therefore the preferential conformation of the binding site.

7.4.1 Imatinib

*Stability and flexibility of the protein*

![RMSF profile for 1IEP<sub>WT</sub> and 1IEP<sub>Y253F</sub>](image)

*Figure 7.4.1: RMSF results for 1IEP<sub>WT</sub> and 1IEP<sub>Y253F</sub>*

The RMSF profile for 1IEP<sub>Y253F</sub> showed a significant increase in the mobility of the P-loop (residues 25-30 in Figure 7.4.1) compared to the wild-type structure, and a moderate increase in RMS across the protein structure overall.
Although there was a substantial increase in P-loop flexibility and distortion in the loop itself, the P-loop remained in the inactive kinked conformation for the duration of the simulation.

The RMSD analysis highlighted a large fluctuation in the DFG loop during the 1IEP\textsubscript{Y253F} simulation (Figure 7.4.4); the DFG-loop was highly stable WT structure and increased motion in this region can signify a shift in the inactive state. Observational analysis (Figure 7.4.5) showed that Phe383 residue had shifted away from the WT position but had not flipped away from the active site; this was supported by the R-spine analysis which identified that the distance between Phe382 and Met290 has increased (Table 7.4.1).
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Figure 7.4.4: RMSD of the DFG-loop (1IEP WT and 1IEP Y253F)

(a)

(b)

Figure 7.4.5: (a) Initial conformation of DFG loop (b) Conformation shift of DFG loop during simulation (between ~4 ns and 11 ns)

Table 7.4.1: Mean distance between R-spine residues

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1IEP_WT (Å)</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.487</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.284</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>12.302</td>
</tr>
</tbody>
</table>

The hydrogen bond between Tyr393 and Asp363 was extremely stable in the Y253F mutated structure; reduced stability was observed in the Lys271-Glu286 salt bridge, but the hydrogen bond was conserved throughout the simulation (Table 7.4.2)
## 7: Single mutation study

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1IEP_{Y253F}</td>
<td>1IEP_{WT}</td>
<td></td>
</tr>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>99.70</td>
</tr>
<tr>
<td></td>
<td>Hydrogen bond analysis: 1IEP_{Y253F} vs. 1IEP_{WT} (4 Å, 30°); S = sidechain, M = main chain.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>79.82</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>38.46</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>99.90</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>88.61</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>23.38</td>
</tr>
</tbody>
</table>

Table 7.4.2: Hydrogen bond analysis: 1IEP_{Y253F} vs. 1IEP_{WT} (4 Å, 30°); S = sidechain, M = main chain.
Stability and flexibility of imatinib

Figure 7.4.6: RMSD of imatinib (1IEP_Y253F)

The mobility of the ligand in the 1IEP_Y253F simulation was initially well aligned with the WT but increased by approximately 1 Å during the simulation; the RSMF analysis showed that this was in line with the fluctuations of the overall protein structure and that the piperazine ring (at the mouth of the binding site) was responsible for the most of the motions. The RSMF analysis (Figure 7.4.7 and Figure 7.4.8) showed that that the piperazine ring (at the mouth of the binding site) the amide CO were the most flexible regions of the ligand. The movement of the ligand in the binding site is further illustrated in Figure 7.4.9, which shows the conformation of the ligand in 1IEP_Y253F compared to 1IEP_WT.

Figure 7.4.7: Index of atoms in imatinib (1IEP_Y253F)
As expected, the substitution of a phenylalanine residue at position 253 resulted in a loss of interaction between the protein and the ligand at this position (Phe253 is Phe29 in Figure 7.4.10).
The disruption to the preferred binding mode of imatinib resulted in the reduced hydrogen bond interactions with Asp 381 on the DFG-loop (Asp 157 in Figure 7.4.10).

In summary, the analysis of the 1lEP Y253F simulation suggests that the loss of interaction disrupts the preferred induced fit of imatinib, causing the ligand to shift to a suboptimal position in the pocket. The decrease in protein-ligand interactions at the P-loop and central section (near the amide CO) of the binding site increased the mobility of the residues at these points, resulting in different conformations of the P-loop and DFG-loop.
7.4.2 Nilotinib

*Structural stability and flexibility of the protein*

![Figure 7.4.11: RMSF results for 3CS9<sub>WT</sub> and 3CS9<sub>Y253F</sub>]

The RMSF profile for 3CS9<sub>Y253F</sub> displayed increased mobility in the region of the αC-helix (residues 40-58 in Figure 7.4.11) and the A-loop (residues 149-170 in Figure 7.4.11) compared to the wild-type structure, which was supported by the results of the PCA (Figure 7.4.12).

![Figure 7.4.12: Principal component analysis for 3CS9<sub>Y253F</sub> (PC1, projected on structure)]
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Fluctuations in the other regions in the kinase, including the P-loop, were comparable to that of the wild-type; RMSD analysis of the P-loop (Figure 7.4.13) showed that although there was an initial increase in mobility, the fluctuations for the latter half of the simulation were comparable to the simulation of 3CS9\textsubscript{WT}.

![Figure 7.4.13: RMSD of the P-loop (3CS9\textsubscript{WT} and 3CS9\textsubscript{Y253F})](image)

The average distance between Phe382 and neighbouring R-spine residues Met290 and His361 decreased was slightly shorter in the 3CS9\textsubscript{Y253F} simulation; however the spine maintained the inactive misaligned conformation throughout the simulation.

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3CS9\textsubscript{WT} (Å)</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.500</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.874</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>11.514</td>
</tr>
</tbody>
</table>

*Table 7.4.3: Mean distance between R-spine residues*

Similar to the 3CS9\textsubscript{F317L} simulation, the hydrogen bond between Tyr393 and Asp363 was well conserved throughout the simulation, and appeared to be more stable in the Y253F simulation than the WT. The Lys271- Glu286 salt bridge was less stable than in the WT simulation, this is
due to the increased movement of the αC-helix in 3CS9<sub>Y253F</sub> which results in the breaking of the hydrogen bond between Lys271 and Glu286.

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>98.00 97.70</td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>34.77 82.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Glu286 (S)</td>
<td>Lys271 (S)</td>
<td>0.80 -</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>10.39 19.08</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>98.40 99.60</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>79.62 85.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>17.68 32.97</td>
</tr>
</tbody>
</table>

Table 7.4.4: Hydrogen bond analysis: 3CS9<sub>Y253F</sub> vs. 3CS9<sub>WT</sub> (4 Å, 30°); S = sidechain, M = main chain.

Review of the simulation showed that Glu286 does form a hydrogen bond with Arg386 when the αC-helix is in partially rotated conformation; however the helical conformation the helix becomes destabilised during the simulation and the αC-helix further rotates out of the binding site, in a shift towards the intermediate Src conformation (Figure 7.4.14). Arg386 cannot maintain the hydrogen bond with Glu286 beyond the partially rotated conformation of the αC-helix (Figure 7.4.15).
7: Single mutation study

Figure 7.4.14: Partial rotation of the C-helix in 3CS9 Y253F

Figure 7.4.15: Full rotation of the C-helix in 3CS9 Y253F
Stability and flexibility of nilotinib

Nilotinib demonstrated stable motions within the pocket, with a marginally higher RMSD compared to the WT structure (Figure 7.4.16).

![Graph showing RMSD for nilotinib (3CS9_Y253F)](image)

*Figure 7.4.16: RMSD for nilotinib (3CS9_Y253F)*

RMSF analysis confirmed that fluctuations of the ligand were in line with that of the overall protein structure (Figure 7.4.17 and Figure 7.4.18) and that the largest fluctuations were located at the trifluoromethyl and imidazole groups at the entrance to the binding site.
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Figure 7.4.17: Index of atoms for nilotinib (3CS9_{Y253F})

Figure 7.4.18: RMSF of nilotinib (3CS9_{Y253F})

Figure 7.4.19: Comparison of nilotinib binding site in the WT and Y253F mutant structures; grey/silver, WT; purple/cyan, Y253F (15 ns)
Protein-ligand interactions

Figure 7.4.19 shows the conformation of the ligand in 3CS9_Y253F compared to 3CS9_WT. Akin to the F317L simulation, the nilotinib amide group that binds to the Glu286 residue has rotated, and Glu286 occupies a slightly more distant position in 3CS9_F317L compared to the WT. This is in contrast to the positions of other binding site residues which are well aligned with the WT simulation. The protein ligand interactions analysis (Figure 7.4.20) confirmed that the replacement of Tyr253 (Tyr21 Figure 7.4.20) in with a phenylalanine results in the loss of interaction with nilotinib. The hydrogen bonds between nilotinib Thr315, Met318 and Asp381 are maintained (displayed as Thr83, Met86, Asp149 in Figure 7.4.20), though diminished with respect to the WT, however due the increase in distance between Glu286 (Glu54 in Figure 7.4.20) and nilotinib, this hydrogen bond is mediated by a water molecule in the Y253F simulation.

![Protein-ligand interactions by residue for nilotinib (3CS9_Y253F)](image)

Figure 7.4.20: Protein-ligand interactions by residue for nilotinib (3CS9_Y253F)

In summary, the analysis of the 3CS9_Y253F Simulation shares striking similarities with the 3CS9_F317L simulation. The results of both simulations suggest that the loss of interaction at residue position 253 disrupts the preferred binding conformation of nilotinib, causing the ligand to shift to change conformation and the replacement of the Glu286 hydrogen bond with a water bridge. The diminishment of the hydrogen bond between Glu286 and nilotinib enabled the rotation of the αC-helix and subsequent Glu286-Arg386 bond. This likely has a causal effect on the residues surrounding the HRD motif and consequential effects on the flexibility of the A-loop.
7: Single mutation study

As previously stated in section 7.3.2, the interactions involving the pyridinyl and pyrimidinyl rings of nilotinib contribute far less to the overall binding affinity compared in imatinib, which supports data that Y253F and F317L are sensitive to nilotinib inhibition [32, 262].
7.5 Results: T315I

The residue Thr315 forms a hydrogen bond with the amine linker between the pyrimidine and phenyl rings of imatinib and nilotinib. Mutation of the threonine to isoleucine results in the loss of this hydrogen bonding interaction in addition to steric clashes between the isoleucine residue and ligand [4]. The T315I mutation is strongly resistant to both nilotinib and imatinib.

7.5.1 Imatinib

Stability and flexibility of the protein

Figure 7.5.1: RMSF results for 1IEPWT and 1IEPT315I

The RMSF profile for 1IEPT315I showed a significant increase in the mobility of the P-loop compared to the wild-type structure, however fluctuations across the rest of the protein structure was comparable to that of 1IEPWT. The RMSD analysis of the P-loop showed large fluctuations, and on review of the simulation the P-loop could be seen to shift towards the active elongated conformation (Figure 7.5.2 and Figure 7.5.3).
Fluctuations around the Phe382 residue resulted in small changes in the distance between Ph382 and neighbouring residues of the R-spine, however the Phe382 residue did not experience a significant change in conformation and the R-spine remained misaligned for the duration of the simulation (Table 7.5.1: Mean distance between R-spine residues).

The hydrogen bond between Tyr393 and Asp363 was extremely stable in the T315I mutated structure. Reduced stability was observed in the Lys271-Glu286 salt bridge, but the hydrogen bond was conserved throughout the simulation (Table 7.5.2).
Table 7.5.1: Mean distance between R-spine residues

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1IEP_WT (Å)</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.487</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.284</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>12.302</td>
</tr>
</tbody>
</table>

Table 7.5.2: Hydrogen bond analysis: 1IEP_T315I vs. 1IEP_WT (4 Å, 30°); $S$ = sidechain, $M$ = main chain.

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hydrogen bonds associated with the inactive conformation</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>97.03</td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>67.53</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>64.64</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>99.80</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>90.41</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>14.69</td>
</tr>
</tbody>
</table>

Stability and flexibility of imatinib

The RMSD of imatinib in the T315I mutated structure was slightly elevated compared to the WT simulation (Figure 7.5.4). The RSMF analysis (Figure 7.5.5 and Figure 7.5.6) showed that the fluctuations of the ligand were in line with the fluctuations of the overall protein structure and that the piperazine ring (at the mouth of the binding site) was the most mobile part of the ligand. The movement of the ligand in the binding site is further illustrated in Figure 7.5.7, which shows the conformation of the ligand in 1IEP_T315I compared to 1IEP_WT.
7: Single mutation study

**Figure 7.5.4: RMSD of imatinib (1IEP_{T315I})**

**Figure 7.5.5: Index of atoms in imatinib (1IEP_{T315I})**
As expected, the substitution of an isoleucine residue at position 315 resulted in a loss of a hydrogen bond between the protein and the ligand at this position. The disruption to the preferred binding mode of imatinib further resulted in the loss of the hydrogen bond with Ile360.
7: Single mutation study

(Ile136 in Figure 7.5.8) at the entrance to the binding site, a loss of interactions with Tyr253 (Tyr29 in Figure 7.5.8), and reduced hydrogen bond interactions with Asp381 (Asp157 in Figure 7.5.8) on the DFG-loop.

![Figure 7.5.8: Protein-ligand interactions by residue (I1EP315)](chart)

In summary, the 1IEP315 simulation suggests that the loss of the hydrogen bond with residue 315 and slightly larger size of isoleucine compared to threonine, disrupts the preferred induced fit of imatinib, causing the ligand to shift to a suboptimal position in the pocket. The decrease in protein-ligand interactions at residue 253 (Tyr29 in Figure 7.5.8) on the P-loop and central section (near the amide CO) of the binding site increased the mobility of the residues at these points, resulting in the intermediate elongated conformation of the P-loop.
7.5.2 Nilotinib

*Stability and flexibility of protein*

![RMSF results for 3CS9WT and 3CS9T315I](image)

*Figure 7.5.9: RMSF results for 3CS9WT and 3CS9T315I*

The RMSF results for 3CS9T315I showed a small increase in the mobility of the P-loop, αC-helix and second half of the A-loop; fluctuations in the other regions in the kinase were comparable to that of the wild-type (Figure 7.5.9). The PCA (Figure 7.5.11) supported these results, showing major motions in the A-loop and αC-helix.

Regional RMSD analysis revealed fluctuations in the conformation of the DFG loop (Figure 7.5.10); the DFG-loop was highly stable in the other nilotinib simulations and increased motion in this region can signify a shift in the inactive state. Observational analysis revealed that although less stable, there was no distinct change in conformation.
Figure 7.5.10: RMSD of the DFG-loop (3CS9\textsubscript{WT} and 3CS9\textsubscript{T315I})

Figure 7.5.11: Principal component analysis for 3CS9\textsubscript{Y253F} (PC1, projected on structure)
The observational analysis of the DFG loop was supported by the R-spine analysis, which showed that the residues maintained similar positions to that of the WT structure. This suggesting that despite the fluctuations in the DFG loop the T315I had minimal impact to the position of these residues (Table 7.5.3).

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3CS9_WT</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.500</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.874</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>11.514</td>
</tr>
</tbody>
</table>

*Table 7.5.3: Mean distance between R-spine residues*

The hydrogen bond between Tyr393 and Asp363 was extremely stable in the T315I simulation; reduced stability was observed in the Lys271-Glu286 salt bridge, but the hydrogen bond was conserved throughout the simulation (Table 7.5.4)

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>98.90</td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>64.14</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>71.13</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>99.40</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>83.42</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>20.38</td>
</tr>
</tbody>
</table>

*Table 7.5.4: Hydrogen bond analysis: 3CS9_{T315I} vs. 3CS9_{WT} (4 Å, 30°); S = sidechain, M = main chain.*

Review of the simulation showed that Glu286 does form a hydrogen bond with Arg386 when the αC-helix is in partially rotated conformation, but only for a small percentage of the simulation.
7: Single mutation study

Figure 7.5.12: (a) interactions between Lys271, Glu286 and Arg386; (b) Glu286-Arg386 bond formation (3CS9

Stability and flexibility of nilotinib

The RMSD of the ligand was initially lower than in the WT simulation but rapidly increased by approximately 1 Å halfway through the simulation (Figure 7.5.13).

Figure 7.5.13: RMSD of nilotinib (3CS9

The RSMF analysis shows that nilotinib has a poor fit in the binding site; the fluctuations of the trifluoromethyl and imidazole groups appear to be clashing against the protein and the pyridine ring is distal from the hinge region.
7: Single mutation study

Figure 7.5.14: Index of atoms for nilotinib (3CS9T315I)

Figure 7.5.15: RMSF of nilotinib (3CS9T315I)

Figure 7.5.16: Comparison of nilotinib binding site in the WT and T315I mutant structures; grey/silver, WT; purple/cyan, T315I (17 ns)
7: Single mutation study

**Protein-ligand interactions**

As expected, the substitution of an isoleucine residue at position 315 resulted in a loss of a hydrogen bond between the protein and the ligand at this position. The loss of this hydrogen bond and the larger size of isoleucine resulted in nilotinib shifting position in the binding site, which further resulted in the loss of the hydrogen bond with Glu286 (replaced by a water bridge, Glu54 in Figure 7.5.17) and a less stable hydrogen bond with Met318 (Met86 in Figure 7.5.17).

![Figure 7.5.17: Protein-ligand interactions by residue for nilotinib (3CS9T315I)](image)

In summary, the analysis of the 3CS9T315 simulation suggests that the loss of the hydrogen bond with residue 315 and slightly larger size of isoleucine compared to threonine, causes nilotinib to change position in the pocket in order to accommodate the different conformation of the binding site. In the new position nilotinib can only maintain stable hydrogen bonding with Asp381 and hydrogen bonds with the other binding site residues are either lost or diminished. The new binding position of nilotinib allows for interactions with the P-loop and residues surrounding the αC-helix, stabilising these motifs; there were fewer fluctuations in these regions in the T315I simulation compared to the Y253F and F317L simulation.

### 7.6 Summary of molecular dynamics study

The MD simulations enabled insight into the internal dynamics of the mutated kinase structures; both within the binding site and in conformationally important regions such as the P-loop and αC-helix.
The analysis of the 1IEP\textsubscript{F317L} and 1IEP\textsubscript{Y253F} simulations suggest that the loss of interaction disrupts the preferred induced fit of imatinib, causing the ligand to shift to a suboptimal position in the pocket, and the further loss of interactions and translates to an increase in the flexibility of the P-loop and A-loop. These results support the concept that imatinib resistance is conferred due to the inability to achieve the preferred induced fit.

The analysis of the 3CS9\textsubscript{F317L} and 3CS9\textsubscript{Y253F} simulations also suggest that the loss of interaction disrupts the preferred binding of nilotinib, causing nilotinib to shift within the pocket and the diminishment of the hydrogen bond between Glu286 and nilotinib. Without stable interactions with the ligand the αC-helix was able to rotate and form the Glu286-Arg386 bond associated with the intermediate conformation. The formation of the Glu-Arg bond and the loss of interaction at the hinge region had a causal effect on the flexibility of the HRD motif, A-loop and P-loop. Given that nilotinib maintains sensitivity to F317L and Y253F, the diminishment of the hydrogen bond between nilotinib and Glu286 supports the concept that that interactions involving the pyridinyl and pyrimidinyl rings of nilotinib contribute far less to the overall binding affinity.

The analysis of the 1IEP\textsubscript{T315I} and 3CS9\textsubscript{T315I} simulations indicate that the loss of the hydrogen bond with residue 315 and slightly larger size of isoleucine compared to threonine, causing the ligand to shift to a suboptimal position in the pocket. In the case 1IEP\textsubscript{T315I}, imatinib moved away from the hinge region, increasing the mobility of the P-loop, resulting in a shift towards the more elongated conformation of the P-loop associated with active Abl. In the 3CS9\textsubscript{T315I} simulation, the new position nilotinib allowed stable hydrogen bonding with Asp381 and interactions with the P-loop and residues surrounding the αC-helix, stabilising these motifs; however hydrogen bonds with the other binding site residues were either lost or diminished. This supports the expectation that the T315I gatekeeper causes a significant change to the conformation of the imatinib/nilotinib binding site which impedes binding of both imatinib and nilotinib. As mentioned in the introduction to this chapter, it would be valuable to repeat this study with ponatinib in order to diversify the results and include an example of a TKI that is capable of inhibiting the gatekeeper mutation.

### 7.7 Ensemble docking

#### 7.7.1 Methodology

Imatinib and nilotinib were docked to the snapshot conformations of 1IEP\textsubscript{F317L}, 1IEP\textsubscript{Y253F}, 1IEP\textsubscript{T315I}, 3CS9\textsubscript{F317L}, 3CS9\textsubscript{Y253F}, and 3CS9\textsubscript{T315I}.
7: Single mutation study

Docking simulations were completed as described in section 6.7.1.

7.7.2 Results

Table 7.7.1 and Table 7.7.2 compare the best GlideScores for imatinib docked to 1IEP and 3CS9 (WT, F317L, Y253F and T315I) to what is known experimentally. Experimental data ranks the mutants as follows: WT < F317L < Y253F < T315I.

The results of the ensemble docking study using the 3CS9 snapshots as receptors correctly ranked the mutations according to experimental data (Table 7.7.2); however the docking scores from the 1IEP receptor study were not aligned with experimental data and the mutations were not correctly ranked in order of binding affinity as expected (Table 7.7.1).

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>GlideScore (1IEP)</th>
<th>GlideScore rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-13.40</td>
<td>3</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.93</td>
<td>1</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-12.12</td>
<td>4</td>
</tr>
<tr>
<td>T315I</td>
<td>4</td>
<td>-13.96</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 7.7.1: GlideScores (best achieved) for imatinib docked to 1IEP (WT, F317L, Y253F, T315I) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC_{50} sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM [331]). IC_{50} values from O’Hare et al, 2009 [333].

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>GlideScore (3CS9)</th>
<th>GlideScore rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-14.78</td>
<td>1</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-13.07</td>
<td>2</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-12.86</td>
<td>3</td>
</tr>
<tr>
<td>T315I</td>
<td>4</td>
<td>-11.71</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 7.7.2: GlideScores (best achieved) for imatinib docked to 3CS9 (WT, F317L, Y253F, T315I) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC_{50} sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM [331]). IC_{50} values from O’Hare et al, 2009 [333].
Table 7.7.3 and Table 7.7.4 compare the best GlideScores for nilotinib docked to the 1IEP and 3CS9 structures to what is known experimentally. As with imatinib, the results should have correctly ranked the structures: WT < F317L < Y253F < T315I. Furthermore the docking scores for nilotinib should have been better (more negative) than those for imatinib.

The results of the ensemble docking study using the 3CS9 snapshots as receptors correctly ranked the mutations according to experimental data and ranked nilotinib as a more potent inhibitor compared to imatinib (Table 7.7.4); however the docking scores from the 1IEP receptor study were not aligned with experimental data and the mutations were not correctly ranked in order of binding affinity as expected (Table 7.7.3).

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>GlideScore</th>
<th>GlideScore rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-13.78</td>
<td>3</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.50</td>
<td>1</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-13.68</td>
<td>4</td>
</tr>
<tr>
<td>T315I</td>
<td>4</td>
<td>-14.17</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 7.7.3: GlideScores (best achieved) for nilotinib docked to 1IEP (WT, F317L, Y253F, T315I) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\(_{50}\) sensitivity to nilotinib (green: <200 nM; orange: 200-1000 nM; red: >1000 nM [331]). IC\(_{50}\) values from O’Hare et al, 2009 [333].

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>GlideScore</th>
<th>GlideScore Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-15.41</td>
<td>1</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.22</td>
<td>2</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-14.19</td>
<td>3</td>
</tr>
<tr>
<td>T315I</td>
<td>4</td>
<td>-12.97</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 7.7.4: GlideScores (best achieved) for nilotinib docked to 3CS9 (WT, F317L, Y253F, T315I) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\(_{50}\) sensitivity to nilotinib (green: <200 nM; orange: 200-1000 nM; red: >1000 nM [331]). IC\(_{50}\) values from O’Hare et al, 2009 [333].
7: Single mutation study

7.7.3 Discussion

Given the MD simulations of 1IEP and 3CS9 had shown the two protein structures to be very similar, the inconsistency in the 1IEP docking results was unexpected. The reasons behind this could be either due to poor performance from the docking software Glide or an error in the simulation. Unfortunately it is difficult to draw conclusions based on only two receptors and ligands; if more time had been available the protocol would ideally have been tested using a large dataset of TKIs and their receptors, and then compared to available experimental binding affinities.

Docking software is often more accurate at ranking and predicting the binding affinity of ligands when there is high correlation between the logarithm of ligand molecular weight and experimental binding affinity [335]. Table 7.7.5 shows that this is not the case for the Abl tyrosine kinase inhibitors; the experimental IC50 values (Zabriskie et al., 2014) and the logarithm of the molecular weight are poorly correlated. This suggests that Glide might not be as efficient at predicting binding affinity for the Abl tyrosine kinase inhibitors as other data sets.

<table>
<thead>
<tr>
<th>Inhibitor</th>
<th>IC50 (nM)</th>
<th>MW (g/mol)</th>
<th>Log MW</th>
</tr>
</thead>
<tbody>
<tr>
<td>Imatinib</td>
<td>768.3</td>
<td>493.60</td>
<td>2.69</td>
</tr>
<tr>
<td>Nilotinib</td>
<td>57.0</td>
<td>529.52</td>
<td>2.72</td>
</tr>
<tr>
<td>Bosutinib</td>
<td>111.6</td>
<td>530.45</td>
<td>2.72</td>
</tr>
<tr>
<td>Dasatinib</td>
<td>2.8</td>
<td>488.01</td>
<td>2.69</td>
</tr>
<tr>
<td>Ponatinib</td>
<td>3.9</td>
<td>532.56</td>
<td>2.73</td>
</tr>
</tbody>
</table>

*Table 7.7.5: IC50 values of Abl TKIs vs. molecular weight. IC50 values from Zabriskie et al [331].*

7.8 MDGBSA calculations

7.8.1 Methodology

MM-GBSA calculations were performed on the 1IEP and 3CS9 trajectories were completed as described in section 6.8.1.
7.8.2 Results

As with the GlideScores in the docking study, the more negative the MM-GBSA result, the higher the binding affinity of the ligand.

As seen in the docking study, the MM-GBSA results for the 3CS9 structures were reasonably well aligned with experimental data, whereas those for the 1IEP structures were not.

<table>
<thead>
<tr>
<th>Energy components (kcal/mol)</th>
<th>WT</th>
<th>F317L</th>
<th>Y253F</th>
<th>T315I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total ligand energy</td>
<td>-144.95</td>
<td>-145.99</td>
<td>-147.91</td>
<td>-147.35</td>
</tr>
<tr>
<td>Total receptor energy</td>
<td>-6368.80</td>
<td>-6076.51</td>
<td>-6357.99</td>
<td>-6341.49</td>
</tr>
<tr>
<td>Total complex energy</td>
<td>-6586.41</td>
<td>-6317.04</td>
<td>-6580.38</td>
<td>-6563.31</td>
</tr>
<tr>
<td>Difference</td>
<td>-72.66</td>
<td>-94.53</td>
<td>-74.48</td>
<td>-74.48</td>
</tr>
</tbody>
</table>

Table 7.8.1: MM-GBSA results for 1IEP (WT, F317L, Y253F, T315I) with imatinib

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>MM-GBSA (Difference, kcal/mol)</th>
<th>MM-GBSA rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-72.66</td>
<td>3</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-94.53</td>
<td>1</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-74.48</td>
<td>=2</td>
</tr>
<tr>
<td>T315I</td>
<td>4</td>
<td>-74.48</td>
<td>=2</td>
</tr>
</tbody>
</table>

Table 7.8.2: MM-GBSA results for 1IEP (WT, F317L, Y253F, T315I) with imatinib vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\textsubscript{50} sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM [331]). IC\textsubscript{50} values from O’Hare et al, 2009 [333].
Table 7.8.3: MM-GBSA results for 3CS9 (WT, F317L, Y253F, T315I) with nilotinib

<table>
<thead>
<tr>
<th>Energy components (kcal/mol)</th>
<th>WT</th>
<th>F317L</th>
<th>Y253F</th>
<th>T315I</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total ligand energy</td>
<td>-223.99</td>
<td>-221.62</td>
<td>-223.40</td>
<td>-224.63</td>
</tr>
<tr>
<td>Total receptor energy</td>
<td>-6413.74</td>
<td>-6422.64</td>
<td>-6380.38</td>
<td>-6372.00</td>
</tr>
<tr>
<td>Total complex energy</td>
<td>-6712.63</td>
<td>-6706.84</td>
<td>-6666.73</td>
<td>-6650.87</td>
</tr>
<tr>
<td>Difference</td>
<td>-74.90</td>
<td>-62.58</td>
<td>-62.95</td>
<td>-54.25</td>
</tr>
</tbody>
</table>

Table 7.8.4: MM-GBSA results for 3CS9 with nilotinib (WT, F317L, Y253F, T315I) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\(_{50}\) sensitivity to nilotinib (green: <200 nM; orange: 200-1000; nM; red: >1000 nM [331]). IC\(_{50}\) values from O’Hare et al, 2009 [333].

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>MM-GBSA (Difference, kcal/mol)</th>
<th>MM-GBSA rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-74.90</td>
<td>1</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-62.58</td>
<td>3</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-62.95</td>
<td>2</td>
</tr>
<tr>
<td>T315I</td>
<td>4</td>
<td>-54.25</td>
<td>4</td>
</tr>
</tbody>
</table>

One notable difference in the 3CS9 MM-GBSA results compared to the ensemble docking study and experimental data is the rankings of F317L and Y253F. These mutations had similar MM-GBSA results but the Y253F mutation was ranked as slightly more sensitive to nilotinib inhibition.

### 7.8.3 Discussion

Both the docking scores and MM-GBSA results suggested there was an inaccuracy in the 1IEP simulation. As previously mentioned, is it difficult to identify the source of this error without repeating the simulations for a larger dataset; however, one common reason for inaccuracies or unexpected results in docking scores is the exclusion of conserved water molecules [221, 336].
Since the crystal structure of 1IEP contained water molecules within the binding site (whereas the 3CS9 structure did not) this warranted further investigation.

### 7.9 Water molecule prediction

When preparing a PDB structure it is difficult to decide which, if any, of the crystallographic water molecules should be retained. In the case of 1IEP, previous research was contradictory; in some cases the water molecules were kept and in others they were removed. In this research all the waters in both the 2F4J, 1IEP and 3CS9 crystal structures were removed prior to MD production. At the time of preparation there were few methods of evaluating this decision; however, recently methods have been developed that can reliably determine the positioning of water molecules in the binding site of a protein or protein-ligand complex. The position and interactions of the water molecules in the 1IEP binding site were retrospectively evaluated via a) observational analysis of the simulation b) using the water grid function in PTRAJ (AMBER) to determine the average positions of the water molecules in the binding site and c) completing robust free energy calculations via the statistical thermodynamics approaches FDTI and JAWS [226].

#### 7.9.1 Observational analysis

A review of the crystal structure showed that there were two waters in the binding site; one of the waters, Wat14, was held in place by a tetrahedral hydrogen bonding network between Wat75, Glu286, Lys271 and Asp381.

![Hydrogen bonding network](image)

*Figure 7.9.1: Hydrogen bonding network with \( W_1 \) and \( W_2 \) in the 1IEP crystal structure; a) underside of binding site b) parallel to binding site*

On reviewing the 1IEP simulation, two water molecules (\( W_1 \) and \( W_2 \)) were observed entering the pocket and occupying the binding site for a large part of the simulation. \( W_1 \) entered the pocket within the first 2 ns of the simulation and formed hydrogen bonds with Glu286, Lys271 and Asp381.
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![Image](image1.png)

**Figure 7.9.2: Hydrogen bonding network with W₁ in the 1IEP WT simulation; underside of binding site**

The second water molecule, W₂, entered the binding site approximately halfway through the simulation, displacing W₁ and forming hydrogen bonds with W₁, Glu286, Lys271 and Asp381, as in the crystal structure.

![Image](image2.png)

**Figure 7.9.3: Hydrogen bonding network with W₁ and W₂ in the 1IEP WT simulation; a) underside of binding site b) parallel to binding site**

Hydrogen bond analysis (Table 7.9.1) confirmed that this hydrogen bonding network was very stable, especially between the waters, the Glu286 and Asp381 residues and imatinib.

<table>
<thead>
<tr>
<th>Residues</th>
<th>Stability (% of simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lys271 – W₁</td>
<td>35.7</td>
</tr>
<tr>
<td>Glu286 – W₁</td>
<td>62.2</td>
</tr>
<tr>
<td>Asp381 – W₁</td>
<td>67.2</td>
</tr>
<tr>
<td>Imatinib – W₁</td>
<td>85.7</td>
</tr>
<tr>
<td>Lys271 – W₂</td>
<td>10.4</td>
</tr>
<tr>
<td>Glu286 – W₂</td>
<td>65.6</td>
</tr>
<tr>
<td>Asp381 – W₂</td>
<td>70.6</td>
</tr>
<tr>
<td>W₁ – W₂</td>
<td>22.5</td>
</tr>
</tbody>
</table>

**Table 7.9.1: Stability of hydrogen bonding network with W₁ and W₂, 1IEP simulation.**

The interactions with the two water molecules likely stabilise the positions of Glu286 and Asp381 for optimal ligand binding.
7.9.2 Water molecule prediction using Amber (PTRAJ)

The grid module in ptraj (part of the AMBER toolkit [162]) creates a grid in X-Plor density format with a count of the specified atoms (e.g. water molecules) in each grid cell for an entire MD simulation. The “average” output shows the most common position of the water molecules throughout the simulation, which gives an indication of the position of hydration sites within the pocket [234]. The figure below shows the ptraj output for 1IEP, it shows water molecules (in green) clustered around the ligand within the binding site.

![Water molecule prediction using Amber (PTRAJ)](image)

*Table 7.9.2: PtraJ demonstrates how waters cluster around imatinib in the 1IEP simulation*

In the 3CS9 simulation, although there were water molecules local to the binding site, none appeared to directly interact with the ligand.

7.9.3 Free energy calculations to determine the stability of W282

In order to confirm that W_2 is a conserved and tightly bound water molecule, two free energy simulations were run by another member of the group, Michael Bodnarchuk, to estimate the binding free energy of W_2; double-decoupling FDTI and JAWS.

*Double-Decoupling FDTI*

Calculations were performed on W_2 by gradually switching off firstly the electrostatic interactions, followed by perturbing the Lennard-Jones terms to zero. Calculations were performed using 16 equally spaced λ windows, with each λ state firstly equilibrated for 25 M MC moves, followed by a further 30 M data collection moves. Decoupling the electrostatic interactions resulted in a free energy change of +18.824 kcal/mol, whilst perturbing the LJ terms gave a free energy change of -0.773 kcal/mol. This gave a decoupling energy of 18.051 kcal/mol. The simulations were performed using a hardwall potential of radius 1.8 Å which prevented
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other molecules from entering the decoupling region. This restraint needs to be accounted for, with its correction term equal to -0.12 kcal/mol. Accounting for the symmetry of the substrate (a term equal to +0.40 kcal/mol), we can find the binding free energy of this molecule to be -11.931 kcal/mol (6.4 - 18.051 + 0.12 - 0.40).

**JAWS**

The same input structures were used for JAWS as for the double decoupling simulations. Simulations were run at a range of different biasing potentials in order to sample both the on and off states of W₂.

Figure 7.9.4 shows that the JAWS binding free energy fluctuates around the FDTI result. The associated error for the JAWS results is around 1.1 kcal/mol, with the FDTI error around 0.60 kcal/mol. This suggests that the two methods are giving good agreement and that W₂ is a tightly bound to imatinib in the 1IEP structure.

![Figure 7.9.4: Binding free energy of W₂ determined by FDTI (pink) and JAWS (blue).](image)

The docking results for imatinib docked to the 3CS9 structure were in line with the expected results; this may be because the binding site residues, particularly Glu286 and Asp381, are in the correct position for imatinib binding despite the absence of the water molecules.
7.10 Chapter summary

The aim of this chapter was to investigate the individual effects of three common mutations, F317L, Y253F and T315I, on the conformation of Abl and binding modes of imatinib and nilotinib, and to test whether the ensemble docking method and MMGBSA calculations could correctly rank the mutations according to experimental data.

The analysis of the F317L and Y253F simulations suggests that the loss of interaction does disrupt the preferred binding of imatinib and nilotinib, causing the ligand to shift to a suboptimal position in the pocket and the further loss of interactions. In 1IEP this translates to diminished hydrogen bonding with His361 (F317L) and Ile360 (F317L) and Asp381 (Y253F) and a subsequent increase in the flexibility of the P-loop and A-loop. In the 3CS9 simulations ligand shift resulted in the diminishment of the hydrogen bond between Glu286 and nilotinib. Without stable interactions with the ligand the αC-helix was able to rotate and form the Glu286-Arg386 bond associated with the intermediate conformation. The formation of the Glu-Arg bond and the loss of interaction at the hinge region had a causal effect on the flexiblity of the HRD motif, A-loop and P-loop. These results support the concept that imatinib resistance to F317L and Y253F is conferred due to the inability to achieve the preferred induced fit and that interactions involving the pyridinyl and pyrimidinyl rings of nilotinib contribute far less to the overall binding affinity, allowing nilotinib to maintain sensitivity to F317L and Y253F.

The analysis of the 1IEP7315 and 3CS9T315 simulations indicate that the loss of the hydrogen bond with residue 315 and slightly larger size of isoleucine compared to threonine, causes a significant shift in the position of the ligand. In the 1IEP7315 simulation imatinib moved away from the hinge region, increasing the mobility of the P-loop, resulting in a shift towards the more elongated conformation of the P-loop associated with active Abl. The disruption to the preferred binding mode of imatinib further resulted in the loss of the hydrogen bond with Ile361, depletion in interactions with Tyr253, and diminished hydrogen bond interactions with Asp381. In contrast, the new position of nilotinib in the 3CS97315 simulation allowed stable hydrogen bonding with Asp381 and interactions with the P-loop and residues surrounding the αC-helix, stabilising these motifs; however hydrogen bonds with the other binding site residues were either lost or diminished. This supports the expectation that the T315I gatekeeper causes a significant change to the conformation of the imatinib/nilotinib binding site which impedes binding of both imatinib and nilotinib.

The results of the docking and MM-GBSA studies were mixed; Table 7.10.1 and Table 7.10.2 compare the results for each ligand to experimental data.
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<table>
<thead>
<tr>
<th>Experimental</th>
<th>Ensemble docking (GlideScore)</th>
<th>MM-GBSA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity</td>
<td>Rank</td>
</tr>
<tr>
<td>WT</td>
<td>1</td>
<td>-13.40</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.93</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-12.12</td>
</tr>
<tr>
<td>T315I</td>
<td>4</td>
<td>-13.96</td>
</tr>
</tbody>
</table>

Table 7.10.1: Results summary – Imatinib, single mutations study. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\textsubscript{50} sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM [331]). IC\textsubscript{50} values from O’Hare et al, 2009 [333].

<table>
<thead>
<tr>
<th>Experimental</th>
<th>Ensemble docking (GlideScore, kcal/mol)</th>
<th>MM-GBSA (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Sensitivity</td>
<td>Rank</td>
</tr>
<tr>
<td>WT</td>
<td>1</td>
<td>-13.78</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.50</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-13.68</td>
</tr>
<tr>
<td>T315I</td>
<td>4</td>
<td>-14.17</td>
</tr>
</tbody>
</table>

Table 7.10.2: Results summary – Nilotinib, single mutations study. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\textsubscript{50} sensitivity to nilotinib (green: <200 nM; orange: 200-1000 nM; red: >1000 nM [331]). IC\textsubscript{50} values from O’Hare et al, 2009 [333].

Using the 3CS9 snapshots as receptors, the docking study correctly ranked the mutations according to experimental data (WT > F317L > Y253F > T315I), and ranked nilotinib as a more potent inhibitor compared to imatinib. The results of the MM-GBSA study were also aligned with the experimental data, however did not correctly the F317L and Y253F structures; Y253F had a slightly more negative result compared to F317L. The overall rankings from the MM-GBSA study were: WT > Y253F > F317L > T315I.

The docking and MM-GBSA results using the 1IEP structures were poorly aligned with experimental data and the mutations were not correctly ranked.

The reasons behind this inconsistency could be either due to poor performance from the docking/MM-GBSA software or an error in the simulation. On review of the 1IEP MD simulation...
it was found that two water molecules interacted consistently with imatinib in the simulation; in particular $W_2$ formed a tetrahedral hydrogen bonding network between $W_1$, Glu62, Lys47 and Asp157 as seen in the crystal structure of 1IEP and likely stabilises the positions of Glu286 and Asp381. Free energy calculations confirmed that this water is tightly bound and should have been considered explicitly in the docking and MMGBSA studies; the exclusion of conserved waters is known to cause inaccuracies in the prediction of binding affinity values [214-221]. Although the evidence from the water molecule analysis suggests that including the $W_1$ and $W_2$ water molecules would have been appropriate for the 1IEP simulations, there is no conclusive evidence to confirm that this is and not some other error source is the driver behind the unexpected docking and MM-GBSA results. To confirm this, multiple simulations using the 1IEP structure, with and without water molecules $W_1$ and $W_2$, as well as alternative structures of the Abl kinase domain, such as 1OJP, would need to be completed. This was unfortunately not possible to complete as part of this research due to time constraints.
Chapter 8

8 Compound mutation study

8.1 Aim

The aim of this chapter is to investigate the effect of two compound mutations, Y253F/F317L and T315I/Y253F/F317L, on the conformation of Abl and the binding modes of imatinib and nilotinib. At the time of this research there was no clinical data available regarding the prevalence of compound mutations in patients and no in-vitro studies had been completed. In the absence of experimental data, the selection of the compound mutations was based on combining the single mutations already studied. Since the completion of this research, there have been several studies evaluating the how well the TKIs used in current clinical practice inhibit compound mutations. Although there are no experimental data available for the compound mutations studied in this work (Y253F/F317L and T315I/Y253F/F317L) previous studies have shown that compound mutations that include T315I as a component typically demonstrate a high level of resistance to imatinib and nilotinib [330, 331].

Having validated the methods by reproducing experimental rankings in Chapter 7, docking and MMGBSA calculations were utilised to predict the level of resistance conferred by the compound mutations. In the previous chapter it was shown that a single occurrence of these mutations has dramatic effects on the dynamics of the kinase as well as protein-ligand interactions.

Both compound mutations are expected to confer resistance to imatinib and nilotinib. The double mutation is expected to be ranked as more resistant than the single mutants Y253F and F317L; the triple mutation is predicted to be ranked the most resistant, given the inclusion of the gatekeeper. The overall rankings are expected to be: WT > F317L > Y253F > YF > T315I > TYF.
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<table>
<thead>
<tr>
<th>Mutation</th>
<th>Imatinib (IC$_{50}$ in nM)</th>
<th>Nilotinib (IC$_{50}$ in nM)</th>
<th>Ponatinib (IC$_{50}$ in nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>768.3 ± 143</td>
<td>57.0 ± 11.1</td>
<td>111.6 ± 12.3</td>
</tr>
<tr>
<td>G250E/V299L</td>
<td>6321.3 ± 1411.9</td>
<td>717.8 ± 177.1</td>
<td>17.5 ± 3.1</td>
</tr>
<tr>
<td>Y253H/E255V</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>203.5 ± 41.7</td>
</tr>
<tr>
<td>Y253H/F317L</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>27.3 ± 2.9</td>
</tr>
<tr>
<td>E255V/V299L</td>
<td>&gt;10240.0</td>
<td>3890.3 ± 2041.4</td>
<td>42.8 ± 13.0</td>
</tr>
<tr>
<td>V299L/F317L</td>
<td>4276.7 ± 494.7</td>
<td>287.8 ± 26.8</td>
<td>9.5 ± 1.9</td>
</tr>
<tr>
<td>V299L/M351T</td>
<td>2599.7 ± 378.6</td>
<td>95.7 ± 17.8</td>
<td>8.3 ± 1.5</td>
</tr>
<tr>
<td>V299L/F359V</td>
<td>2760.7 ± 462.4</td>
<td>690.0 ± 130.6</td>
<td>18.8 ± 3.6</td>
</tr>
<tr>
<td>F317L/F359V</td>
<td>8397.3 ± 1395.0</td>
<td>1884.7 ± 344.2</td>
<td>53.2 ± 17.7</td>
</tr>
<tr>
<td>M244V/T315I</td>
<td>9865.0 ± 212.3</td>
<td>9914.0 ± 326.2</td>
<td>29.1 ± 8.6</td>
</tr>
<tr>
<td>G250E/T315I</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>152.4 ± 29.7</td>
</tr>
<tr>
<td>Q252H/T315I</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>114.3 ± 23.2</td>
</tr>
<tr>
<td>Y253H/T315I</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>357.9 ± 77.4</td>
</tr>
<tr>
<td>E255V/T315I</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>659.5 ± 9.4</td>
</tr>
<tr>
<td>F311I/T315I</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>215.7 ± 23.4</td>
</tr>
<tr>
<td>T315I/M351T</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>84.8 ± 19.7</td>
</tr>
<tr>
<td>T315I/F359V</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>103.5 ± 17.1</td>
</tr>
<tr>
<td>T315I/H396R</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>90.8 ± 24.7</td>
</tr>
<tr>
<td>T315I/E453K</td>
<td>&gt;10240.0</td>
<td>&gt;10240.0</td>
<td>93.4 ± 1.7</td>
</tr>
</tbody>
</table>

Table 8.1.1. Sensitivity of Bcr-Abl kinase domain mutants to imatinib and nilotinib (based on assays using Ba/F3 cells. The IC$_{50}$ value is the concentration of inhibitor resulting in a 50% reduction in cell viability; NR, not recorded. Adapted from references: Zabriskie et al, 2014 [331])

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>Imatinib (IC$_{50}$ in nM)</th>
<th>Nilotinib (IC$_{50}$ in nM)</th>
<th>Ponatinib (IC$_{50}$ in nM)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sensitive</td>
<td>&lt; 1000</td>
<td>&lt; 200</td>
<td>&lt; 25</td>
</tr>
<tr>
<td>Moderately resistant</td>
<td>1000 – 4000</td>
<td>200 - 1000</td>
<td>25 – 150</td>
</tr>
<tr>
<td>Highly resistant</td>
<td>&gt; 4000</td>
<td>&gt; 1000</td>
<td>&gt; 150</td>
</tr>
</tbody>
</table>

Table 8.1.2. Sensitivity scale for imatinib, nilotinib and ponatinib. Adapted from reference [331]
8.2 Molecular dynamics study of compound mutations

8.2.1 Review of the mutations

Y253F/F317L compound mutation

The Y253F/F317L double mutation combines two of the mutations studied in Chapter 7; Y253F and F317L. Tyr253 (Y253) in WT Abl forms one side of the hydrophobic cage around the imatinib binding site and aids the folding of the P-loop into the kinked conformation for preferential binding with imatinib/nilotinib. The side chain of Phe317 (F317), which is part of the hinge region, effectively forms the roof of the ATP binding site. This residue stacks partially on the pyrimidine ring of imatinib and nilotinib, and the side chain shields the hinge region from the solvent forming a hydrophobic enclosure.

![Figure 8.2.1: Location of the residues in the double mutant structure (a) The position of Tyr253 and Phe317 in WT Abl (1IEP.pdb); (b) The position of Phe253 and Leu317 in mutant Abl (1IEP_YF)](image)

The analysis of the single F317L and Y253F simulations suggests that the loss of interaction disrupts the preferred binding of imatinib and nilotinib, causing the ligand to shift to a suboptimal position in the pocket and the further loss of interactions. In 1IEP this translates to diminished hydrogen bonding with His361 (F317L) and Ile360 (F317L) and Asp381 (Y253F) and a subsequent increase in the flexibility of the P-loop and A-loop. In the 3CS9 simulations ligand shift resulted in the diminishment of the hydrogen bond between Glu286 and nilotinib. Without stable interactions with the ligand the αC-helix was able to rotate and form the Glu286-Arg386 bond associated with the intermediate conformation.

The combination of the two mutations is therefore likely to cause significant disruption to the binding interactions of both ligands.
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**T315I/Y253F/F317L compound mutation**

The T315I/Y253F/F317L combines the double mutation with the T315I gatekeeper mutation and therefore all three of the single mutations studied in Chapter 7.

The threonine residue at position 315 in Abl is known as the gatekeeper residue and the size of the residue at this position determines how easily the hydrophobic pocket can be accessed especially in the (DFG-in) active form. In the case of imatinib and nilotinib binding, the hydroxyl group of T315 forms a hydrogen bond to the amine linker between the pyrimidine and phenyl rings of the ligand.

![Figure 8.2: (a) The position of Tyr253, Phe317 and Thr315 in WT Abl (1IEP.pdb); (b) The position of Phe253, Leu317 and Ile 315 in mutant Abl (1IEP_TYF)](image)

The protein-ligand interactions analysis of the T315I simulations in Section 7.5 indicates that the loss of the hydrogen bond with residue 315 and slightly larger size of isoleucine compared to threonine, causes a significant shift in the position of the ligand. In the 1IEP_{T315I} simulation imatinib moved away from the hinge region, increasing the mobility of the P-loop, resulting in a shift towards the more elongated conformation of the P-loop associated with active Abl. The disruption to the preferred binding mode of imatinib further resulted in the loss of the hydrogen bond with Ile361, depletion in interactions with Tyr253, and diminished hydrogen bond interactions with Asp381. In contrast, the new position of nilotinib in the 3CS9_{T315} simulation allowed stable hydrogen bonding with Asp381 and interactions with the P-loop and residues surrounding the αC-helix, stabilising these motifs; however hydrogen bonds with the other binding site residues were either lost or diminished.

Given the disruptive effects of each singular mutation, the combination of Y253F, F317L and T315I are expected to cause substantial loss of binding and a significant change in the position of imatinib and nilotinib in the pocket.
8.2.2 Protein structure preparation and MD parameters

The SCAP program was used to mutate multiple residues in the 1IEP and 3CS9 structures; Y253 and F317 for the double mutation and Y253, F317L and T315 for the triple mutation [71]. Protein structure preparation and molecular dynamics simulations were then completed as described in 5.2.4.

8.3 Results: Double compound mutation

8.3.1 Imatinib

Stability and flexibility of the protein

![Figure 8.3.1: RMSF results for 1IEP<sub>WT</sub> and 1IEP<sub>YF</sub>]

The RMSF profile for 1IEP<sub>YF</sub> displayed increased mobility in the P-loop, αF-Helix and αH-Helix; fluctuations in the other regions in the kinase were comparable to that of the wild-type. Fluctuations in the P-loop translated to a change in conformation; the loop unfolded from the kinked conformation towards the elongated active conformation.
The P-loop did retain some secondary structure however and did not encroach on the binding site. The RMSD analysis highlighted a large fluctuation in the DFG loop during the simulation; observational analysis showed that Phe383 residue was extremely mobile and fluctuated between several different DFG-in conformations during the simulation. This was supported by the R-spine analysis which identified that the distance between Phe382 and His361 had decreased but that the spine remained misaligned.
Figure 8.3.4: Different conformations of the DFG loop in 1IEP_YF; Double mutant in cyan, WT in grey

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1IEP_WT</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.487</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.284</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>12.302</td>
</tr>
</tbody>
</table>

Table 8.3.1: Mean distance between R-spine residues

The hydrogen bond between Tyr393 and Asp363 was extremely stable in the Y253F/F317L simulation, however the Lys271-Glu286 salt bridge, was not well conserved and was only stable for approximately 59% of the simulation (Table 8.3.2). Observational analysis showed that that Glu286 is partially rotated and forms a hydrogen bond with Arg386, however the bond is not stable given the position of the C-Helix is turned upwards away from the binding site. The breakage of the salt bridge is not driven by the rotation of the C-helix in this case but by the helix’s upward motion and fluctuations in the Lys271 residue.
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<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hydrogen bonds associated with the inactive conformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>97.30</td>
</tr>
<tr>
<td><strong>Hydrogen bonds associated with the active conformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>44.16</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>52.85</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>99.50</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>81.72</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>27.27</td>
</tr>
</tbody>
</table>

Table 8.3.2: Hydrogen bond analysis: 1IEP YF vs. 1IEP WT (4 Å, 30°); S = sidechain, M = main chain.

![Figure 8.3.5: The positions of Glu286, Arg386 and Lys271; (a) facing the αC-Helix (b) rotated 90°](image)

**Stability and flexibility of imatinib**

The RMSD analysis showed that imatinib was less stable in the binding site in the Y253F/F317L simulation compared to the WT and RMSF analysis highlighted fluctuations at the pyrimidine and piperazine rings (Figure 8.3.6, Figure 8.3.7 and Figure 8.3.8).
Figure 8.3.6: RMSD of imatinib (1IEP).

Figure 8.3.7: Index of atoms in imatinib (1IEP).
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![RMSF of imatinib (1IEP_YF)](image)

**Figure 8.3.8: RMSF of imatinib (1IEP_YF)**

![Comparison of imatinib binding site in the WT and YF mutant structures; grey/silver, WT; purple/cyan, YF (15 ns)](image)

**Figure 8.3.9: Comparison of imatinib binding site in the WT and YF mutant structures; grey/silver, WT; purple/cyan, YF (15 ns)**

*Protein-ligand interactions*

As expected, the substitution of a phenylalanine residue at position 253 and a leucine at 317 resulted in a loss of interactions between the protein and the ligand (residues 253 and 317 are renumbered in Figure 8.3.10 to 29 and 93 respectively).

Unexpectedly the hydrogen bonding interactions with Asp381 (Asp157 in Figure 8.3.10), Thr315 (Thr91 in Figure 8.3.10), Glu286 (Glu62 in Figure 8.3.10), Met290 (Met66 in Figure 8.3.10), Ile360
(Ile136 in Figure 8.3.10) and His361 (His137 in Figure 8.3.10) appear to be well maintained; however given the increased RMSD of the ligand it is unclear how stable the ligand is in this conformation given the flexibility if the P- and DFG-loops.

**Figure 8.3.10: Protein-ligand interactions by residue (I1EPm)**
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8.3.2 Nilotinib

Structural stability and flexibility

Figure 8.3.11: RMSF results for 3CS9\textsubscript{WT} and 3CS9\textsubscript{YF}

The RMSF profile for 3CS9\textsubscript{YF} displayed increased mobility in the P-loop, αC-helix and second half of the A-loop; fluctuations in the other regions of the kinase were comparable to that of the wild-type simulation. The increased flexibility in the P-loop translated in a change in the kinked conformation towards the more elongated active conformation (Figure 8.3.12).

Figure 8.3.12: Conformation of the P-loop (a) initial (b) final
A review of the R-spine showed that the residues maintained similar positions to that of the WT structure, suggesting that the double mutation had minimal impact on the position of these residues or the conformation of the DFG-loop.

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3CS9_WT</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.500</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.874</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>11.514</td>
</tr>
</tbody>
</table>

*Table 8.3.3: Mean distance between R-spine residues*

The hydrogen bond between Tyr393 and Asp363 was extremely stable in the 3CS9_YF simulation, however the Lys271-Glu286 salt bridge was all but absent.

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>96.39</td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>0.20</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Glu286 (S)</td>
<td>Lys271 (S)</td>
<td>0.30</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>75.95</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>98.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>0.90</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>67.23</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>12.73</td>
</tr>
</tbody>
</table>

*Table 8.3.4: Hydrogen bond analysis: 3CS9_YF vs. 3CS9_WT (4 Å, 30°); S = sidechain, M = main chain.*
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Observational analysis revealed that the Lys271-Glu286 bond was not present at the start of the simulation due to the denaturation of the αC-helix, and during the simulation Glu286 continues to rotate out of the binding site.

![Figure 8.3.13: Conformation of Glu286 (a) initial (b) fully rotated](image)

Glu286 does form a hydrogen bond with Arg386 but the upwards motion of the C-helix means that this bond is not well conserved. The denaturation of the C-helix suggests that the secondary structure of the 3CS9YF simulation may be unstable.

**Stability and flexibility of nilotinib**

Although initially well aligned with the WT simulation, the RMSD of the ligand gradually increased during the simulation (Figure 8.3.14). The RMSF analysis indicated a poor fit in the binding site; the fluctuations of the trifluoromethyl were tightly aligned with those of the protein, however the pyridine ring appeared to be distal from the hinge region (Figure 8.3.15, Figure 8.3.16 and Figure 8.3.17).
Figure 8.3.14: RMSD for nilotinib (3CS9\textsubscript{WT})

Figure 8.3.15: Index of atoms for nilotinib (3CS9\textsubscript{WT})
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Figure 8.3.16: RMSF for nilotinib (3CS9\_YF)

Figure 8.3.17: Comparison of nilotinib binding site in the WT and YF mutant structures; grey/silver, WT; purple/cyan, YF (15 ns)

Protein-ligand interactions

As in the imatinib simulation the substitution of a phenylalanine residue at position 253 and a leucine at 317 resulted in a loss of interaction between the protein and the ligand; the shift in conformation also resulted in the hydrogen bonds between nilotinib and the protein becoming diminished, particularly Glu286 and Met290 (Glu54 and Met58 in Figure 8.3.18); interestingly the new conformation of nilotinib does facilitate a strong water mediated hydrogen bond with Lys271 (Lys39 in Figure 8.3.18).
Figure 8.3.18: Protein-ligand interactions by residue (nilotinib, 3CS9$_W$)
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8.4 Results: Triple compound mutation

8.4.1 Imatinib

*Stability and flexibility of the protein*

![RMSF profile for 1IEP TYF showing increased mobility of the P-loop and second half of the A-loop](image)

*Figure 8.4.1: RMSF results for 1IEP<sub>WT</sub> and 1IEP<sub>TYF</sub>*

The RMSF profile for 1IEP<sub>TYF</sub> showed an increase in the mobility of the P-loop and second half of the A-loop compared to the wild-type structure, and a moderate increase in RMS across the protein structure overall. Similar to the 1IEP<sub>TYF</sub> simulation, the fluctuations in the P-loop translated to a change in conformation; the loop unfolded from the kinked conformation towards the elongated active conformation.

![Different conformations of the P-loop in 1IEP<sub>TYF</sub>](image)

*Figure 8.4.2: Different conformations of the P-loop in 1IEP<sub>TYF</sub> (a) initial (b) final*
A review of the R-spine showed that the residues maintained similar positions to that of the WT structure, suggesting that the double mutation had minimal impact on the position of these residues or the conformation of the DFG-loop.

<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1IEP_WT</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.487</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.284</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>12.302</td>
</tr>
</tbody>
</table>

*Table 8.4.1: Mean distance between R-spine residues*

The hydrogen bond between Tyr393 and Asp363 was extremely stable in the Y253F/F317L mutated structure; reduced stability was observed in the Lys271-Glu286 salt bridge, but the hydrogen bond was conserved throughout the simulation.

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1IEP_TYF</td>
<td>1IEP_WT</td>
<td></td>
</tr>
<tr>
<td><strong>Hydrogen bonds associated with the inactive conformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>97.00</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1IEP_TYF</td>
<td>1IEP_WT</td>
<td></td>
</tr>
<tr>
<td><strong>Hydrogen bonds associated with the active conformation</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>79.02</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>34.57</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>99.30</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>90.31</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>19.48</td>
</tr>
</tbody>
</table>

*Table 8.4.2: Hydrogen bond analysis: 1IEP_TYF vs. 1IEP_WT (4 Å, 30°); S = sidechain, M = main chain.*
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*Stability and flexibility of imatinib*

Imatinib demonstrated stable motions within the pocket, with a marginally lower RMSD compared to the WT structure. RMSF analysis confirmed that fluctuations of the ligand were in line with that of the overall protein structure (Figure 8.4.3) and that the largest fluctuations were located at the trifluoromethyl and imidazole groups at the entrance to the binding site (Figure 8.4.4 and Figure 8.4.5).

![Figure 8.4.3: RMSD of imatinib (1IEP_WT)](image)

![Figure 8.4.4: Index of atoms for imatinib](image)
The movement of the ligand in the binding site is further illustrated in Figure 8.4.6, which shows the conformation of the ligand in 1IEP_{YF} compared to 1IEP_{WT}.
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Protein-ligand interactions

The triple mutation resulted in the loss of a hydrogen bond between imatinib and Ile315, and the loss of interaction with Leu317 (Ile91 and Leu93 in Figure 8.4.7).

![Graph of protein-ligand interactions by residue (1IEP TYF)](image)

*Figure 8.4.7: Protein-ligand interactions by residue (1IEP TYF)*

The increased fluctuation and change in conformation of the ligand also resulted in the loss of the hydrogen bond between the piperazine ring of imatinib and Ile360 (Ile136 in Figure 8.4.7), however the hydrogen bond with His361 (His137 Figure 8.4.7) was maintained, as were the interactions with Phe253 (Phe29 in Figure 8.4.7). Hydrogen bond interactions with Asp381 (Asp157 in Figure 8.4.7) were diminished compared to the WT simulation.

8.4.2 Nilotinib

Stability and flexibility of the protein

The RMSF profile for 3CS9TYF demonstrated increased mobility in the P-loop and αC-helix compared to the wild-type structure; fluctuations in the other regions of the kinase were comparable to that of the wild-type (Figure 8.4.8). The fluctuations in the P-loop translated to a change in conformation; the loop unfolded from the kinked conformation towards the elongated active conformation.
The average distance between Phe382 and neighbouring R-spine residues Met290 and His361 decreased was slightly shorter in the 3CS9_{Y253F} simulation; however the spine maintained the inactive misaligned conformation throughout the simulation. Observational analysis revealed that the DFG-loop had a subtle change in conformation during the simulation as supported by these results.
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<table>
<thead>
<tr>
<th>R-spine residues</th>
<th>Mean distance (CA-CA, Å)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3CS9_WT</td>
</tr>
<tr>
<td>Leu301 – Met290</td>
<td>6.500</td>
</tr>
<tr>
<td>Met290 – Phe382</td>
<td>12.874</td>
</tr>
<tr>
<td>Phe382 – His361</td>
<td>11.514</td>
</tr>
</tbody>
</table>

Table 8.4.3: Mean distance between R-spine residues

Figure 8.4.10: Different conformations of the DFG-loop (1IEP_TYF)

The hydrogen bond between Tyr393 and Asp363 was extremely stable in the triple mutated structure (Table 8.4.4).

Reduced stability was observed in the Lys271-Glu286 salt bridge; observational analysis revealed that this was due to the denaturation of the αC-helix and fluctuations locally to Lys271; Glu286 residue also formed a hydrogen bond with Arg386 but did not fully rotate out of the binding site.
Table 8.4.4: Hydrogen bond analysis: 3CS9TYF vs. 3CS9WT (4 Å, 30°); S = sidechain, M = main chain.

<table>
<thead>
<tr>
<th>Interaction marker</th>
<th>Description of interaction</th>
<th>Donor</th>
<th>Acceptor</th>
<th>Stability (% present in simulation)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tyr393-Asp363</td>
<td>Hydrogen bond between Tyr393 and D of the HRD motif</td>
<td>Tyr393 (S)</td>
<td>Asp363 (S)</td>
<td>98.40 97.70</td>
</tr>
<tr>
<td></td>
<td>Hydrogen bonds associated with the inactive conformation</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lys271 – Glu286</td>
<td>Salt bridge between β sheet and αC-helix</td>
<td>Lys271 (S)</td>
<td>Glu286 (S)</td>
<td>38.88 82.32</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Glu286 (S)</td>
<td>Lys271 (S)</td>
<td>0.50 -</td>
</tr>
<tr>
<td>Asp381 – Gly383</td>
<td>Hydrogen bond between D and G of DFG</td>
<td>Gly383(M)</td>
<td>Asp381(S)</td>
<td>21.74 19.08</td>
</tr>
<tr>
<td>Arg362 – Asp421</td>
<td>Hydrogen bond between αG-helix and HRD motif (R)</td>
<td>Arg362(M)</td>
<td>Asp421(S)</td>
<td>98.70 99.60</td>
</tr>
<tr>
<td>His361 – Asp421</td>
<td>Hydrogen bond securing R spine to αG-helix</td>
<td>His361(M)</td>
<td>Asp421(S)</td>
<td>83.67 85.71</td>
</tr>
<tr>
<td></td>
<td></td>
<td>His361(S)</td>
<td>Asp421(S)</td>
<td>25.55 32.97</td>
</tr>
<tr>
<td></td>
<td>Hydrogen bonds associated with the active conformation</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 8.4.11: Denaturation of the αC-helix (a); Position of Glu286 forming a hydrogen bond with Arg386.
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**Stability and flexibility of nilotinib**

Nilotinib demonstrated stable motions within the pocket, with a marginally higher RMSD compared to the WT structure.

![Graph showing RMSD of nilotinib](image)

**Figure 8.4.12: RMSD of nilotinib (3CS9_{WT})**

RMSF analysis confirmed that fluctuations of the ligand were in line with that of the overall protein structure (Figure 8.4.14) and that the largest fluctuations were located at the trifluoromethyl and imidazole groups at the entrance to the binding site and the pyrimidine ring. Figure 8.4.15 illustrates the shift in the ligand position compared to the WT.
Figure 8.4.13: Index of atoms for nilotinib (3CS9\textsubscript{TYR})

Figure 8.4.14: RMSF of nilotinib (3CS9\textsubscript{TYR})
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**Figure 8.4.15**: Comparison of nilotinib binding site in the WT and TYF mutant structures; grey/silver, WT; purple/cyan, TYF (15 ns)

**Protein-ligand interactions**

The triple mutation resulted in the loss of a hydrogen bond between nilotinib and Ile315 (Ile83 in Figure 8.4.16), and the loss of interaction with Leu317 (Leu85 in Figure 8.4.16), however some interaction were maintained with Phe253 (Phe21 in Figure 8.4.16).

**Figure 8.4.16**: Protein-ligand interactions by residue (nilotinib, 3CS9\textsubscript{TYF})
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The new position of the ligand enabled a hydrogen bond between Val289 and nilotinib (Val57 in Figure 8.4.16)

8.5 Summary of molecular dynamics study

The analysis of the 1IEP_{YF} simulation suggests that the presence of both the Y253F and F317L mutations causes extensive disruption to the protein structure; increased flexibility was observed at the P-loop, DFG-loop and αC-helix. As in the single mutation study the initial loss of interaction disrupted the preferred induced fit of imatinib, causing the ligand to shift to a suboptimal position in the pocket. Imatinib appeared less stable in the pocket that in the WT simulation, but the new positioning enabled hydrogen bonding to be maintained with Asp381, Thr315, Glu286, Met290, Ile360 and His361.

Analysis of the 3CS9_{YF} simulation also suggests that the double mutation destabilises the kinase structure; due to the denaturation of the C-helix, the Glu286-Lys271 salt bridge is unformed at the start of the simulation and the Glu286 residue rotates away from the binding site. The loss of interaction also disrupted the conformation and flexibility of the P-loop but in contrast to the imatinib simulation the DFG-loop remained stable. The shift in the ligand conformation also resulted in the hydrogen bonds between nilotinib and the protein becoming diminished, particularly Glu286 and Met290; the ligand appeared to be becoming increasingly unstable despite the new position of nilotinib facilitating a stable water mediated hydrogen bond with Lys271.

The analysis of the 1IEP_{YF} simulation also revealed increased flexibility in the P-loop, however the DFG-loop and αC-helix were more stable than in the double mutation simulation. The ligand experienced a small in the pocket but appeared to be stable, however the new positioning resulted in diminished hydrogen bonding with Asp381.

The analysis of the 3CS9_{YFY} simulation suggested similar instability with the denaturation of the αC-helix resulting in the absence of the Glu286-Lys271 salt bridge and the rotation of Glu286 away from the binding site. As expected the triple mutation resulted in the loss of a hydrogen bond between nilotinib and residue 315, and the loss of interactions with residue 317, however some interactions were maintained with Phe253.

Given the instability demonstrated by the four simulations, the results suggest that the presence of the Y253F/F317L and T315I/Y253F/F317L compound mutations are not compatible with imatinib or nilotinib inhibition. The observed interactions with binding site residues are likely the result of increased fluctuation across the kinase structure, allowing for interactions to be
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made that would be unlikely to form in the stable structure. Given the effects on the P-loop, DFG-loop and αC-helix the results suggest that the presence of the double and triple mutation could initiate the shift to the active conformation.

8.6 Ensemble docking

In Chapter 7, the results of the docking study with 3CS9 as a receptor correctly ranked the mutations according to experimental data, whereas the results from the docking study with 1IEP did not. Although experimental data for Y253F/F317L mutation is not currently available, based on the data that is available, it is estimated that the Y253F/F317L mutation is more resistant to imatinib than the single mutations F317L and Y253F, but not as resistant as the gatekeep mutation T315I.

8.6.1 Methodology

Imatinib and nilotinib were docked to the snapshot conformations of 1IEP Y253F/F317L, 1IEP T315I/Y253F/F317L, 3CS9 Y253F/F317L and 3CS9 T315I/Y253F/F317L.

Docking simulations were completed as described in section 6.7.1.

8.6.2 Results

8.6.2.1 Y253F/F317L compound mutation

Imatinib

Table 8.6.1 and Table 8.6.2 compare the best GlideScores for imatinib docked to 1IEP and 3CS9 (WT, F317L, Y253F, T315I and YF) to what is known experimentally. Based on experimental data, the mutants were expected to be ranked in the following order: WT < F317L < Y253F < YF < T315I.

The results of the ensemble docking study using the 3CS9 snapshots as receptors correctly ranked the mutations according to experimental data (Table 8.6.2Table 7.7.2); however the docking scores from the 1IEP receptor study were not aligned with experimental data and the mutations were not correctly ranked in order of binding affinity as expected (Table 8.6.1).
<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>GlideScore (kcal/mol)</th>
<th>GlideScore rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-13.40</td>
<td>4</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.93</td>
<td>1</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-12.12</td>
<td>5</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-14.43</td>
<td>2</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-13.96</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 8.6.1: GlideScores (best achieved) for imatinib docked to 1IEP (WT, F317L, Y253F, T315I, YF) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC$_{50}$ sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM [331]). IC$_{50}$ values from O’Hare et al, 2009 [333].

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>GlideScore (kcal/mol)</th>
<th>GlideScore rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-14.78</td>
<td>1</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-13.07</td>
<td>2</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-12.86</td>
<td>3</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-12.27</td>
<td>4</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-11.71</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 8.6.2: GlideScores (best achieved) for imatinib docked to 3CS9 (WT, F317L, Y253F, T315I, YF) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC$_{50}$ sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM [331]). IC$_{50}$ values from O’Hare et al, 2009 [333].

**Nilotinib**

Table 8.6.3 and Table 8.6.4 compare the best GlideScores for nilotinib docked to the 1IEP and 3CS9 structures to what is known experimentally. The results should have correctly ranked the structures: WT < F317L < Y253F < YF < T315I. Furthermore the docking scores for nilotinib should have been better (more negative) than those for imatinib.
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The results of the ensemble docking study using the 3CS9 snapshots as receptors correctly ranked the mutations according to experimental data and ranked nilotinib as a more potent inhibitor compared to imatinib (Table 8.6.4); however the docking scores from the 1IEP receptor study were not aligned with experimental data and the mutations were not correctly ranked in order of binding affinity as expected (Table 8.6.3).

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>GlideScore (1IEP) (kcal/mol)</th>
<th>GlideScore rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-13.78</td>
<td>4</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.50</td>
<td>2</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-13.68</td>
<td>5</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-15.4</td>
<td>1</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-14.17</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 8.6.3: GlideScores (best achieved) for nilotinib docked to 1IEP (WT, F317L, Y253F, T315I, YF) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC$_{50}$ sensitivity to nilotinib (green: <200 nM; orange: 200-1000 nM; red: >1000 nM [331]). IC$_{50}$ values from O’Hare et al, 2009 [333].

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>GlideScore (3CS9) (kcal/mol)</th>
<th>GlideScore rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-15.41</td>
<td>1</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.22</td>
<td>2</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-14.19</td>
<td>3</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-13.21</td>
<td>4</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-12.97</td>
<td>5</td>
</tr>
</tbody>
</table>

Table 8.6.4: GlideScores (best achieved) for nilotinib docked to 3CS9 (WT, F317L, Y253F, T315I, YF) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC$_{50}$ sensitivity to nilotinib (green: <200 nM; orange: 200-1000 nM; red: >1000 nM [331]). IC$_{50}$ values from O’Hare et al, 2009 [333].
T315I/Y253F/F317L compound mutation

Imatinib

Table 8.6.5 and Table 8.6.6 compare the best GlideScores for imatinib docked to 1IEP and 3CS9 (WT, F317L, Y253F, T315I, YF and TYF) to what is known experimentally. The expected ranking of the mutants is: WT < F317L < Y253F < YF < T315I < TYF.

As with previous results, the docking scores using 1IEP were not in line with what was expected and the TYF mutation was not ranked as the most resistant mutation to imatinib (Table 8.6.5).

Interestingly, the docking score using 3CS9, which had previously produced results that were well aligned with experimental data, also did not rank TYF as the most resistant mutation to imatinib (Table 8.6.6).

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>GlideScore (kcal/mol)</th>
<th>GlideScore rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-13.40</td>
<td>5</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.93</td>
<td>1</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-12.12</td>
<td>6</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-14.43</td>
<td>3</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-13.96</td>
<td>4</td>
</tr>
<tr>
<td>TYF</td>
<td>6</td>
<td>-14.44</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8.6.5: GlideScores (best achieved) for imatinib docked to 1IEP (WT, F317L, Y253F, T315I, YF, TYF) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC₅₀ sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM [331]). IC₅₀ values from O’Hare et al, 2009 [333].
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<table>
<thead>
<tr>
<th>WT</th>
<th>1</th>
<th>-14.78</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>F317L</td>
<td>2</td>
<td>-13.07</td>
<td>2</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-12.86</td>
<td>4</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-12.27</td>
<td>5</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-11.71</td>
<td>6</td>
</tr>
<tr>
<td>TYF</td>
<td>6</td>
<td>-13.04</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 8.6.6: GlideScores (best achieved) for imatinib docked to 3CS9 (WT, F317L, Y253F, T315I, YF, TYF) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\(_{50}\) sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM[331]). IC\(_{50}\) values from O’Hare et al, 2009 [333].

Nilotinib

Table 8.6.7 and Table 8.6.8 compare the best GlideScores for nilotinib docked to the 1IEP and 3CS9 structures to what is known experimentally. The results should have correctly ranked the structures: WT < F317L < Y253F < YF < T315I < TYF.

As with imatinib, the docking scores for nilotinib using the 1IEP\(_{TYF}\) and 3CS9\(_{TYF}\) structures were not aligned with the expected results (Table 8.6.7 and Table 8.6.8). In both cases the TYF mutation was ranked as less resistant than the single gatekeeper mutation.

<table>
<thead>
<tr>
<th>WT</th>
<th>1</th>
<th>-13.78</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.50</td>
<td>2</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-13.68</td>
<td>6</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-15.4</td>
<td>1</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-14.17</td>
<td>3</td>
</tr>
<tr>
<td>TYF</td>
<td>6</td>
<td>-13.82</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 8.6.7: GlideScores (best achieved) for nilotinib docked to 1IEP (WT, F317L, Y253F, T315I, YF, TYF) vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\(_{50}\) sensitivity to nilotinib (green: <200 nM; orange: 200-1000 nM; red: >1000 nM [331]). IC\(_{50}\) values from O’Hare et al, 2009 [333].
### 8.6.3 Discussion

In the single mutation study (section 7.7) the docking scores from the 3CS9 dataset correctly ranked the mutants according to binding affinity. The results suggested that a docking score between -14.22 kcal/mol and -13.07 kcal/mol indicates moderate resistance to imatinib and nilotinib and a docking score of greater than -12.86 kcal/mol, high resistance.

Experimental data is currently not available for the double mutation Y253F/F317L, but based on previous research it is estimated that this mutation will confer a higher level of resistance compared to the single mutations Y253F and F317L. The docking results for imatinib/nilotinib and the 3CS9 Y253F/F317L were in line with this estimate; GlideScores for imatinib/nilotinib were poorer when docked to 3CS9 Y253F/F317L than to 3CS9 Y253F and 3CS9 F317L.

The docking scores for imatinib and nilotinib docked to 3CS9 Y253F/F317L were -12.27 kcal/mol and -13.21 kcal/mol respectively; using the single mutations as a guide we can estimate that the double compound mutation is highly resistant to imatinib and moderately resistant to nilotinib.

The triple mutation was not ranked as expected in the 3CS9 study (Figure 8.6.1). Previous research has demonstrated that the presence of the gatekeeper mutation in compound mutations results in extremely high resistance to both imatinib and nilotinib. Given that the results from the single and double compound mutations are considered to be sensible, this could mean that: a) the triple mutation is less resistant than expected, which goes against current
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evidence b) there is an error in the simulation, or c) there is an artefact in this simulation that reduces the accuracy of the docking estimates.

![Figure 8.6.1: Summary of docking study using 3CS9 as the receptor](image)

The results from the 1IEP single mutation study (section 7.7) were not well aligned with experimental data or the results of the 3CS9 study. As discussed in Chapters 6 and 7, this could be due to the omission of a crystallographic water molecule, W2, from the protein receptor structures; the exclusion of conserved waters is known to cause inaccuracies in the prediction of binding affinity values and docking scores. Consequently, the results for imatinib and nilotinib docked to the compound mutations 1IEP Y253F/F317L and 1IEP T315I/Y253F/F317L are not considered to be reliable.

8.7 MMGBSA calculations

8.7.1 Methodology

MM-GBSA calculations were performed on the 1IEP and 3CS9 trajectories were completed as described in section 6.8.1.
8.7.2 Results

8.7.2.1 Y253F/F317L compound mutation

The energy components of the MM-GBSA results for imatinib and 1IEP are displayed in Table 8.7.1. Table 8.7.2 compares the rankings from the MM-GBSA values to the experimental rankings based on IC$_{50}$ values. Based on what is known from published literature, the mutants were expected to be ranked in the following order: WT < F317L < Y253F < YF < T315I.

As observed in the single mutation data set, the MMGBSA results for 1IEP were not well aligned with experimental data and the Y253F/F317L mutation was ranked as less resistant than the single mutations F317L and Y253F (Table 8.7.1 and Table 8.7.2).

<table>
<thead>
<tr>
<th>Energy components (kcal/mol)</th>
<th>WT</th>
<th>F317L</th>
<th>Y253F</th>
<th>T315I</th>
<th>YF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total ligand energy</td>
<td>-144.95</td>
<td>-145.99</td>
<td>-147.91</td>
<td>-147.35</td>
<td>-148.12</td>
</tr>
<tr>
<td>Total receptor energy</td>
<td>-6368.80</td>
<td>-6076.51</td>
<td>-6357.99</td>
<td>-6341.49</td>
<td>-6028.80</td>
</tr>
<tr>
<td>Total complex energy</td>
<td>-6586.41</td>
<td>-6317.04</td>
<td>-6580.38</td>
<td>-6563.31</td>
<td>-6265.74</td>
</tr>
<tr>
<td>Difference</td>
<td>-72.66</td>
<td>-94.53</td>
<td>-74.48</td>
<td>-74.48</td>
<td>-88.83</td>
</tr>
</tbody>
</table>

*Table 8.7.1: MM-GBSA results for 1IEP (WT, F317L, Y253F, T315I, YF) with imatinib*

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>MM-GBSA (Difference, kcal/mol)</th>
<th>MM-GBSA rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-72.66</td>
<td>5</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-94.53</td>
<td>1</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-74.48</td>
<td>=3</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-88.83</td>
<td>2</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-74.48</td>
<td>=3</td>
</tr>
</tbody>
</table>

*Table 8.7.2: MM-GBSA results for 1IEP (WT, F317L, Y253F, T315I, YF) with imatinib vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC$_{50}$ sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM [331]). IC$_{50}$ values from O’Hare et al, 2009 [333].*
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The energy components of the MM-GBSA results for nilotinib and 3CS9 are displayed in Table 8.7.3. Table 8.7.4 compares the MMGBSA values to what is known experimentally. As with imatinib, the mutants were expected to be ranked in the following order: WT < F317L < Y253F < YF < T315I.

The MM-GBSA results for 3CS9 correctly ranked the Y253F/F317L mutation as more resistant than the single mutations F317L and Y253F (Table 8.7.4).

<table>
<thead>
<tr>
<th>Energy components (kcal/mol)</th>
<th>WT</th>
<th>F317L</th>
<th>Y253F</th>
<th>T315I</th>
<th>YF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total receptor energy</td>
<td>-6413.74</td>
<td>-6422.64</td>
<td>-6380.38</td>
<td>-6372.00</td>
<td>-6378.58</td>
</tr>
<tr>
<td>Total complex energy</td>
<td>-6712.63</td>
<td>-6706.84</td>
<td>-6666.73</td>
<td>-6650.87</td>
<td>-6658.23</td>
</tr>
<tr>
<td>Difference</td>
<td>-74.90</td>
<td>-62.58</td>
<td>-62.95</td>
<td>-54.25</td>
<td>-56.61</td>
</tr>
</tbody>
</table>

*Table 8.7.3: MM-GBSA results for 3CS9 (WT, F317L, Y253F, T315I, YF) with nilotinib*

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>MM-GBSA (Difference, kcal/mol)</th>
<th>MM-GBSA rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-74.90</td>
<td>1</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-62.58</td>
<td>3</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-62.95</td>
<td>2</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-56.61</td>
<td>4</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-54.25</td>
<td>5</td>
</tr>
</tbody>
</table>

*Table 8.7.4: MM-GBSA results for 3CS9 (WT, F317L, Y253F, T315I, YF) with nilotinib vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC$_{50}$ sensitivity to nilotinib (green: <200 nM; orange: 200-1000; nM; red: >1000 nM [331]). IC$_{50}$ values from O’Hare et al, 2009 [333].

### 8.7.2.2 F317L/Y253F/T315I compound mutation

**Imatinib + 1IEP**

The energy components of the MM-GBSA results for imatinib and 1IEP are displayed in Table 8.7.5. Table 8.7.6 compares the rankings from the MM-GBSA values to the experimental
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rankings based on IC\textsubscript{50} values. Based on what is known from published literature, the TYF mutant was estimated to be the most resistant mutation to imatinib.

As in the docking study for imatinib and 1IEP, the MM-GBSA results using 1IEP were not in line with what was expected and the T315I/Y253F/F317L mutation was not ranked as the most resistant mutation to imatinib (Table 8.7.6).

<table>
<thead>
<tr>
<th>Energy components (kcal/mol)</th>
<th>WT</th>
<th>F317L</th>
<th>Y253F</th>
<th>T315I</th>
<th>YF</th>
<th>TYF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total ligand energy</td>
<td>-144.95</td>
<td>-145.99</td>
<td>-147.91</td>
<td>-147.35</td>
<td>-148.12</td>
<td>-149.23</td>
</tr>
<tr>
<td>Total receptor energy</td>
<td>-6368.80</td>
<td>-6076.51</td>
<td>-6357.99</td>
<td>-6341.49</td>
<td>-6028.80</td>
<td>-5987.11</td>
</tr>
<tr>
<td>Total complex energy</td>
<td>-6586.41</td>
<td>-6317.04</td>
<td>-6580.38</td>
<td>-6563.31</td>
<td>-6265.74</td>
<td>-6220.72</td>
</tr>
<tr>
<td>Difference</td>
<td>-72.66</td>
<td>-94.53</td>
<td>-74.48</td>
<td>-74.48</td>
<td>-88.83</td>
<td>-84.38</td>
</tr>
</tbody>
</table>

Table 8.7.5: MM-GBSA results for 1IEP (WT, F317L, Y253F, T315I, YF, TYF) with imatinib

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>MM-GBSA (Difference, kcal/mol)</th>
<th>MM-GBSA rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-72.66</td>
<td>5</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-94.53</td>
<td>1</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-74.48</td>
<td>=4</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-88.83</td>
<td>2</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-74.48</td>
<td>=4</td>
</tr>
<tr>
<td>TYF</td>
<td>6</td>
<td>-84.38</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 8.7.6: MM-GBSA results for 1IEP (WT, F317L, Y253F, T315I, YF, TYF) with imatinib vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\textsubscript{50} sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM [331]). IC\textsubscript{50} values from O’Hare et al, 2009 [333].

Nilotinib + 3CS9

The energy components of the MM-GBSA results for nilotinib and 3CS9 are displayed in Table 8.7.7. Table 8.7.8 compares the rankings from the MM-GBSA values to the experimental
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rankings based on IC50 values. Based on what is known from published literature, the TYF mutant was estimated to be the most resistant mutation to imatinib.

As was observed in the docking study for nilotinib and 3CS9, the MM-GBSA results did not rank the TYF mutation as the most resistant mutation to nilotinib (Table 8.7.8).

<table>
<thead>
<tr>
<th>Energy components (kcal/mol)</th>
<th>WT</th>
<th>F317L</th>
<th>Y253F</th>
<th>T315I</th>
<th>YF</th>
<th>TYF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total receptor energy</td>
<td>-6413.74</td>
<td>-6422.64</td>
<td>-6380.38</td>
<td>-6372.00</td>
<td>-6378.58</td>
<td>-6365.57</td>
</tr>
<tr>
<td>Total complex energy</td>
<td>-6712.63</td>
<td>-6706.84</td>
<td>-6666.73</td>
<td>-6650.87</td>
<td>-6658.23</td>
<td>-6647.73</td>
</tr>
<tr>
<td>Difference</td>
<td>-74.90</td>
<td>-62.58</td>
<td>-62.95</td>
<td>-54.25</td>
<td>-56.61</td>
<td>-59.97</td>
</tr>
</tbody>
</table>

Table 8.7.7: MM-GBSA results for 3CS9 (WT, F317L, Y253F, T315I, YF, TYF) with nilotinib

<table>
<thead>
<tr>
<th>Experimental sensitivity</th>
<th>Experimental rank</th>
<th>MM-GBSA (Difference, kcal/mol)</th>
<th>MM-GBSA rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>WT</td>
<td>1</td>
<td>-74.90</td>
<td>1</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-62.58</td>
<td>3</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-62.95</td>
<td>2</td>
</tr>
<tr>
<td>YF</td>
<td>4 (est)</td>
<td>-56.61</td>
<td>5</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-54.25</td>
<td>6</td>
</tr>
<tr>
<td>TYF</td>
<td>6</td>
<td>-59.97</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 8.7.8: MM-GBSA results for 3CS9 (WT, F317L, Y253F, T315I, YF, TYF) with nilotinib vs. experimental rankings. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC50 sensitivity to nilotinib (green: <200 nM; orange: 200-1000 nM; red: >1000 nM [331]). IC50 values from O’Hare et al, 2009 [333].
8.7.3 Discussion

Both previous research and the results of the docking study suggested that the double mutation Y253F/F317L confers a higher level of resistance compared to the single mutations Y253F and F317L. The MM-GBSA results for nilotinib and 3CS9\textsubscript{Y253F/F317L} support this estimate; MM-GBSA values for nilotinib and 3CS9\textsubscript{Y253F/F317L} were poorer than for 3CS9\textsubscript{Y253F} and 3CS9\textsubscript{F317L}.

The triple mutation was not ranked as expected in the 3CS9 study. As stated previously in section 8.6.3, given the results of from the single mutants and double mutant, this could mean that: a) the triple mutation is less resistant that expected, b) there is an error in the simulation, c) there is an artefact in this simulation that reduces the accuracy of the MM-GBSA estimates.

The MM-GBSA results from the 1IEP single mutation study were not well aligned with experimental data or the results of the 3CS9 study. As discussed in Chapters 6 and 7, this could be due to the omission of a crystallographic water molecule, \textit{W2}, from the protein receptor structures; the exclusion of conserved waters is known to cause inaccuracies in the prediction of binding affinity values and docking scores. Consequently, the MMGBSA results for imatinib and the compound mutations 1IEP\textsubscript{Y253F/F317L} and 1IEP\textsubscript{T315I/Y253F/F317L} are not considered to be reliable.

8.8 Chapter summary

The aim of this chapter was to investigate the effect of two compound mutations, Y253F/F317L and T315I/Y253F/F317L, on the conformation of Abl and the binding modes of imatinib and nilotinib. Having validated the methods by reproducing experimental rankings in Chapter 7, docking and MMGBSA calculations were utilised to predict the level of resistance conferred by the compound mutations. In the single mutation study it was shown that a single occurrence of these mutations has dramatic effects on the dynamics of the kinase as well as protein-ligand interactions. The Y253F and F317L mutations remain sensitive to nilotinib as single mutations, however recent studies have shown that the combination of mutations at these positions may confer resistance to nilotinib [331]. \textit{IC}_{50} experimental data is not available for either of the compound mutations studied; however, based on previous research, the double mutation Y253F/F317L, was expected to confer a higher level of resistance compared to the Y253F and F317L mutations, and previous studies on double mutations that include T315I as a component have all demonstrated a high level of resistance to imatinib and nilotinib [330, 331]. Both compound mutations were expected to confer resistance to imatinib and nilotinib, and the triple mutation was predicted to be ranked the most resistant.
The results of the molecular dynamics study suggest that the presence of the Y253F/F317L and T315I/Y253F/F317L compound mutations are not compatible with imatinib or nilotinib inhibition. Both compound mutations, the double mutation in particular, caused significant disruption to the kinase structure and although hydrogen bonding was maintained, the observed interactions are likely the result of increased fluctuation across the kinase structure, allowing for interactions to be made that would be unlikely to form in the stable structure. Given the effects on the P-loop, DFG-loop and αC-helix the results suggest that the presence of the double and triple mutation could initiate the shift to the active conformation.

The results of the MM-GBSA and docking studies for are summarised in Table 8.8.1 (imatinib) and Table 8.8.2 (nilotinib). The results for 3CS9 Y253F/F317L support the estimate that the double mutation would be more resistant to imatinib and nilotinib than the Y253F and F317L single mutants. The best achieved GlideScores for imatinib and nilotinib docked to 3CS9 Y253F/F317L were -12.27 kcal/mol and -13.21 kcal/mol respectively; using the single mutations as a guide it is estimated that the double compound mutation is highly resistant to imatinib and moderately resistant to nilotinib.

For 3CS9 T315I/Y253F/F317L the MM-GBSA and docking method did not rank the triple compound mutation as the most resistant mutation as expected (Figure 8.6.1). Given that the results from the single and double compound mutations are considered to be sensible, this could mean that: a) the triple mutation is less resistant that expected, which goes against current evidence b) there is an error in the simulation, or c) there is an artefact in this simulation that reduces the accuracy of the docking estimates. In the absence of experimental data, repeating the study to include a larger and more varied dataset would be useful to inform further work on compound mutations.

Given that the results from the 1IEP single mutation study (section 7.7) were not well aligned with experimental data or the results of the 3CS9 study, the results for imatinib and nilotinib docked to the compound mutations 1IEP Y253F/F317L and 1IEP T315I/Y253F/F317L are not considered to be reliable.
8: Compound mutation study

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>Rank</th>
<th>Ensemble docking (GlideScore, kcal/mol)</th>
<th>MM-GBSA (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1IEP</td>
<td>Rank</td>
</tr>
<tr>
<td>WT</td>
<td>1</td>
<td>-13.40</td>
<td>5</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.93</td>
<td>1</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-12.12</td>
<td>6</td>
</tr>
<tr>
<td>YF</td>
<td>4</td>
<td>-14.43</td>
<td>3</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-13.96</td>
<td>4</td>
</tr>
<tr>
<td>TYF</td>
<td>6</td>
<td>-14.44</td>
<td>2</td>
</tr>
</tbody>
</table>

Table 8.8.1: Results summary – imatinib, single and compound mutation studies. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\textsubscript{50} sensitivity to imatinib (green: <1000 nM; orange: 1000-4000 nM; red: >4000 nM [331]). IC\textsubscript{50} values from O’Hare et al, 2009 [333].

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>Rank</th>
<th>Ensemble docking (GlideScore, kcal/mol)</th>
<th>MM-GBSA (kcal/mol)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>1IEP</td>
<td>Rank</td>
</tr>
<tr>
<td>WT</td>
<td>1</td>
<td>-13.78</td>
<td>5</td>
</tr>
<tr>
<td>F317L</td>
<td>2</td>
<td>-14.50</td>
<td>2</td>
</tr>
<tr>
<td>Y253F</td>
<td>3</td>
<td>-13.68</td>
<td>6</td>
</tr>
<tr>
<td>YF</td>
<td>4</td>
<td>-15.4</td>
<td>1</td>
</tr>
<tr>
<td>T315I</td>
<td>5</td>
<td>-14.17</td>
<td>3</td>
</tr>
<tr>
<td>TYF</td>
<td>6</td>
<td>-13.82</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 8.8.2: Results summary – nilotinib, single and compound mutation studies. A colour gradient from green (sensitive) to orange (moderately resistant) to red (highly resistant) denotes the IC\textsubscript{50} sensitivity to nilotinib (green: <200 nM; orange: 200-1000; nM; red: >1000 nM [331]). IC\textsubscript{50} values from O’Hare et al, 2009 [333].
Chapter 9

9 Conclusions

Imatinib is a highly successful Abl kinase inhibitor widely used in the treatment of CML, however in a small percentage of CML patients point mutations develop in the Abl kinase resulting in varying levels of drug resistance. Nilotinib is a more potent inhibitor of the Abl kinase than imatinib and is capable of inhibiting the majority of imatinib-resistant mutations, however mutations that are resistant to both imatinib and nilotinib persist in patients; these include double and triple compound mutations which can confer a much higher level of resistance than the individual single mutations. Further understanding regarding how mutations confer resistance and the ability to predict which compound mutations are likely to be highly resistant would enable drug design initiatives, both in CML and other cancers, to be improved in the future.

The aim of this research was to study the effect of 5 mutations (three single, one double and one triple) on the conformation of the Abl kinase domain and the binding modes of imatinib and nilotinib using computational methods. Previous research suggested that mutations affect the binding of these inhibitors via the loss of interactions in the binding site together with subtle conformational changes that destabilise the inactive conformation.

Molecular dynamics, using the NAMD molecular dynamics software, has been used to simulate the dynamics and flexibility of the wild-type and mutant protein structures. Trajectory (RMSD, RMSF and PCA) and binding site analysis methods (PocketAnalyzer, SID, ptraj and JAWS) have been applied to the subsequent MD trajectories to identify differences between the structures. To predict the relative resistance of mutations, protein-ligand docking studies have been completed for the wild-type and mutant structures via the docking program Glide, using an ensemble of protein conformations from the MD trajectories. In order to support the docking results, the binding free energy of the wild-type and mutant structures have been calculated from the MD trajectories using the MM-GBSA method.

In Chapter 5 the structure and dynamics of the active and inactive conformations were investigated using molecular dynamics simulations to confirm the stable characteristics of the active state. This was to act as a benchmark to the inactive and mutant studies and validate the molecular dynamics methods.
9: Conclusions

In Chapter 6, the structure and dynamics of the inactive conformation were investigated using molecular dynamics simulations to confirm the stable characteristics of the inactive state and compare the binding modes of imatinib and nilotinib. The differences in protein-ligand binding were then further investigated using ensemble docking and approximate free energy calculations (MD-GBSA). The results of the interaction analysis showed that nilotinib is the more stable of the two ligands and forms strong interactions with the kinase, supporting what is known experimentally regarding nilotinib being a superior inhibitor compared to imatinib; this was also supported by the docking and MM-GBSA results that correctly ranked nilotinib as having improved binding affinity compared to imatinib.

The methods described in Chapters 5 and 6 were then utilised to study the three single mutations T315I, Y253F and F317L on the imatinib and nilotinib in Chapter 7; molecular dynamics and subsequent analysis were utilised to understand the conformational changes induced by the mutation; binding site analysis enabled any loss of interaction with the ligand to be identified; and the docking and MMGBSA studies enabled the ranking of mutations, offering insight into how the binding affinities compare. The results from the docking and MM-GBSA studies of single mutants using mutated 3CS9 as the protein receptor correctly ranked the mutants in order of resistance according to experimental data and showed poorer docking scores for imatinib compared to nilotinib as expected, given nilotinib is a more potent inhibitor. The docking and MM-GBSA results using the 1IEP structures were poorly aligned with experimental data and the mutations were not correctly ranked.

The reasons behind this inconsistency could be either due to poor performance from the docking/MM-GBSA software or an error in the simulation. On review of the 1IEP MD simulation it was found that two water molecules interacted consistently with imatinib in the simulation. Further investigation and water molecule analysis suggested that including the W1 and W2 water molecules would have been appropriate for the 1IEP simulations, however there is no conclusive evidence to confirm that this is and not some other error source is the driver behind the unexpected docking and MM-GBSA results.

Having validated the methods in the single mutation study, the effects of the compound mutations Y253F/F317L and T315I/Y253F/F317L were investigated in Chapter 8. The analysis showed that the double mutation significantly destabilised the inactive conformation, considerably more than the individual mutations, in both imatinib and nilotinib complexes. The docking and MM-GBSA studies confirmed these results, ranking the Y253F/F317L mutation as more resistant than the single mutations Y253F and F317L. This has significant implications for the treatment of CML and other diseases where resistance can develop through mutations in
the kinase receptor; mutations that are considered sensitive to a given inhibitor, or those
classified as moderately resistant, may become highly resistant when combined with another
mutation. Based on the results for the single mutations, the docking results for the Y253F/F317L
mutation suggested that this double mutation would confer moderate resistance to nilotinib
and a high level of resistance to imatinib.

Although experimental results for the T315I/Y253F/F317L mutation are not available, previous
research has reported that compound mutations that include the T315I mutation are highly
resistant. Interestingly the docking results placed the triple mutation at a similar ranking to the
single Y253F and F317L mutations and not as resistant as the single gatekeeper mutation. Given
that the results from the single and double compound mutations are considered to be sensible,
this suggests that either there is an error or artefact in the triple mutant simulation that means
we are not seeing an accurate result, or that the triple mutation is in fact less resistant than
expected. In the absence of experimental data, repeating the study to include a larger and more
varied dataset would be useful to inform further work on compound mutations.

There are of course limitations with the methods discussed and as stated previously further work
on additional single and compound mutations in Abl as well as other systems should be explored
to validate this approach further; including a complex with ponatinib for example would be a
valuable addition. One important limitation of the research discussed in this thesis is the
omission of the conserved water molecule in the 1IEP simulations; there is a risk that aside from
distorting the docking and free-energy estimations, not including this water molecule at the set
up stage could significantly affect the interactions in the binding site. To confirm this, multiple
simulations using the 1IEP structure, with and without water molecules W₁ and W₂, as well as
alternative structures of the Abl kinase domain, such as 1OPJ, would need to be completed. This
was unfortunately not possible to complete as part of this research due to time constraints.

In summary, this research has given insight into the conformational and binding effects of
clinically relevant mutations in CML, using a mixed method approach and supporting what is
known experimentally. The docking and MMGBSA methods used offer a fast method to rank
mutations for various ligands, and this gives an indication of the level of resistance which can
then be further investigated.
Appendices

Appendix A: The sequence and secondary structure of 2F4J.pdb
Appendix B: The sequence and secondary structure of 1IEP.pdb
Appendix C: The sequence and secondary structure of 3CS9.pdb
Appendix D: 1ATP vs 2F4J (Needleman-Wunsch Sequence Alignment)

<table>
<thead>
<tr>
<th>Query:</th>
<th>1ATP, chain: L, Length: 350</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject:</td>
<td>2F4J, chain: A, Length: 287</td>
</tr>
</tbody>
</table>

Identities: 86/364, i.e., 24.57 % (query) and 29.97 % (subject)

Similar: 142/364, i.e., 40.57 % (query) and 49.48 % (subject)

Legend: Green - identical residues | Pink - similar residues | Blue - sequence mismatch | Brown - insertion/deletion |
Appendix E: 2F4J vs 1IEP (Needleman-Wunsch Sequence Alignment)

Subject: 1IEP chain: A, Length: 293
Identities: 282/293, i.e., 95.61 % (query) and 96.59 % (subject)
Similars: 265/293, i.e., 90.30 % (query) and 97.27 % (subject)

Legend: Green - identical residues | Pink - similar residues | Blue - sequence mismatch | Brown - insertion/deletion

```
Subject: 1IEP chain: A, Length: 293
Identities: 282/293, i.e., 95.61 % (query) and 96.59 % (subject)
Similars: 265/293, i.e., 90.30 % (query) and 97.27 % (subject)

2F4J.A  1  GYKGNMENVYDIYMKSGGLGSQGEVTEQGKYYSLTVACKIKEDIMVEEV  56
       |                                                                 |
1IEP.A  1  GANCRSPYKTNMENRDIYMKSGGLGSQGEVTEQGKYYSLTVACKIKEDIMVEEV  60

2F4J.A  57  FKKNVVRHIEHKPHVQLLQVCTEPPFFYIITEFPNYSLKDVLRECHQEVYAVVLY  116
       |                                                                 |
1IEP.A  61  FLPKNVVRHIEHKPHVQLLQVCTEPPFFYIITEFPNYSLKDVLRECHQEVYAVVLY  120

2F4J.A 117  NQQTSSAMEYFLEKHFIHRDIAKAPKVLQENHSLVYKASPGSLPRMTSDTVTARHAKF  176
       |                                                                 |
1IEP.A 121  NQQTSSAMEYFLEKHFIHRDIAKAPKVLQENHSLVYKASPGSLPRMTSDTVTARHAKF  180

2F4J.A 177  IPMTAPSLAVYKTSKDDMODASGQHNLNATYRSFSVPFSIDLSQYVLEKDYRMEPE  236
       |                                                                 |
1IEP.A 181  IPMTAPSLAVYKTSKDDMODASGQHNLNATYRSFSVPFSIDLSQYVLEKDYRMEPE  240

2F4J.A 237  GCPEKVLHEHRCACOHQGP3DRSPFAELHPFETMNQESS1SDFEVEKLGN  --  287
       |                                                                 |
1IEP.A 241  GCPEKVLHEHRCACOHQGP3DRSPFAELHPFETMNQESS1SDFEVEKLGN  293
```
Appendix F: 1IEP vs 3CS9 (Needleman-Wunsch Sequence Alignment)

Query: 1IEP chain A, Length: 293
Subject: 3CS9 chain A, Length: 277
Identities: 276/293, i.e., 94.20 % (query) and 99.64 % (subject)
Similarity: 277/293, i.e., 94.54 % (query) and 100.00 % (subject)

Legend: Green - identical residues | Pink - similar residues | Blue - sequence mismatch | Brown - insertion/deletion |
Appendix G: Summary of docking studies (best score achieved)
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