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ABSTRACT 
FACULTY OF NATURAL AND ENVIRONMENTAL SCIENCES 
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INVESTIGATIONS OF THE VARIABILITY OF TIDAL MIXING FRONTS 
AND THEIR IMPORTANCE FOR SHELF-SEA ECOSYSTEMS ACROSS 

MULTIPLE TROPHIC LEVELS 
By Lavinia A. Suberg 

Tidal mixing fronts establish during the summer months over shelf-seas, and separate 
tidally-mixed from stratified water masses. They play an important part in shelf-sea bio-
physical processes, including volume transport and facilitation of primary productivity. 
Frontal hydrodynamics provide the physical necessities for prey aggregations to 
develop, holding the potential for biodiversity hotspots. However, there is limited 
knowledge on long-term variability of tidal mixing fronts and its effect on associated 
ecosystems, due to a lack of adequate datasets. Such information would greatly 
benefit spatial conservation efforts and improve our understanding of ecosystem 
dynamics on the continental shelf. 
 
  Satellite-derived frontal maps and extensive biological datasets (from 1990-2010) are 
employed here to investigate spatio-temporal variability of tidal mixing fronts and their 
significance for shelf-sea biology from zooplankton tomegavertebrates in the Celtic 
Sea. In addition, this study assesses the suitability and limitations of satellite-derived 
frontal metrics for quantitative analyses and employs innovative technology (submarine 
gliders) to fill data gaps in species-environment interactions. 
 
  This research provides guidance on the use of frontal metrics in quantitative analysis, 
such as the need to account for data variability over the years and the careful 
consideration of the employed frontal metric. This thesis furthermore, represents the 
first description of long-term temporal variability of tidal mixing fronts on the European 
shelf and highlights a potential sensitivity to climate change due to positive correlations 
with rising temperatures. Consequences could include extension of the frontal season 
and intensification of the frontal density gradient with knock-on effects on associated 
biota.  
 
  The density gradient of tidal mixing fronts was shown to act as a direct distribution 
boundary for plankton between different shelf-sea domains. Climate-change-driven 
shifts in the seasonality of these fronts may have a direct impact on dispersal of 
passive floating organisms, habitat connectivity and adult populations of species with 
planktonic larvae, including commercially important fish and the benthos. Apart from a 
barrier function, fronts were also found to be important foraging areas for specialist 
megavertebrates, which were strongly associated with persistent frontal areas, 
whereas generalist feeders were not. Tidal mixing fronts represent suitable 
conservation areas for sensitive species in shelf-seas. The underlying mechanisms 
leading to bio-aggregations at these sites require more research. High-resolution data, 
simultaneously collected across multiple trophic levels can be obtained by autonomous 
robotic fleets in the near future.  
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1 GENERAL INTRODUCTION 
1.1 Rationale  
Our oceans and their inhabitants are facing increasing pressure due to 

anthropogenic impacts, including climate change, pollution and overfishing. In 

order to counteract some of the consequences, such as degradation of habitat 

and loss of biodiversity, improved management of the marine environment and 

conservation measures are being implemented in many areas. Spatial 

protection efforts, such as the establishment of Marine Protected Area (MPA) 

networks, aim to provide sanctuary and recovery areas for vulnerable species 

and preserve habitats of ecological significance (Gilman, 2002; Jameson et al., 

2002). However, the manner in which marine organisms are influenced by their 

bio-physical environment and in turn, use the seascape is complex and greatly 

variable (Block et al., 2011; Young et al., 2015). In order to identify sites of 

effective conservation potential, information on multiple trophic levels over 

adequate spatio-temporal scales is required. 

 

Understanding ecosystem dynamics, bio-physical coupling and drivers of 

species distribution can significantly improve marine conservation planning 

(Hobday et al., 2014). Identifying biodiversity hotspots and the mechanisms 

leading to such have therefore become a key topic in marine ecology. It is now 

understood that heterogeneous hydrodynamic features, such as eddies (e.g. 

Jaquemet et al., 2014), upwelling areas (e.g. Hazen et al., 2011) and frontal 

zones (e.g. Bailey et al., 2010), represent sites of conservation interest (Hazen 

et al., 2013; Hyrenbach et al., 2006). They provide the physical necessities for 

food webs to develop, resulting in elevated biomass of animals across multiple 

trophic levels and consistently re-occurring feeding events (Bost et al., 2009; 

Weeks et al., 2015). Hence, they provide the potential to simultaneously protect 

a range of taxonomic groups and elevated biomass. 

 

Frontal zones in particular have been the subject of a considerable research 

effort in this context. The term ‘fronts’ concerns a class of oceanographic 

features, which are defined as transition zones between water masses of 
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different physical properties (LeFevre, 1986). They can develop from a variety 

of mechanisms and occur at a multitude of spatio-temporal scales, ranging from 

the large-scale Polar Current to small, temporally variable, tidal intrusion fronts 

(Table 1.1) (Owen, 1981). Their importance for the ecosystem is manifold, 

including climate regulation, serving as biodiversity hotspots and dispersal 

highways and acting as barriers between distinct eco-regions (Bakun, 2006; 

Nihoul, 1981; Sournia, 1994).  

 

Shelf-seas are particularly productive and diverse domains of the oceans, but 

subject to severe anthropogenic pressures (directly and indirectly) due to 

extensive shipping traffic, commercial fisheries, recreational activities and high 

population densities along the coast and hence, in need of effective marine 

management (Dauvin, 2012; Holt et al., 2010). During the summer, tidal mixing 

fronts, which separate seasonally stratified from tidally-mixed waters, establish 

on the shelf (Bowers et al., 1987). They are known to enhance primary 

productivity and provide the physical necessities for the creation of biodiversity 

hotspots (Franks et al., 1996; Gomez-Gutierrez et al., 2007; Wishner et al., 

2006). Tidal mixing fronts are seasonally persistent, far ranging (typically 

>100km in length) and closer to shore than other known hotspots (e.g. the shelf 

break), which potentially facilitates their management as conservation sites 

within a heavily used marine domain.  

Previous studies have provided evidence for shelf-sea fronts to act as 

accumulation and dispersal zones for zooplankton (Robins et al., 2013; Sabatini 

et al., 2002) and larval stages of commercially important fish (Lough et al., 

2001; Munk, 2014; Munk et al., 2009; Woodson et al., 2015), and to serve as 

foraging grounds for a variety of apex predators, including sharks (Miller et al., 

2015; Queiroz et al., 2012), common dolphins (Goold, 1998) and seabirds 

(Begg et al., 1997; Durazo et al., 1998). However, most of these studies are 

fine-scale, which makes them suitable to resolve the underlying mechanisms of 

species-environment interactions, but lack the spatio-temporal extent necessary 

to identify fronts as hotspots within wider shelf-sea habitat.  
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Tidal mixing fronts themselves are indirectly affected by anthropogenic 

pressures, because they are directly linked to meteorological forcing and water 

temperature. Climate-change-related alterations in these parameters will lead to 

changes in stratification intensity and duration and, in turn, affect frontal 

occurrence (Holt et al., 2010). Understanding long-term variability of these 

fronts and the effect on species distribution provides information necessary to 

identify ecological hotspots and predict consequences of climate change. 

Unfortunately, spatio-temporally extensive datasets on both biological and 

physical parameters at tidal mixing front are extremely rare.  

This thesis uses large-scale datasets from the shelf-seas around the UK. These 

data are unique in their spatio-temporal extent and coverage of a variety of 

trophic levels. The research aims to improve our understanding of temporal 

variability of shelf-sea fronts and its broad-scale influence on organisms from 

the bottom and top of the food chain by means of the Continuous Plankton 

Recorder (CPR), long term monitoring datasets of marine megavertebrates 

(MarineLife) and recently developed frontal metrics derived from satellite 

imagery, covering a 20-year period (1990-2010). 

 

1.2 Occurrence of tidal mixing fronts  
Tidal mixing fronts only occur in tidally-driven shelf-seas, where they separate 

mixed coastal from seasonally stratified waters. The coastal (inshore) side is 

characterized by a homogenous and cool water layer with moderate nutrient 

levels (Mann et al., 2005). The oceanic (offshore) side consists of a thermocline 

separating a cold, salty and nutrient-rich bottom layer from warm, nutrient-

depleted surface waters. The homogeneity of the coastal part is maintained by 

tidal mixing along the seabed and by atmospheric forcing on the upper part of 

the water column (LeFevre, 1986). At a critical depth, the turbulence created by 

tides is insufficient to counteract water column stabilization generated by solar 

heating, and stratification will develop during the summer. The point of 

stratification essentially describes the position of a tidal mixing front, which is 

defined by the Simpson-Hunter index as = h/U3 where ‘h’ is the water depth and 

‘U’ the tidal amplitude (Simpson et al., 1974). The mean position of a tidal front 

changes with the advance of the thermocline over the seasonal cycle and can 
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be temporally altered by the spring-neap tidal adjustment, which leads to further 

advance of the front into the mixed side during neaps and vice versa during 

springs (Holt et al., 2008b). 

 

Tidal mixing fronts display a lifecycle in accordance with shelf-sea stratification. 

During winter, the shelf-seas are homogenous due to the mixing effects of wind 

and tides. In early summer, persistent solar heating leads to development of a 

thermocline. On the coastal side, heat is distributed throughout the entire water 

column, whereas on the stratified side, it is primarily stored in the upper surface 

layer, while the bottom part remains mixed by tides. When temperature and 

solar radiance decrease in autumn, convection and turbulent kinetic energy 

causes destabilization of the layering system until mixed scenarios are fully 

established in early winter (Hill et al., 2008; Schumacher et al., 1979). Wind 

speed, direction, and other kinetic energy affect fronts, particularly during 

periods of frontogenesis (frontal establishment) and frontolysis (frontal 

breakdown). The timing of frontogenesis and frontolysis depends on an 

interaction of a variety of factors, e.g. depth, wind velocity, tides, solar energy 

uptake, and heat loss (Bowers et al., 1987; Dooley, 1981; Elliott et al., 1991; 

Holt et al., 2010). 

 

Because tidal mixing fronts are driven by meteorological forcing, strong inter-

annual variability caused by climatic variation has been observed (Young et al., 

2004). As a consequence, it is expected that changes in meteorological 

variables due to climate change will directly affect timing and intensity of 

stratification, and potentially affect the occurrence of tidal mixing fronts in the 

future. Model predictions suggest an elongation of the frontal season by 10-15 

days within the next 100 years (Holt et al., 2010). How this will impact upon 

density currents on the shelf, primary productivity, and the food chain, still 

remains largely unknown. 

 

1.3 Hydrodynamics at tidal mixing fronts 
Figure 1.1 shows a simplified schematic of the hydrodynamics occurring at a 

tidal mixing front, which influence establishment of biodiversity hotspots. 
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Baroclinic circulation on the stratified side directs residual flows towards the 

mixed domain along the seabed and in the surface layer (Pedersen, 1994). In 

both layers, residual flows move away from the mixed side along the 

thermocline, creating a strong frontal jet, which is responsible for a considerable 

amount of volume transport over the shelf during the summer. On the mixed 

side, residual flows are directed away from the stratified side, along the seabed 

and towards the front in the surface layer. These processes result in 

convergence near the outcropping thermocline and divergence on the mixed 

side (Drinkwater et al., 2001; Luyten et al., 2003). Tidal and wind driven 

turbulence occurs along the seabed and on the surface respectively (Flament et 

al., 2000; Ryan et al., 2010).  

 

During the spring-neap adjustment the front moves further into the coastal 

domain at neaps, whereby the additional intrusion of bottom and surface water 

is compensated by an enhanced offshore-directed flow in the thermocline 

(Pedersen, 1994). Vertical and horizontal movement of the thermocline, as well 

as eddy diffusion along the front, lead to nutrient exchange between the 

different frontal domains and refuel depleted areas (Badin et al., 2009; Garrett 

et al., 1981; Loder et al., 1985; Sharples, 2008). Frontal hydrodynamics are key 

for enhancement of primary productivity, the passive accumulation of floating 

particles, e.g. zooplankton, and the accessibility of these items near the surface 

(LeFevre, 1986), which will be discussed in sections 1.6 and 1.7. 
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Figure 1.1: Schematic diagram of the hydrodynamics occurring a tidal mixing 

front. The blue lines represent the pycnocline, a strong density gradient 

(dashed: position of the front at neap tide). Black arrows show the direction of 

the main frontal flows as described in the text (note: size of arrow is not 

associated with strength of flow). The circled grey arrows represent turbulent 

mixing by wind or tides. ‘C’ indicates convergence zones, ‘D’= divergence 

zones. Eclipse represents eddies.  

 

1.4 The Ushant and Celtic Sea Front 
Within the study area of the wider Celtic Sea, a large variety of fronts exist, such 

as short-lived ephemeral segments, thermohaline coastal currents, tidal-

topographically-driven fronts and the shelf-break front. The predominant tidal 

mixing fronts are Ushant and Celtic Sea Front, which are the subjects of this 

research (Figure 1.2). The Ushant Front runs from the Mer d’Iroise northwards, 

curving into the Western English Channel and then northwards where it meets 

with coastal thermohaline fronts off the south of Britain (LeFevre, 1986; Sournia 

et al., 1988). In contrast to the stable southern part of the Ushant Front, the 
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section covering the Channel is spatially extremely variable and very 

responsive to the spring-neap adjustment and meteorological forcing. This 

concerns in particular the surface front, whereas the bottom section is 

considered more stable (Sournia, 1994). The Ushant Front has played a 

significant role in shelf-sea oceanography, as initial research describing the 

occurrence of these features and their importance for primary productivity was 

largely conducted here (e.g. Pingree et al., 1977; Pingree et al., 1979; Pingree 

et al., 1976; Pingree et al., 1975; Simpson, 1977;1981; Simpson et al., 1981).  

 

The Celtic Sea Front marks the boundary between the stratified Celtic Sea and 

the mixed waters of the Bristol Channel and the Southern Irish Sea. The front 

runs from southwest Wales to southeast Ireland with a characteristic curve that 

follows the bottom topography around the Celtic Deep (Brown et al., 2003; 

Horsburgh et al., 1998) (Figure 1.2). In contrast to the Ushant Front, this front is 

less affected by tides and is spatially very stable once fully established 

(Simpson et al., 1974).  
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Figure 1.2: Frontal map showing the predominant fronts over the SW shelf (the 

shelf break front as well as the two tidal mixing fronts that are the focus of this 

study: the Celtic Sea and Ushant Front). The dark lines show frontal segments. 

The thicker and darker the lines, the more persistent the front.  

 

1.5 Mechanisms of primary productivity enhancement at tidal 
mixing fronts 

A considerable amount of evidence shows increased primary productivity and 

phytoplankton standing stocks at tidal mixing fronts, including the Ushant Front 

(Bargeron et al., 2006; Le Boyer et al., 2009; Pingree, 1975), Celtic Sea Front 

(Pemberton et al., 2004; Savidge, 1976; Savidge et al., 1978) and at features 
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elsewhere (e.g. Georges Bank, US East Coast) (Franks et al., 1996). Maxima 

are usually encountered in the outcropping thermocline on the stratified side. 

This has been attributed to a combination of stratification providing stability to 

retain phytoplankton in the photozone and a constant refueling of nutrients from 

beneath the thermocline and the adjacent mixed domain (Franks, 1992a). 

Where the thermocline shallows to break the surface, phytoplankton is exposed 

to enhanced levels of light and able to increase their growth rate (Holligan et al., 

1984). Nutrients, which tend to become depleted in the surface layer above the 

seasonal thermocline elsewhere in stratified seas, are re-fuelled in the frontal 

zone by cross-frontal exchange mechanisms as described in section 1.4.  

 

Consistently elevated levels of primary productivity at fronts are believed to be 

the starting point of a cascading effect up the trophic chain, because it provides 

foraging grounds for the basis of the food web, the zooplankton (Bakun, 2006; 

Bonnet et al., 2005; LeFevre, 1986). However, primary productivity in the Celtic 

Sea during the summer is generally high and frontal systems are not the only 

place where increased phytoplankton standing stocks can be found (McGinty et 

al., 2014). 

 

1.6 Zooplankton abundance at tidal mixing fronts 
The association between zooplankton distribution and the occurrence of tidal 

mixing fronts is more complex. Results vary between location (e.g. European 

Shelf, Georges Bank), even along a single feature and between species 

(Franks et al., 1996; Holligan, 1981; Robinson et al., 1986; Wishner et al., 

2006). Theoretically, it is expected to find increased zooplankton biomass due 

to passive and active accumulation mechanisms. Convergence zones and 

current flows associated with the front represent physical aggregation 

processes that retain floating organisms (Franks, 1992b). Zooplankton actively 

approaching a front in response to elevated food availability or increased 

dispersal potential has also been put forward (McGinty et al., 2014). However, 

these arguments are contradicted by increased predation pressure at the front 

and phytoplankton occurring in sufficient concentrations elsewhere on the shelf 

(McGinty et al., 2014). 
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In the only available study conducted at the Celtic Sea Front, McGinty et al. 

(2014) showed that zooplankton community structure differed between each 

side of the front, but did not find evidence for enhanced zooplankton biomass at 

the feature itself. Changes in species composition are reported from most other 

studies concerning front-zooplankton association, which has been attributed to 

changes in the hydrodynamic regime and species-specific environmental niches 

(Sabatini et al., 2002; Sabatini et al., 2012; Schultes et al., 2013).  

 

Zooplankton distribution patterns at the Ushant Front vary between studies, 

depending on sampling methodology and location. Similar to the Celtic Sea 

Front, changes in community composition have been observed crossing the 

frontal boundary (e.g. Schultes et al., 2013). Some studies report the 

occurrence of particular frontal species, which are predominantly found in the 

transition zone (Robinson et al., 1986) and increased biodiversity in this domain 

compared to the stratified or mixed side (Schultes et al., 2013). Others suggest 

increased abundance in the frontal zone only (Grall et al., 1980; Perry et al., 

1993). However, various studies conducted at the Ushant Front and elsewhere, 

showed highest abundances of especially copepods in the stratified side 

(Kiorboe, 1993; Sabatini et al., 2002). In addition, multi-year surveys found clear 

inter-annual differences in zooplankton assemblages (Robinson et al., 1986) 

and recent fine-scale research suggests that abundance also differs 

significantly between spring and neap tides (Schultes et al., 2013; Wishner et 

al., 2006). Therefore, observed differences between these studies are due to a 

great amount of natural variability caused by a variety of environmental factors 

and differences in sampling methodology, resolution, location and time. 

 

However, a couple of findings appear to be consistent. Firstly, there is a positive 

relationship between tidal mixing fronts and mero- and ichtyo-plankton, the 

larval stages of benthic organisms and fish. Increased biomass of these has 

been reported from fronts in the North Sea (Munk, 2007; 2014), Georges Bank 

(Lough et al., 2001), off California (Ryan et al., 2014) and the Patagonian shelf 

(Derisio et al., 2014; Sabatini et al., 2002). Larval aggregation at fronts is due to 

reliable and greater foraging opportunities (Hidalgo et al., 2014), improved 

aggregation and dispersal potential along the frontal jet (Lough et al., 2001) and 
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increased spawning activity of adult fish near fronts (Munk et al., 2009; 

Temperoni et al., 2014).  

 

Secondly, most studies observe differences in zooplankton community structure 

over the front. A barrier and blender effect has been mentioned in this regard. 

Frontal systems represent boundaries between different types of water masses 

and separate seas into distinct eco-regions (Nihoul, 1981; Sournia, 1994). Many 

zooplankter are physiologically incapable to deal with the abrupt changes in the 

bio-physical setting over the transition zone, such as a drastic decrease in 

temperature, salinity or differences in phytoplankton composition (Franks et al., 

1996; Sournia, 1994; Wishner et al., 2006). The frontal transition itself tends to 

hosts species from both sides and is considered a mixing zone (Schultes et al., 

2013). 

 

Fronts are potential biodiversity hotspots as they provide the physical 

prerequisites for food webs to develop (Bost et al., 2009; Weeks et al., 2015). 

Consistently increased primary productivity and passive accumulation 

mechanisms are thought to enhance zooplankton abundance at fronts and in 

particular copepod numbers, which serve many prey fish as primary food 

source (Bakun, 2006; Bonnet et al., 2005; LeFevre, 1986). However, recent 

research suggests that copepods maxima do not occur directly in the frontal 

zone, but in the stratified side (Sabatini et al., 2002). This partially invalidates 

the theory of a simple cascading effect up the food chain. It also suggests that 

the interactions across different trophic levels at a front are more complex than 

a simple bottom-up controlled ‘more will lead to more’ relationship (Bertrand et 

al., 2008). The importance of tidal mixing fronts on zooplankton distribution 

appears variable and certainly deserves more attention.  

 

1.7 Associations between megavertebrates and tidal mixing 
fronts 

A significant body of published research is available focused on species-

environment interactions and megavertebrate distribution at fronts (reviewed in 

e.g. Ballance et al., 2006; Bost et al., 2009; Palacios et al., 2006; Scales et al., 
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2014b). Evidence for a significant association between marine top predators 

and frontal features has been described across all oceans and for a large 

variety of frontal types, including vast persistent features like the Antarctic 

Circumpolar Current (Bost et al., 2009), major upwelling systems (Nur et al., 

2011), shelf break fronts (Azzellino et al., 2008) and estuarine plumes (Zamon 

et al., 2014). Likewise, increased abundances of animals at fronts have been 

observed for a range of taxonomic groups, such as pinnipeds (Cotte et al., 

2015), turtles (Pikesley et al., 2013; Scales et al., 2015), sharks (Miller et al., 

2015; Queiroz et al., 2012) and various cetacean (Doniol-Valcroze et al., 2007; 

Joiris, 2011; Kai et al., 2009) and seabird species (Ainley et al., 2009; Force et 

al., 2015; Haney et al., 1985; Ribic et al., 2011).  

 

The affiliation between higher trophic levels and fronts is based on improved 

foraging opportunities due to greater predictability, density, and accessibility of 

prey. Large pelagic fish as well as smaller bait fish not only aggregate along 

frontal features, but also show faster growth rates at these locations, providing 

a rich food source for top predators (Chassot et al., 2011; Klemas, 2013; 

Woodson et al., 2015). Upwelling and convergence zones at fronts make prey 

readily available at the surface, which is of particular benefit to seabirds. For 

instance, gannets have been shown to switch to Area Restricted Search (ARS) 

near frontal zones (Scales et al., 2014a) and change their diving behaviour from 

U-shaped to V-shaped (Cox et al., unpublished data), indicating increased prey 

availability and accessibility. Recurring feeding events at fronts and subsequent 

bio-aggregation lead to increased biodiversity. However, the strength and 

nature of predator-front associations are variable due to complex interactions 

with other biological and environmental factors driving species distribution, and 

need to be assessed on a feature specific basis (Scales et al., 2014b). 

 

At tidal mixing fronts, bio-aggregation mechanisms are expected to be similar to 

those of hydrodynamic features elsewhere. However there is no published 

evidence for increased prey availability at the tidal fronts analysed in this study. 

For instance, vessel monitoring system (VMS) data from the Western Channel 

do not show elevated levels of fishing activity around the Ushant Front 

(Campbell et al., 2014; Martinez et al., 2013). However, this does not directly 
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suggest there are less available fish at the fronts, as other factors such as 

increased shipping traffic and controls may be influential, e.g. a traffic 

separation scheme in the Channel. Further afield, the commercial hake fishery 

on the Patagonian shelf is concentrated over a tidal mixing front during the 

summer season (Ocampo et al., 2013) and areas of intensified spawning and 

elevated larval biomass (including cod, haddock and sandeel), spatially 

coincide with tidal mixing fronts in the North Sea (Munk, 2014; Munk et al., 

2009), the eastern US shelf (Lough et al., 2001) and elsewhere (Woodson et 

al., 2015). 

 

Tidal mixing fronts represent the most persistent and predominant type of front 

during the summer months on shelf-seas. Due to their close proximity to shore 

and consistency over the summer season, shelf-sea fronts could be of 

particular importance for central-place foraging breeding seabirds and animals 

with higher energy constraints that rely on predictable food sources near the 

centre of distribution, such as breeding grounds. Hence, tidal mixing fronts have 

the potential to become protected zones for pelagic species in a region of our 

oceans intensively used by humans. Research investigating the importance of 

these fronts on megavertebrate distribution is limited. Isolated studies suggest 

that top predators indeed use tidal mixing fronts as foraging areas. Increased 

abundance, encounter probabilities and direct exploration have been reported 

for ocean sunfish (Sims et al., 2002), blue and basking sharks (Miller et al., 

2015; Priede et al., 2009; Queiroz et al., 2012), common dolphins (Goold, 1998) 

and a variety of seabirds with different feeding ecologies (Begg et al., 1997; 

Durazo et al., 1998). However, most of these studies are conducted at a small 

scale, focusing on processes at the fronts themselves rather than investigating 

a general influence on species distribution. In addition, the datasets are often 

limited as they are based on few tagged individuals or temporally-restricted 

vessel surveys.  

 

Large spatio-temporal datasets on cetacean occurrence are available for the 

northeast European continental shelf, which have been used to map cetacean 

distribution (Reid et al., 2003) and investigate temporal variability of selected 

species (Macleod et al., 2009; McClellan et al., 2014), but no analytical 
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attempts have been made to relate their distribution pattern to environmental 

variables other than depth in this region (Kiszka et al., 2007). General 

distribution maps suggest enhanced presence near frontal features for species 

such as harbour porpoise, minke whale and bottlenose dolphin (McClellan et 

al., 2014). On the other hand, there are a range of cetaceans that do not appear 

to aggregate in frontal areas, including common, white beaked and Rissos 

dolphins (Reid et al., 2003).  Large datasets on megavertebrate distribution are 

extremely limited, but offer the unique opportunity to investigate the influence of 

shelf-sea fronts on their distribution and the potential for fronts as conservation 

foci.  

 

1.8 The use of frontal composite maps in marine ecology  
The availability of satellite remote sensing data has significantly improved our 

understanding of the oceans, including physical and biological components. 

Remotely measured variables, such as SST and chlorophyll a often explain a 

great deal of the spatial variation in species abundance across multiple trophic 

levels (Stegmann et al., 2004; Suryan et al., 2012; Tremblay et al., 2009). Over 

the past two decades, algorithms have been introduced that translate some of 

the remotely sensed variables into metrics that measure hydrodynamic features 

or events, such as upwelling zones, eddy formation and fronts. It allows for 

cost-effective mapping of frontal systems almost anywhere in the oceans, the 

retrospective analysis of frontal variability over recent decades and quantitative 

analysis in combination with biological datasets (Miller, 2004; 2009; Miller et al., 

2014). Frontal maps can be used to investigate environment-species 

associations at the point where the physical setting leads to the establishment 

of productivity hotspots and refine locations of bio-aggregation. Frontal mapping 

has already been implemented in the process of MPA network establishment in 

the UK and provides potential for dynamic ocean management (Maxwell et al., 

2015; Miller et al., 2014). 

 

Different frontal metrics have been successfully employed to identify habitat use 

over a range of taxa, including gannets (Sabarros et al., 2014; Scales et al., 

2014a), basking sharks (Miller et al., 2015; Priede et al., 2009), turtles (Pikesley 
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et al., 2013; Scales et al., 2015), and fish (Chassot et al., 2011; Reese et al., 

2011) all over the world. The applied metrics capture various frontal 

characteristics, such as presence/absence of the front, frontal strength, 

frequency, probability, or the distance to the nearest frontal feature. Although 

frontal metrics are increasingly used in ecology, not much attention has been 

paid to exploring the suitability of each metric for a given research question. It is 

not clear if available metrics are equally effective for a range of diverse 

approaches, such as time series analysis, identifying biodiversity hotspots or 

habitat use of single species. 

 

1.9 Aims and hypotheses 

1.9.1 Chapter two: Time series analyses of thermal fronts based on 
satellite-derived frontal maps: Results depend on data availability 
and the choice of a metric 

Chapter two provides a comparison between commonly used frontal metrics, 

which will be used throughout this thesis and illustrates some of the limitations 

of the use of frontal metrics in quantitative analyses. Frontal metrics are based 

on complex algorithms and there are hidden caveats, which need to be 

considered during data processing and statistical analysis of frontal maps, such 

as variations in data availability throughout the season and over long time 

scales. Although the incorrect application of frontal metrics in quantitative 

analyses can lead to wrong estimates, not much guidance is available on how 

to handle them appropriately. An analysis of inter-and intraannual variability of 

Celtic Sea and Ushant tidal mixing fronts from 1990 to 2010 serves as a case 

study to a) explain commonly used frontal metrics (so-called Fmean, Fprob, 

Fpers, Fcomp and Fdens) in more detail and demonstrate the differences 

between them in order to aid scientists in their choice of frontal metrics, b) 

demonstrate the different effect of Fclear on temporal variability of Fmean and 

Fprob and c) provide some general advice on use of frontal metrics in 

quantitative analyses.  
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Hypotheses: 

A) H1= There are differences in inter- and intraannual patterns of commonly 

used frontal metrics (Fprob, Fmean, Fpers, Fcomp, Fdens) based on monthly 

composites between January 1990 and December 2010 for the Celtic Sea and 

Ushant tidal mixing fronts. 

 

B) H1= The increase of available data (monthly composites of Fclear) from 

January 1990 to December 2010 affects inter-and intraannual variability pattern 

based on monthly composites of commonly used frontal metrics (Fprob, Fmean, 

Fpers, Fcomp, Fdens).  

 

1.9.2 Chapter three: Physical drivers of inter-and intraannual variability of 
two tidal mixing fronts on the northwest European shelf  

Chapter three builds on chapter two by investigating the key meteorological 

drivers of inter-and intraannual variability pattern revealed in chapter two, based 

on monthly frontal composites between 1990 and 2010. Revealing the key 

meteorological causes of long-term frontal variability provides useful information 

for predictions of potential impacts of changing weather pattern on tidal mixing 

fronts in the future. Meteorological parameters considered in the analysis are 

net heat flux, wind stress, wind direction, precipitation, SST and NAO. The 

analysis focuses on temporal variability of the frontal metrics Fmean and Fprob, 

which provide information on different frontal characteristics, namely frontal 

gradient strength (Fmean) and frontal persistence (Fprob).  

 

Hypotheses: 

A) H1= One or more selected meteorological parameters (net heat flux, 

wind stress, wind direction, precipitation, SST and NAO) explain the intraannual 

variability in Fmean and Fprob between 1990 and 2010. 

 

B) H1= One or more of selected meteorological parameters (net heat flux, 

wind stress, wind direction, precipitation, SST and NAO) explain the interannual 

variability in Fmean and Fprob between 1990 and 2010. 
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C) H1= The key meteorological drivers of temporal variability between 

Fmean and Fprob are different. 

1.9.3 Chapter four: Fronts as boundaries: Frontal density gradients 
restrict dispersal of passive floating organisms on shelf-seas 

Chapter four is the first of three studies that look at the influence of tidal mixing 

fronts on marine biota in the Celtic Sea. This chapter investigates a potential 

boundary effect of tidal mixing fronts on zooplankton distribution in the English 

Chanel and Celtic Sea. Distribution and abundance of zooplankton directly 

affects dependent predator species (e.g. commercially important fish) and 

populations dynamics of organisms with planktonic life cycle (e.g. the benthos). 

A barrier effect of the Ushant Front is expected to be expressed in changes in 

plankton abundance in response to the movement of the front. The influence of 

local movements of the Ushant Front on abundance of Calanus helgolandicus 

and echinoderm larvae is investigated using monthly satellite-derived frontal 

maps and Continuous Plankton Recorder (CPR) data from a fixed route 

between 1990 and 2009.  

 

Hypotheses: 

A) H1= The Ushant Front acts as a dispersal boundary by limiting the 

distribution of Calanus helgolandicus and echinoderm larvae, which is 

manifested in abundance changes of the two plankter in relation to spatial 

movements of the front. 

 

1.9.4 Chapter five: Shelf-sea fronts as conservation sites for marine 
megavertebrates with specialist foraging ecology  

Chapter five investigates the influence of tidal mixing fronts on higher trophic 

levels. This study tests if the Ushant tidal mixing front area is associated with 

higher sightings of megavetebrates species with different foraging ecologies: a) 

surface feeding kittiwakes and storm petrels, which benefit from food sources 

made available near the water surface, b) harbour porpoises, which need to 

feed frequently to refuel energy deposits and therefore, benefit from predictable 

and persistent foraging areas; and c) for comparison purposes a generalist 

feeder, the gannet. 16 years of Presence/Absence data (1996- 2010), a range 
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of satellite-derived frontal metrics (strength, persistence, frequency and 

distance to nearest front) and other habitat variables (depth, chlorophyll, SST) 

at various lags, covering the English Channel and Celtic Sea are used to 

identify the key environmental drivers of spatial variability of the four study 

species.  
Hypotheses: 

A) H1= sightings probability of the three specialist species is positively 

associated with one or more of the frontal metrics 

 

B) H1= frontal metrics describe more of the variations in sightings 

probability for specialist species than other environmental variables 

 

C) H1= frontal metrics are not important descriptors of the variations in 

sightings probability for gannets 

 

1.9.5 Chapter six: Assessing the potential of autonomous submarine 
gliders for ecosystem monitoring across multiple trophic levels 
(plankton to cetaceans) and pollutants in shallow shelf-seas 

Chapters two to five demonstrated the usefulness of extensive spatio-temporal 

datasets for investigation of large-scale variability of tidal mixing fronts and its 

effect on zooplankton and megavertebrates. However, this research also 

highlighted a range of limitations of satellite-derived frontal metrics and long-

term biological time series. Usually there is a trade-off between spatio-temporal 

extent of a dataset versus resolution and quality. This last chapter explores new 

ways to overcome some of the shortcomings of current methodologies in order 

to fill the knowledge gaps in front-biota interactions. This chapter represents a 

methods study and is less driven by hypothesis. Research objectives 

included: 

1. Simultaneously collect data on the physical properties of the water 

column (temperature, salinity, density, chlorophyll a) and the biological 

environment across multiple trophic levels (zooplankton, fish and 

cetaceans- focus on harbour porpoises) 



Chapter	1:	General	Introduction	

	 20	

2. Identify possible associations between the physical and biological 

variables, e.g. a cascading effect of increased productivity up the food-

chain 

3. Investigate differences in the physical and biological variables between 

frontal and non-frontal zones 

4. Asses the future potential of gliders for long-term simultaneous 

monitoring of physical and biological parameters of the water column. 

1.10 List of collaborator contributions 

1.10.1 Chapter two: Time series analyses of thermal fronts based on 
satellite-derived frontal maps: Results depend on data availability 
and the choice of a metric 

Contributors: Lavinia Suberg (National Oceanography Centre Southampton), 

Dr. Peter Miller (Plymouth Marine Laboratories), Prof. Russell Wynn (National 

Oceanography Centre Southampton) 

 

Monthly level-4 composites of the various frontal metrics used in the analysis 

were provided by Peter Miller as 8bit raster files. Data processing and analysis 

was carried out independently. Comments on the final document were provided 

by Peter Miller and Russell Wynn. 

 

1.10.2 Chapter three: Physical drivers of inter-and intraannual variability of 
two tidal mixing fronts on the northwest European shelf  

Contributors: Lavinia Suberg (National Oceanography Centre Southampton), 

Dr. Peter Miller (Plymouth Marine Laboratories), Prof. Russell Wynn (National 

Oceanography Centre Southampton), Prof. Simon Josey (National 

Oceanography Centre Southampton) 

 

Monthly level-4 composites of the various frontal metrics used in the analysis 

were provided by Peter Miller as 8bit raster files. Suitable datasets of 

meteorological variables for the analysis and data processing were discussed 

with Simon Josey. Data processing and analysis was carried out independently. 
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Comments on the final document were provided by Peter Miller and Russell 

Wynn. 

 

1.10.3 Chapter four: Fronts as boundaries: Frontal density gradients 
restrict dispersal of passive floating organisms on shelf-seas  

Contributors: Lavinia Suberg (National Oceanography Centre Southampton), 

Dr. David Johns (Sir Alister Hardy Foundation for Ocean Science), Dr. Pierre 

Hélaouët (Sir Alister Hardy Foundation for Ocean Science), Dr. Peter Miller 

(Plymouth Marine Laboratories), Prof. Russell Wynn (National Oceanography 

Centre Southampton) 

 

Monthly level-4 composites of the various frontal metrics used in the analysis 

were provided by Peter Miller as 8bit raster files. The CPR zooplankton data 

was provided by David Johns. Research aims and analytical approach were 

discussed with Pierre Hélaouët. Data processing and analysis was carried out 

independently. Comments on the final document were provided by David Johns 

and Russell Wynn. 

 

1.10.4 Chapter five: Shelf-sea fronts as conservation sites for marine 
megavertebrates with specialist foraging ecology  

Contributors: Lavinia Suberg (National Oceanography Centre Southampton), 

Dr. Simon Ingram (University of Plymouth), Dr. Clare Embling (University of 

Plymouth), Dr. Tom Brereton (MarineLife), Dr. Peter Miller (Plymouth Marine 

Laboratories) 

 

Monthly level-4 composites of the various frontal metrics used in the analysis 

were provided by Peter Miller as 8bit raster files. Megavetebrate sightings data 

was provided by Tom Brereton. Research aims and analytical approach were 

discussed with Simon Ingram and Clare Embling. Data processing and analysis 

was carried out independently. Comments on the final document were provided 

by Simon Ingram and Clare Embling. 
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1.10.5 Chapter six: Assessing the potential of autonomous submarine 
gliders for ecosystem monitoring across multiple trophic levels 
(plankton to cetaceans) and pollutants in shallow shelf-seas 

Contributors: Lavinia Suberg (National Oceanography Centre Southampton), 

Prof. Russell Wynn (National Oceanography Centre Southampton), Dr. Jeroen 

van der Kooij (Centre for Environment, Fisheries and Aquaculture Science), Dr. 

Liam Fernand (Centre for Environment, Fisheries and Aquaculture Science), Dr. 

Sophie Fielding (British Antarctic Survey), Dr. Damien Guihen (British Antarctic 

Survey), Dr. Douglas Gillespie (University of St. Andrews), Dr. Mark Johnson 

(University of St. Andrews), Kalliopi C. Gkikopoulou (University of St. Andrews), 

Dr. Allan (Norwegian Institute of Water Research), Branislav Vrana (Research 

Centre for Toxic Compounds in the Environment 

), Dr. Peter Miller (Plymouth Marine Laboratories), Dr. David Smeed (National 

Oceanography Centre Southampton), Dr. Alice R. Jones (University of 

Adelaide) 

 

Data collection was a big collaborative effort from scientists and institutions 

listed below as well as glider technicians and research vessel crew. Data 

processing and analysis were largely performed independently but with 

contributions from the following people: Liam Fernand gave advice on sampling 

design and survey set up. He also  provided temperature and chlorophyll a data 

from in situ water samples collected on the CEFAS Endeavour for comparison 

purposes with glider-collected data. Liam Fernand furthermore, provided advice 

on oceanographically data analysis. Advise and discussion on sampling 

scheme of the echosounder was provided by Sophie Fielding, Damien Guihen 

and Jeroen van der Kooij. Processing, analysis and visualisation of 

echosounder data was largely conducted by Damien Guihen. Data from vessel-

based echosounder for comparison purposes with data from glider-based 

echosounder was provided by Jeroen van der Kooij. Written contribution to 

echosounder related methods, results and discussion sections were made 

Sophie Fielding, Damien Guihen and Jeroen van der Kooij. Development, 

integration and discussion on the sampling scheme of the D-TAG came from 

Mark Johnson and Douglas Gillespie. Processing and visualisation of D-TAG 

data was conducted by Mark Johnson, Douglas Gillespie and Kalliopi 
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Gkikopoulou. Written contributions to D-TAG related methods, results and 

discussion sections were made by Douglas Gillespie and Kalliopi Gkikopoulou. 

Passive pollutant samplers and analysis of pollutants were provided by Ian 

Allan and Branislav Vrana. Written contributions to passive pollutant samplers 

related methods and result sections were made by Ian Allan and Branislav 

Vrana. Peter Miller provided satellite-derived frontal maps during the glider 

survey and for the manuscript. David Smeed provided code for glider 

navigational data processing and contributed to glider data processing. All co-

authors made suggestions to improve manuscript drafts. 
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2 Time series analyses of thermal fronts 
based on satellite-derived frontal maps: 
Results depend on data availability and 
the choice of a metric  

Satellite-derived frontal metrics describe characteristics of thermal fronts, such 

as their strength or persistence. They are increasingly used in marine science to 

investigate spatio-temporal variability of thermal fronts or in ecological studies to 

explain species distribution. However, most metrics are based on complex 

algorithms, which can make it difficult to fully understand their meaning. 

Although the incorrect application of frontal metrics in quantitative analyses can 

lead to wrong estimates, not much guidance is available on how to handle them 

appropriately. Therefore, this research aims to a) explain commonly used frontal 

metrics (so-called Fmean, Fprob, Fpers, Fcomp and Fdens) and the differences 

between them b) give guidance on their use in quantitative analyses and c) 

provide some general advise on processing frontal metrics for statistical 

analyses. As a case study serves an investigation of inter-and intraannual 

variability of two tidal mixing fronts in the Celtic Sea. Generalized Additive 

Mixed Models (GAMMs) with an Autoregressive Correlation Structure (AR1) 

were applied on monthly frontal maps from 1990 to 2010. Metrics of the group 

Fprob, Fpers and Fcomp (Pearson correlation: r=0.8-1.0; p<0.001); and Fmean 

and Fdens were almost identical (r=0.8-0.9; p<0.001). Therefore, analyses were 

continued on the simpler metrics Fprob and Fmean representatively. Inter-and 

intraannual variability of Fmean and Fprob were significantly different. Fmean 

showed an oscillating pattern between 1990 and 2010 whereas there were no 

changes in Fprob over time. In addition, there has been a >2-fold increase of 

available satellite imagery from 1990 to 2010 due to more active satellites, 

which significantly affected Fprob (negatively) and Fmean (positively). When 

using frontal maps for quantitative analyses, the choice of metric should be 

carefully considered and data availability needs to be accounted for as it can 

produce variable results otherwise. The production of a coherent guide on the 

use of frontal metrics would be helpful to minimize mistakes and potentially 

wrong estimates in statistical analyses. 
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2.1 INTRODUCTION 
Fronts are defined as transition zones between different water masses, where 

steep gradients in physical (e.g. temperature, density), chemical (e.g. nitrogen 

and iron) and/or biological (e.g. plankton) parameters can be found (LeFevre, 

1986). The types of fronts, their spatio-temporal extent and formation 

mechanisms are as divers as the parts they play within the oceans and for our 

climate. Fronts can be permanent (e.g. The Antarctic Polar Front), seasonally 

re-occurring (e.g. tidal mixing fronts) or short-lived (e.g. upwelling events) 

(Table 1.1) (Owen, 1981). Reasons for the establishment of fronts vary 

depending on the type of front. Some common factors are bathymetry (shelf 

break fronts), freshwater input (river plumes), tides (tidal-topographic fronts), 

meteorological forcing such as wind or solar radiation (upwelling events, tidal 

mixing fronts) or a combination of these (Acha et al., 2015). 

 

Fronts have many functions within the marine and atmospheric system. Sea-air 

interactions along the major fronts significantly impact the regulation of our 

climate (Diakhate et al., 2016; Nakamura et al., 2015). Large frontal currents 

are responsible for the transportation of considerable volumes of water and 

organic matter across several thousands of kilometres (Thompson, 2008). 

Some fronts act as boundaries between ecosystems and serve migratory 

species as ‘marine highways’. Foraging events and high diversity across 

multiple trophic levels caused by passive and active bio-accumulation are 

frequently observed along fronts (Bost et al., 2009; Hyrenbach et al., 2000). 

Subsequently, they are of interest to the commercial fishing industry and 

conservationist alike (Hyrenbach et al., 2000; Podesta et al., 1993). Fronts are 

important and continuing research aims to improve our understanding of fronts, 

their sensibility to climate change and potential knock-on effects on 

ecosystems, hydrodynamic regimes and world climate. 

 

Satellite-derived frontal metrics describe characteristics of thermal fronts, such 

as their strength or frequency, in the area of interest and for a desired period. 

They come in form of images, so called ‘frontal maps’. These maps are usually 

a composite of multiple satellite images, because single images are often cloud-

covered (Miller, 2009). Combining multiple images into one map creates 
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(ideally) a cloud free view on the ocean surface. The resulting frontal maps are 

a mosaic of pixels containing values describing a front (frontal values) or not 

(cloud free pixel that are cloud free and cover an area of sea without fronts). 

They provide information on the surface signal of thermal fronts over large 

spatio-temporal scales at low cost, which makes them very popular for scientist 

from a variety of backgrounds, including oceanographers and ecologists.  

 

Frontal maps are particularly useful to study large-scale processes, because of 

their spatio-temporal coverage (time series begin in the 80’s and cover the 

entire globe). For example, they have been used to create detailed maps of 

surface fronts all over the world, e.g. Southern Ocean (Dong et al., 2006), 

Bering Sea (Belkin et al., 2009), Patagonian Shelf (Rivas et al., 2010) and 

California Current System (Armstrong et al., 2012) and to describe their spatio-

temporal variability. Research on spatial variability of fronts usually focuses on 

selected, persistent features (e.g. Bisagni et al., 2006; Lee et al., 2015; Yu et 

al., 1996), whereas temporal variability studies tend to summarize frontal 

activity over an entire ecosystem (e.g. Belkin et al., 2009). Despite interest in 

the impact of climate change on frontal structures, only limited research utilises 

frontal metrics to investigate long-term trends of fronts. (e.g. Belkin et al., 2009). 

 

Satellite-derived frontal metrics are not just of interest to oceanographers, but 

have become popular in recent years amongst marine ecologists to explain and 

predict species distributions, particularly for marine apex predators. The 

potential for fronts to act as biodiversity hotspots has also received attention 

from policymakers involved in development of spatial conservation measures 

such as Marine Protected Areas, and future monitoring of mobile species as 

part of the Marine Strategy Framework Directive (MSFD) (Defra, 2009; 2012; 

European Union, 2008). Initially, frontal maps were used only descriptively and 

compared to tracks or distribution maps of marine biota (Doniol-Valcroze et al., 

2007; Edwards et al., 2013; Pemberton et al., 2004; Priede et al., 2009; 

Schabetsberger et al., 2013). However, they are increasingly being used in 

statistical models to investigate bio-physical coupling and ecosystem dynamics 

(Oppel et al., 2012; Pirotta et al., 2014).  Despite interest in the impact of 
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climate change on frontal structures, only limited research utilises frontal 

metrics to investigate long-term trends of fronts. (e.g. Belkin et al., 2009). 

 

A range of frontal metrics is available by now and new ones are still being 

developed. Some metrics are comparably simple, such as probability of 

observing a front. Other metrics are based on complex algorithms. Each metric 

has been developed for a particular purpose and provides information about a 

specific frontal characteristic, e.g. one metric describes frontal strength and 

another one provides information on the persistence of a front. Some metrics 

are more popular than others in specific scientific studies. For example, a metric 

describing the probability of observing a front has been used frequently in the 

past by remote sensing scientists to analyse spatio-temporal variability of fronts 

and to map fronts all over the world (Bisagni et al., 2006; Bisagni et al., 2001; 

Cyr et al., 2015; Mavor et al., 2001; Rivas et al., 2010). So called frontal 

‘composite’ and ‘density’ maps have been particularly popular with marine 

ecologists to investigate spatial association between species distribution and 

frontal activity, particularly top predator species and megafauna, such as 

sharks, turtles, marine mammals and seabirds (e.g. Doniol-Valcroze et al., 

2007; Edwards et al., 2013; Miller et al., 2015; Oppel et al., 2012; Pemberton et 

al., 2004; Pirotta et al., 2014; Priede et al., 2009; Scales et al., 2015).  

 

Most metrics represent highly processed data based on, sometimes complex, 

algorithms that can make it difficult for the user to understand the actual 

meaning of the provided values and the behaviour of metrics when applying 

statistical measures. For example, each metric describes a particular frontal 

characteristic and therefore, different metrics display particular spatial and 

temporal variability pattern and the results of quantitative analyses can be 

variable, depending on the metric employed. Still, not much guidance for 

researchers is available in the scientific literature on the use of frontal metrics, 

the differences between them and factors to consider during their statistical 

processing.  

 

There is also a lack of information concerning factors influencing the metrics 

directly, such as the quantity of data used to create a frontal map or the method 
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by which frontal values are spatially averaged. However, these factors need to 

be considered when working with frontal metrics in order to avoid incorrect 

estimates of a front. For example, there has been a steep and continuous 

increase in satellite passes over the past 20 years, which resulted in an 

increased number of satellite images per day and therefore, more data 

availability. In addition, data available is usually higher during summer months, 

because of less cloud cover. However, varying sampling size can affect the 

results of statistical analyses. Still, many studies looking at long-term trends of 

satellite-derived frontal metrics often do not account for a continuous rise in 

data availability (e.g. Belkin et al., 2005; Kahru et al., 2012; Ullman et al., 2007). 

More information how data availability affects statistical analyses of frontal 

metrics would be desirable.  

 

In this study, inter- and intrannual variability of two shelf-sea fronts from January 

1990 to December 2010 is examined using monthly composites of frequently 

used frontal metrics (details in the method section 2.2.2). The temporal analysis 

serves as a case study to demonstrate differences between frequently 

employed frontal metrics and the factors that need to be considered when using 

these metrics in temporal analyses, such as variations in data availability. This 

research aims to provide guidance on understanding frontal metrics and their 

limitations and to give advice on the choice of metric and their analyses.  

 

Study objects are the Celtic Sea and Ushant tidal mixing fronts, which separate 

the Celtic Sea from the Irish Sea and Western English Channel respectively 

(Figure 1.1, General Introduction section 1.4). Tidal mixing fronts are transition 

zones between tidally-mixed coastal and seasonally-stratified shelf waters. Tidal 

mixing fronts depend on the onset of stratification and have therefore, a distinct 

seasonal cycle (Holt et al., 2008b). The spatial and intra-annual variability of the 

Celtic Sea and Ushant Front is well documented from four decades of in-situ 

and modelling studies, which provide a solid comparison background for the 

results of this research. The fronts are present from approximately April to 

November and absent during winter due to the lack of stratification (Elliott et al., 

1991; Holt et al., 2010; Pingree et al., 1978; Young et al., 2004). In addition, the 

seasonal nature of the two fronts allows for the demonstration of the 
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introduction of unwanted noise by other frontal types during winter and the 

advantages of studying single fronts in isolation. Furthermore, both fronts are in 

close proximity to each other, which allows for a comparison between individual 

fronts of the same type. 

 

Tidal mixing fronts are critical in shaping oceanographic and biological 

processes during the summer months. They significantly contribution to the 

shelf-sea circulation, greatly increase primary productivity and are foraging 

areas for various development stages of commercially important fish (Hickox et 

al., 2000), sharks (Alemany et al., 2009; Munk et al., 2009), marine mammals 

(Miller et al., 2015; Priede et al., 2009; Queiroz et al., 2012) and seabirds 

(Goold, 1998). Despite their importance, not much information is available on 

long-term variability of tidal mixing fronts in the Celtic Sea. In addition to 

providing guidance for the analyses of frontal metric, this research represents 

the first data based long-term investigation of the temporal variability of the 

Celtic Sea and Ushant Front.  

 

2.2 METHODS 
This section is divided into two parts: 

• The first part describes the processing of frontal maps and provides a 

description of the frontal metrics used in the analysis, including their 

underlying algorithms. This section also explains how the spatial extend of 

the sampling area for each front was determined, e.g. how large does the 

area need to be in order to capture spatial deviations from the core position 

of the front and at the same time, minimize the inclusion of frontal segments 

from neighbouring fronts in the vicinity. Finally, the construction of the time 

series for each front is described, which involves the spatial averaging of 

frontal values over the sampling area. 

• The second part concerns the statistical analysis: Calculation of anomalies 

of frontal metrics, data exploration, detailed description of the statistical 

model used and the factors included in the analyses and model validation. 
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2.2.1 Processing of frontal maps 
Frontal maps in this research were based on ‘monthly composites’, which 

means that all satellite images obtained during a given month are combined into 

a single map. Although higher temporal resolution would have been more 

desirable, weekly and fortnightly frontal maps were still highly affected by cloud 

cover (even during the summer months) and were unsuitable for the analysis. 

Particularly at the beginning of the 21 years time period in this research (the 

early 90’s), there were only few satellite passes and hence, few images per day. 

Consequently, satellite images collected over weeks were required to obtain a 

fairly cloud-free view on the sampling area, particularly during the wintertime. 

Nowadays, higher resolution composites (e.g. fortnightly) can be sufficient, 

because the number of satellites and subsequently, satellite passes, have 

consistently increased over the past 20 years, providing multiple images per 

day.  

 

Frontal maps used in this research are based on Advanced Very High-

resolution Radiometer (AVHRR) data from National Oceanic and Atmospheric 

Administration (NOAA) satellites, which were received at the Dundee Satellite 

Receiving Station, Scotland, by the NERC Observation Data Acquisition and 

Analysis Service (NEODAAS).  These raw data are translated into SST values, 

geo-corrected, cloud masked, and mapped by the Remote Sensing Group 

(RSG) of Plymouth Marine Laboratory (PML) at 1.1km2 resolution. Thereafter, 

fronts are detected on each satellite image by application of the Single Image 

Edge Detection algorithm (SIED) developed by Cayula and Cornillon (1992). In 

this approach, a histogram of the SST frequency distribution is created, based 

on a user-defined array of pixels, but usually 32x32 pixel (also used in this 

research). If the histogram has a bimodal form, it suggests the presence of two 

different water masses (Figure 2.1). In order to qualify as two separate water 

masses, the temperature difference between the two populations has to be at 

least 0.4°C (in this research). The SIED then marks the transitional values 

between the two modes of in the histogram as 'valid pixels' = frontal (Fvalid). 
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Figure 2.1: Histogram of a sharp front. The histogram has a bimodal shape and 

shows temperature distribution of two distinct water masses. The temperate 

difference between the two water masses has to be at least 0.4°C in order to be 

classified as distinct by the SIED. The transitional values between the two 

modes are classified as frontal. Figure modified from Cayula and Cornillon 

(1992), Figure 7. 

 

A SIED-derived frontal map from a single satellite image is unsuitable for the 

description of meso-scale features due to their variable nature and the 

frequency of cloud cover in the study region, which disguises dynamic 

processes (Miller, 2009). Therefore, all images obtained each month were used 

to obtain a clear frontal picture. Rather than averaging over the images, they 

are accumulated into a single map, which highlights stable frontal features. 

Further steps of data processing depend on the metric chosen and are 

explained in detail below. 
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2.2.2 Frontal metrics used in this research 
Fprob (Figure 2.2, Table 2.1) represents the probability of observing a front in a 

given pixel over the sequence of images used (Miller, 2009). For example, 40 

images were obtained over the period of one month. Of these 40 images, only 

30 images had clear views on a given pixel (example pixel), in the other ten 

images the example pixel was obscured by clouds. In this sequence of 30 clear 

views, the example pixel was identified as valid pixel (frontal) 20 times by the 

SIED-algorithm. The Fprob value for this pixel would be: 

 𝐹𝑝𝑟𝑜𝑏 =  !"#$% !"#$%&
!"#$% !"#$%&

=  !"
!"
= 0.67.  

 

The higher the Fprob value, the more often a front was detected in the pixel. 

Therefore, clusters of pixels with high Fprob on a frontal map represent areas of 

higher frontal occurrences. The advantage of Fprob is that it is simple and easy 

to understand. However, there are two apparent disadvantages. Firstly, it is a 

proportion and can easily biased when the relationship between the numerator 

and denominator is not linear or if both change in the same direction, but at 

different rates. Secondly, Fprob does not provide information on the strength of 

a front.  

 

Fmean (Figure 2.2, Table 2.1) provides information on the temperature gradient 

(temperature change per pixel) and hence, an indication of the strength of a 

front (Miller, 2009). After applying the SIED-algorithm to a single image, the 

temperature gradients between a valid pixel (example pixel) and its 

neighbouring valid pixels are calculated. The value of the greatest gradient 

found is assigned to the example pixel. This is done for all valid pixels on a map 

and all images going into a composite. For the final map, the mean of all values 

(greatest temperature gradient) for the example pixel, obtained over the 

sequence of images for one month, is taken. However, the mean is only based 

on valid pixels in the sequence and not on pixels that were cloud free, but non-

frontal. For example, 40 images were obtained over the period of one month. Of 

these 40 images, only 30 images had clear views on the example pixel. In the 

other ten images the example pixel was obscured by clouds. In this sequence of 

30 clear views, the example pixel was identified as valid pixel (frontal) 20 times 

by the SIED-algorithm. Because Fmean is based on valid pixels only, 20 times 
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the greatest temperature gradient found was calculated for the example pixel. 

For the final map, the 20 gradient values were added and divided by the 

number of times the example pixel was valid, which is 20 in this case. 

 𝐹𝑚𝑒𝑎𝑛 = !"# !" !"#.!"#$%&'( !"#$%& (!" !"##$%$&' !"#$%&)
!"#$%& !" !"#$% !!! !"#$% !"# !"#$%!&!#" !�!"#$%

= (𝑒.𝑔. )  !".!
!"

= 1.7 

 

A disadvantage of Fmean (Figure 2.2, Table 2.1) is the disregard of clear 

pixels. For instance, the example pixel was identified as frontal 20 times in the 

sequence of 30 clear images and had a final Fmean of 1.7. Another pixel, 

example pixel 2, has been identified as frontal twice in the sequence of 30 clear 

images, but also had a temperature gradient of 1.7 each time. Example pixel 2 

will receive the same value on the map as example pixel 1 although its frontal 

frequency was very small. This results in maps containing many transient frontal 

segments that are displayed with the same strength than the persistent ones. 

This is not desirable for visualisation purposes as it introduced noise to a map 

and complicates the detection of stable fronts. 

 

Fpers (Figure 2.2, Table 2.1) is the product of multiplying the final monthly 

composite of Fmean by the final composite of Fprob: 

𝐹𝑝𝑒𝑟𝑠!"#$% = 𝐹𝑚𝑒𝑎𝑛!"#$%  × 𝐹𝑝𝑟𝑜𝑏!"#$%  

 

By weighting Fmean by a measure of persistence (Fprob), areas of frequently 

occurring fronts are highlighted and noise introduced by short-lived frontal 

segments is reduced (Miller, 2009). While the multiplication of Fprob and 

Fmean aids visualisation of more consistent features, it complicates an 

interpretation of the metric itself, because it is comprised of two entities that 

have different meanings.  A change in Fpers cannot be directly attributed to 

either changes in Fprob or Fmean (or both). However, in certain cases it might 

be crucial to know which metric is more affected, e.g. if interested in the 

meteorological drivers of the observed variability.  

 

In Fcomp maps (Figure 2.2, Table 2.1) an additional weighting factor (Fprox) is 

applied to the final Fpers maps, which considers the spatial proximity of valid 

pixels (Miller, 2009).  
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𝐹𝑐𝑜𝑚𝑝!"#$% = 𝐹𝑝𝑒𝑟𝑠!"#$%  × 𝐹𝑝𝑟𝑜𝑥   

Pixels near or in clusters of valid pixels, will receive an additional ‘boost’. The 

closer the pixel is to a frontal cluster, the more it will be boosted. This process 

will ignore pixels located beyond a certain distance from any frontal clusters. 

The resulting maps further emphasise persistent features and further reduce the 

occurrence of noise. Like Fpers, Fcomp obscures the influences of each of the 

components for the final product and it is not possible to identify the most 

variable component.  

 

Fdens (Figure 2.2, Table 2.1) is basically an Fcomp map plus the application of  

an additional spatial smoother (Scales et al., 2014a). Fdens is particular useful 

for visualisation of persistent, spatially stable features as it removes nearly all 

transient frontal segments. 

𝐹𝑑𝑒𝑛𝑠!"#$% = 𝐹𝑐𝑜𝑚𝑝!"#$% + 𝑠𝑝𝑎𝑡𝑖𝑎𝑙 𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑟 

 

Fclear and Fvalid: For each pixel in a final composite map, Fclear and Fvalid 

(Figure 2.2, Table 2.1) simply provide the total amount of clear and valid pixels. 

Valid pixels are pixels that have been identified by the SIED-algorithm as frontal 

(described in section 2.2.1). Clear pixels are pixels that were not cloud covered 

and had a free satellite view on the ocean. These can be frontal or non-frontal. 

As in the example above, 40 images were obtained over the period of one 

month. Of these 40 images, only 30 images had clear views on a given pixel 

(example pixel), in the other ten images that pixel was obscured by clouds. The 

example pixel would have an Fclear value of 30, while it was covered by clouds 

the on the other ten occasions. The pixel’s Fvalid would be 20, because in the 

30 clear views on that pixel, the SIED-algorithm classified it as frontal only 20 

times. 
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Table 2.1: List of metrics of metrics used in this research and their 

abbreviations, common names, quantitative derivation, value range and spatio-

temporal resolution. Temp.= Temperature 

Metric Common 
name 

Definition  Value 
range 

Spatio-
temporal 

res. 
Fvalid Valid pixels Total of valid (frontal) pixels 

in a sequence of images 
Any positive 

integer 
Monthly 
4.8km2 

Fclear Clear pixels Total of clear pixels in a 
sequence of images 

Any positive 
integer 

Monthly 
4.8km2 

Fprob Frontal 
probability 

𝐹𝑣𝑎𝑙𝑖𝑑
𝐹𝑐𝑙𝑒𝑎𝑟 

0-1 Monthly 
4.8km2 

Fmean Temp. 
gradient 

𝑇𝑒𝑚𝑝𝑒𝑟𝑎𝑡𝑢𝑟𝑒 𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡
𝐹𝑣𝑎𝑙𝑖𝑑  

0-2.54 Monthly 
4.8km2 

Fpers Frontal 
persistence 

𝐹𝑝𝑟𝑜𝑏 𝑥 𝐹𝑚𝑒𝑎𝑛 0-0.254 Monthly 
4.8km2 

Fcomp Frontal 
composite 

𝐹𝑝𝑒𝑟𝑠 𝑥 𝐹𝑝𝑟𝑜𝑥 

Fprox= additional ‘boost’, 
when other frontal clusters 

in the neighbourhood 

0-0.254 Monthly 
4.8km2 

Fdens Frontal 
density 

𝐹𝑐𝑜𝑚𝑝 + 𝑠𝑝𝑎𝑡𝑖𝑎𝑙 𝑠𝑚𝑜𝑜𝑡ℎ𝑒𝑟 0-0.254 Monthly 
4.8km2 

 

2.2.3 Spatial downscaling  
The final composites of each metric initially had a spatial resolution of 1.1km2. 

For this research, the resolution was reduced to 4.8km2 by taking the mean of a 

four by four pixel array on the final monthly composites. Spatial downscaling 

was performed to reduce variability around the frontal contours, which facilitated 

the determination of the sampling area (see section 2.2.5.1). It is important to 

consider the observed movement of dynamic fronts through the sequence, as 

this can affect the interpretation of front metrics, particularly if they are spatially 

averaged or smoothed. For example, a strong static front would give a thin line 

of high Fmean values, whereas a weaker dynamic front would result in a wider 

ribbon of lower Fmean values. Even a weaker static front causes greater 

variability in the detected location of the frontal boundary. The greater number 

of frontal pixels covered by a weak front may cause the spatial averaging to 
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give higher metric values than for a strong front. This contributes a small, 

unavoidable uncertainty, which affect all front detection techniques similarly. 

 

2.2.4 Expression of frontal metrics in digital values 
The metrics Fpers, Fcomp and Fdens are in so-called ‘digital values’ and range 

between 0 and 255. The software used to process the frontal maps produces 

values in the range of 0-255 to conserve memory and to run more efficiently. In 

order to achieve some distinction between the metrics, a specific conversion 

factor is applied to each one, resulting in a different value range for most 

metrics (usually one or more decimal degrees from the base value). However, 

the converted metrics still do not relate to real-life values and spatio-temporal 

differences of a given metric can only be described as relative change. 

Exceptions are Fvalid and Fclear, which represent the actual number of pixels 

that were valid and clear respectively. Fmean values also represented the 

actual temperature gradient, which is the change in temperature per pixel. 

Fprob is a proportion of Fvalid and Fclear that ranges between 0–1.  
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Figure 2.2: Monthly composites for Fvalid, Fprob, Fmean, Fpers, Fcomp and 

Fdens from June 2009. Blue colours indicate lower and yellow higher values 

of a given metric. Pixels covering land are no-value pixels and therefore, 

come up as white or zero. 
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2.2.5 Data processing  
 
All statistical analysis was performed in 'R', figures and geographic maps were 

created in either 'R', Matlab or ArcMap10.1 (ArcMap, 2012; Matlab, 2009; R 

Core Team, 2013),. 

2.2.5.1 Determination of sampling areas for Celtic Sea and Ushant Front 

To investigate inter- and intraannual variability of the selected frontal metrics for 

each front (Ushant and  Celtic Sea Front), time series for each metric had to be 

created, which encompasses the spatial averaging of pixels to obtain a single 

value per front and monthly composite. The position of tidal mixing fronts varies 

seasonally, in response to tidal movements, storm events and other factors. 

Therefore, the sampling area for each front needed to be large enough to 

capture the spatial variability of the fronts, but small enough to exclude 

unwanted features in the vicinity as much as possible, which would add noise 

(e.g. other fronts such as river plumes or coastal currents). In order to identify 

the spatial variations of each front over the yearly cycle, seasonal maps of 

Fcomp were created by averaging monthly composited of Fcomp from 1990 to 

2010 according to season (Spring: March-May; Summer: June-August; Autumn: 

September-November; Winter: December-February). Each maps showed the 

average spatial extent (from 1990 to 2010) of the Celtic Sea and Ushant Front 

in each season, which provided a first indication of a suitable sampling area for 

each front. 

 

Based on the visually identified core areas for the Celtic Sea and Ushant Front, 

different sized subsets were created (Figure 2.3). Subsets were limited to 

≥12km away from the coast to avoid the influence of coastal factors, such as 

coastal currents and freshwater plumes.  Resampling on the different subsets 

was conducted to a) refine the sampling area and b) ensure no bias caused by 

an ‘area size effect’ was introduced. By resampling different sized subsets the 

minimum sampling area required can be refined, ensuring no significantly large 

segments of the Celtic Sea or Ushant Front are left out and at the same time, 

keeping the subsets small enough to reduce noise from unwanted other fronts 

in the vicinity. For example, spatial averages for each subset are expected to 
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increase with decreasing subset size, because less non-frontal pixels are 

included in the averaging.  

 

Resampling was conducted in ‘R’ using the one.boot function in the ‘simpleboot’ 

package (Peng, 2008). Bootstrapping with 999 permutations on the mean was 

performed on the entire data set and a seasonal subset (March-November), 

which only considers the frontal season. For the Celtic Sea Front three subsets 

of different size were resampled and for the Ushant Front four subsets (Figure 

2.3). Boxplots of the resampled mean of Fprob and Fmean for the Celtic Sea 

Front show no signs of a ‘sampling area effect’ (Figure 2.4, showing Fprob and 

Fmean only, representative of other metrics). Values declined as expected 

when increasing the spatial extent of the subsets. At the Ushant Front, the 

seasonal subset did not show any signs of an area effect. However, the 

differences of the bootstrapped mean between subset 1 and 2 of the entire 

dataset were small (Figure 2.4) and indicated that the larger subset still 

captured new frontal pixels. Since this was only the case for the full data set 

and not the seasonal one, it suggests that the additional frontal pixels belong to 

wintertime fronts. Wintertime fronts are not of interest in this research and 

considered noise. Therefore, final analyses were performed on subsets 1 for 

both fronts.  
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Figure 2.3: Fcomp maps at 4.8km2 resolution, averaged from 1990-2010 for 

spring (March-May), summer (June-August), autumn (September-November) 

and winter (December-February), showing areas of low (light blue) and high 

(dark blue) Fcomp. Green indicates land; coloured polygons show different 

sized sampling subsets considered for analysis and used during resampling.   
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Figure 2.4: Boxplots of bootstrap-resampled mean (999 permutations) for 

Fprob (top panel) and Fmean (bottom panel) at Celtic Sea and Ushant Front, 

based on the entire dataset (blue) and a seasonal subset (green), including 

months March- November only. Subsets are labelled as in Figure 2.3 

 

2.2.5.2 Spatial averaging of frontal pixels over the sampling area  

To obtain time series for each frontal metric at the Celtic Sea and Ushant Front, 

pixels within the two subsets 1 were averaged for each monthly composite and 

metric, using the arithmetic mean. The spatial averaging can either include all 

pixels (including non-frontal, but clear) or frontal pixels only. Since the subjects 

of interests are fronts, one might consider using frontal pixels only, and hence, 

extract merely information on the fronts. However, using only frontal pixels 

would result in highly variable sampling sizes for the spatial averaging (Table 

1 1 2 2 3 3

0.
07
4

0.
07
8

0.
08
2

0.
08
6

Celtic

Subset

Fp
ro
b

1 1 2 2 3 3 4 4

0.
06
5

0.
07
0

0.
07
5

0.
08
0

Ushant

Subset
Fp
ro
b

1 1 2 2 3 3

0.
22

0.
24

0.
26

0.
28

Celtic

Subset

Fm
ea
n

1 1 2 2 3 3 4 4

0.
16

0.
18

0.
20

0.
22

0.
24

Ushant

Subset

Fm
ea
n



Chapter	2:	The	use	of	frontal	metrics	in	temporal	variability	studies	of	thermal	fronts	

	 43	

2.2), because there will be fewer frontal pixels during winter months in the 

sampling area and more during the summer (tidal mixing fronts are absent 

during the wintertime). In addition, there will be more frontal pixels during 

periods of higher Fclear (e.g. the summer months or good weather periods). 

Sampling size can affect the results of statistical analyses. In order to avoid a 

sample size effect, spatial averaging in this research was performed using all 

pixels within subset 1 for both fronts, including non-frontal ones.  

 

Table 2.2: Maximum, minimum and mean sampling sizes (pixels included in 

spatial averaging of subset 1 for each front) if zeros were excluded and when 

they are included 

Front Celtic Sea Front Ushant Front 
 Max Min Mean Max Min Mean 

Excl. zeros 213 19 180 837 37 628 

Incl. zeros 213 210 213 837 833 837 
 

2.2.6 Statistical analyses 

2.2.6.1 Correlations between frontal metrics used in this research 

Data exploration revealed very high correlations between the metrics Fprob, 

Fpers, Fcomp as well as between Fdens, Fpers, Fcomp and between Fdens 

and Fmean (Table 2.3). Therefore, analyses in this research were conducted 

on Fprob and Fmean only, each representative for a metric group of similar 

metrics. Fcomp and Fdens are probably two of the most frequently used frontal 

metrics in ecology at the moment. However, Fprob was selected instead of 

Fcomp or Fdens, because it is a) more comprehensible compared to Fcomp, 

Fpers and Fdens, b) frequently used in remote sensing research and c) the 

dominant component in Fcomp and Fpers (most of the variability in Fcomp and 

Fpers is caused by the variability in Fprob). Surprisingly, Fmean has not been 

used much in ecological or oceanographic research. It is included in this 

research instead of Fdens, because a) it is more comprehensible compared to 

Fdens and b) it provides useful information on the strength of the front (different 

frontal characteristic than Fprob). Time series plots of metrics not included in 

the analysis (Fpers, Fcomp and Fdens) can be found in the appendix 

(Sup.Figure 2.1 and Sup.Figure 2.2). 
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Table 2.3: Pearson Product Moment correlation coefficients (r) for all metrics 

combinations. Green shading refers to Celtic Sea Front and blue shading to 

Ushant Front correlations. Coefficients above 0.7 are in italic and bold numbers 

are coefficients of correlation analyses with p-values <0.05. 

Metric/r Fprob Fpers Fcomp Fmean Fdens 
Fprob 1.0 0.9 0.9 0.3 0.5 
Fpers 0.8 1.0 1.0 0.5 0.7 
Fcomp 0.8 1.0 1.0 0.5 0.8 
Fmean 0.006 0.5 0.5 1.0 0.8 
Fdens 0.4 0.8 0.8 0.9 1.0 
 

 

2.2.6.2 Statistical analysis of inter-and intraannual variability of Fprob and 

Fmean and the effect of Fclear on temporal variability pattern on both 

metrics 

Inter- and intraannual variability of Fprob and Fmean and the effect of Fclear on 

temporal variability pattern of both metrics were investigated using monthly 

anomalies of Fprob and Fmean. Anomalies were created by subtracting the 

overall mean of the time series from each data point of the time series. For 

example, the overall mean of all 252 data points of Fprob was calculated and 

then subtracted from each single of the 252 Fprob data points (168 data points 

for the seasonal subset used in the analysis below). In order to avoid noise 

introduced by frontal segments in the sampling area during wintertime when 

tidal mixing fronts are absent, only months March to November were considered 

for statistical analysis. Temporal explanatory variables were ‘year’ to account for 

interannual variability, ‘month’ to account for seasonal variability and ‘Fclear’ to 

account for the increase in data availability over the course of the time series 

and to account for variability of Fclear throughout the yearly cycle (e.g. more 

data availability during the summer due to less cloud cover). Before the 

modelling process, all covariates were examined for collinearity using Pearson-

correlation and Variance Inflation Factors (VIF) (corvif function in 

‘HighstadLibV4’ by Zuur et al. (2009)). A Pearson-correlation coefficient ≥0.6 

and/or VIF-values ≥3.0 indicate collinearity (Zuur et al., 2009), but collinearity 

was not the case for any of the explanatory variables. Autocorrelation plots 
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based on monthly anomalies of Fprob and Fmean, generated using the acf 

function in ‘R’, indicated temporal autocorrelation and seasonality (Sup.Figure 

2.3). In addition, data exploration suggested non-linear relationships between 

the two response variables (monthly anomalies of Fprob and Fmean) and all 

three explanatory variables (Sup.Figure 2.4 and Sup.Figure 2.5). Generalized 

Additive Mixed Models (GAMMs) with an autoregressive correlation structure of 

order one (AR(1)) were used in order to account for temporal autocorrelation 

and the non-linear relationship between the response and explanatory 

variables. Different correlation AR and Autoregressive moving average (ARMA) 

structures were tested before deciding on an AR(1) structure, but it was the 

simplest structure that resulted in the lowest Akaike Information Criterion (AIC) 

(Pan, 2001a). The GAMMs take the structure as specified by Hastie and 

Tibshirani (1987) and were fitted using the gamm function in the ‘mgcv’ package 

(Wood, 2006) In this package, the degree of smoothness of each parameter is 

automatically estimated as part of the fitting process, using penalized 

regression splines. However, after an initial model run, smoothed terms were 

fitted as regression splines with fixed maximum degrees of freedom (k=6) for 

the covariate ‘month’ and ‘Fclear’ in order to avoid overfitting. The variable 

‘month’ was modelled using cyclic cubic regression splines, setting knots 

manually between 3 (March) and 11 (November) in order to account for the 

circular nature of this term. If a term was smoothed with 1 degree of freedom, 

the model was refitted with that covariate modelled as a linear term. Model 

selection was conducted using manual stepwise-backwards selection. In this 

approach, the model is run with all covariates. If a covariate is insignificant (p-

value > 0.05), the term is excluded from the model if the exclusion results in a 

AIC-decrease of at least 2.0. This process is repeated until a) the model 

includes only significant terms and/or b) no decrease in AIC is achieved by 

dropping another insignificant term and/or c) the R² does not increase by more 

than ≥0.1. Model fit was examined by means of residual analysis (Sup.Figure 

2.6 to Sup.Figure 2.9). Residual analysis displayed a few single outliers in the 

Fprob model. The outliers were excluded to improve model fit and the models 

re-run. 
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2.3 RESULTS 

2.3.1 Comparison between Fmean and Fprob based on differences in 
their temporal variability 

The correlation between Fmean and Fprob at the Celtic Sea Front was 

insignificant. At the Ushant Front, the correlation between Fprob and Fmean 

was significant, but weak (r=0.5, p<0.001). The differences between the two 

metrics were also mirrored in distinct interannual variability pattern for both 

metrics. There was a decrease in Fmean at the beginning of the time series 

from 1990 to 1996 at both fronts, followed by a general increase from 1996 to 

2010 (Figure 2.5). From 2003 onwards anomalies of Fmean were consistently 

positive at both fronts. Prior to 2003, Fmean anomalies were negative apart 

from four isolated years, which differed for each front. A notable low occurred in 

1996 at both fronts. Overall, the temporal pattern for Fmean were alike at the 

Celtic Sea and Ushant Front and only minor differences were evident, 

particularly in the first ten years of the time series. Fmean values were slightly 

higher at the Celtic Front (0.22±0.09) compared to the Ushant Front 

(0.19±0.08). In contrast to Fmean, anomalies for Fprob were positive until 1996 

and dropped profoundly thereafter at both fronts. Apart from minor variations, 

temporal variability was consistent for the remainder of the time series. Notable 

highs in Fprob occurred in 1990 and 1996 at the Celtic Sea Front, which were 

not as profound at the Ushant Front. Overall, higher Fprob values were 

observed at the Celtic Sea Front compared to the Ushant Front (Celtic: 

0.078±0.03, Ushant: 0.072±0.03). Essentially, Fprob and Fmean displayed a 

very metric-specific interannual variability.   

 

The differences in intraannual variability between Fmean and Fprob were not as 

profound compared to the interannual pattern of both metrics (Figure 2.6). 

Anomalies for Fmean became positive in May at both fronts, displayed a typical 

seasonal curve with an initial increase in values in the summer, and followed by 

a decrease during autumn until anomalies became negative again in October at 

the Celtic Sea Front and November at the Ushant Front. Intraannual pattern of 

Fprob differed between the two fronts. At the Ushant Front, seasonal variability 

of Fprob was similar to Fmean, but shifted by one month (later). Fprob 
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anomalies did not become positive until June and remained so until November. 

At the Celtic Sea Front on the other hand, temporal pattern of Fprob were more 

variable. Anomalies were positive during the summer from June to September 

and negative between March and May as well as in October and November. 

Furthermore, positive Fprob anomalies were found from December to February. 

Tidal mixing fronts are absent during this time of the year and the high Fprob 

during the wintertime indicate the inclusion of fronts that are not focus of this 

study, such as coastal currents or thermohaline fronts. 

 

In summary, the two metrics displayed profound differences in their interannual 

pattern. Fmean showed a sinusoidal pattern with a short decrease in the 

beginning of the time series and a consistent increase since 1996. In contrast, 

Fprob values were high until 1996 and then dropped notable.  After 1996, no 

profound fluctuations occurred in Fprob. The differences in seasonal variability 

were not as extreme, but varied between the two fronts. In addition, Fprob at 

the Celtic Sea Front only indicated the inclusion of noise during the winter 

months. 

 

Fclear and Fvalid exhibited a typical seasonal cycle, similar to the one seen for 

Fmean (Figure 2.6). Anomalies of Fclear were positive between March and 

September at both fronts. Intraannual variability of Fvalid was consistent with 

intraannual variability pattern of Fmean. Positive anomalies of Fvalid occurred 

from May to September at the Celtic Sea Front and May to October at the 

Ushant Front. There was a fairly consistent increase in Fclear and Fvalid from 

1990 to 2010. Anomalies of both entities became positive at both fronts in the 

middle of the time series, around 2001. However, since 2005 the trend 

stagnated and there was even a slight decrease in Fclear and Fvalid in the last 

couple of years of the time series. Notable lows in Fclear and Fvalid coincided 

with the low Fmean and high Fprob years of 1990 and 1996. A potential 

correlation between the observed increase in Fclear and interannual variability 

of Fprob and Fmean is discussed in the following section. 
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Figure 2.5: Yearly anomalies with loess smoother (α= 0.6, grey line) of Fmean, 

Fprob, Flcear and Fvalid at the Celtic Sea and Ushant Front from 1990 to 2010, 

based on a seasonal subset (March to November). Blue bars represent 

negative anomalies and red positive anomalies. 
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Figure 2.6: Monthly anomalies for of Fmean, Fprob, Flcear and Fvalid at the 

Celtic Sea and Ushant Front. Blue bars represent negative anomalies and red 

positive anomalies. 

 

2.3.2 Effect of Fclear on temporal variability of Fmean and Fprob 
Preliminary analyses indicated some correlation between Fclear and the two 

metrics Fprob and Fmean (Sup.Figure 2.4 and Sup.Figure 2.5). Therefore, the 

temporal pattern seen for Fprob and Fmean might not purely be a result of 

changes in meteorological forcing over time, but caused to a certain degree by 

variations in available data. To investigate an effect of Fclear on temporal 

variability of Fmean and Fprob, inter- and intraannual variability of both metrics 

were modelled including Fclear as an explanatory variable.  Fclear significantly 

affected the temporal pattern of Fprob and Fmean (Table 2.4). Again, the 
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results were similar for both fronts, but there were profound differences in the 

relationship between Fclear and each of the frontal metrics. 

 

There was a strong, generally positive, relation between Fclear and Fmean at 

both fronts (Figure 2.7 and Figure 2.8). The relationship was stronger at the 

lower value range of Fclear and levelled off with increasing number of clear 

pixels. In consequence, accounting for Fclear resulted in changes in the 

temporal pattern of Fmean. The decrease at the beginning of the time series 

was stronger and the increase in the second half was less steep compared to 

the pattern seen in Figure 2.5. Intraannual variability was less affected by Flcear 

and still displayed a seasonal cycle, beginning around April and lasting until 

October at the Celtic Sea Front and November at the Ushant Front. While 

Fclear and ‘months’ explained considerable amount of the variability, ‘year’ only 

lead to a 0.03/0.05 (Celtic Sea/Ushant) increase in the model R2. 

 

There was also a significant effect of Fclear on Fprob (Table 2.4). In contrast to 

Fmean, the relationship was negative and levelled off at higher Fclear values 

(Figure 2.9 and Figure 2.10). The inclusion of Fclear caused a notable 

modification of the temporal pattern of Fprob. The model accounting for Fclear 

did not suggest significant interannual variability in Fprob at the Celtic Sea and 

Ushant Front. In addition, the seasonal curve of Fprob was more distinct when 

accounting for Fclear and showed the expected pattern with higher Fprob 

values during the summer months. A summary of the effect of Fclear on 

temporal variability of Fprob and Fmean is given in Table 2.5. 
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Table 2.4: Summary of GAMMs with AR1 structure for a seasonal subset of 

Fmean and Fprob (March to November) for Celtic Sea and Ushant Front 

modeled as a function of year, month and Fclear. Only significant covariates 

are listed, including their estimated degrees of freedom (edf), F-values, p-

values and reduction in AIC. The adjusted R2 is given for the final model 

(Adj.R2). 

Front Metric Covariate (edf) F-value p-value Δ-AIC Adj. 
R2 

 
Celtic 
Front 
 

 
Fmean 

Year (2.77) 
Month (3.85) 
Fclear (4.21) 

4.85 
99.96 
24.67 

  0.004 
<0.001 
<0.001 

4.33 
167.0 
67.16 

 
 
0.82 

Fprob Month (3.82) 
Fclear (6.82) 

36.1 
33.65 

<0.001 
<0.001 

108.93 
156.98 

 
0.81 

 
Ushant 
Front 

 
Fmean 

Year (4.27) 
Month (3.66) 
Fclear (4.26) 

4.27 
67.5 
47.09 

<0.001 
<0.001 
<0.001 

17.54 
103.82 
111.9 

 
 
0.78 

 
Fprob 

Month (3.54) 
Fclear (4.47) 

26.03 
27.58 

<0.001 
<0.001 

48.72 
60.05 

 
0.59 
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Figure 2.7: Results of GAMM with AR1 structure for a seasonal subset of 

Fmean (March to November, N=189) at the Celtic Sea Front as a function of 

year, month and Fclear. Solid black line represents fitted values, dotted lines 

95% confidence intervals. 
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Figure 2.8: Results of GAMM with AR1 structure for a seasonal subset of 

Fmean (March to November, N=189) at the Ushant Front as a function of year, 

month and Fclear. Solid black line represents fitted values, dotted lines 95% 

confidence intervals. 
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Figure 2.9: Results of GAMM with AR1 structure for a seasonal subset of Fprob 

(March to November, N=184) at the Celtic Sea Front as a function of year, 

month and Fclear. Solid black line represents fitted values, dotted lines 95% 

confidence intervals. 

 

 

 

 
Figure 2.10: Results of GAMM with AR1 structure for a seasonal subset of 

Fprob (March to November, N=189) at the Ushant Front as a function of month 

and Fclear. Solid black line represents fitted values, dotted lines 95% 

confidence intervals. 

 

4 6 8 10

-0
.0
3

-0
.0
1

0.
01

0.
03

Month

Fp
ro
b

-20 -10 0 10 20 30 40

-0
.0
5

0.
00

0.
05

0.
10

No of Clear Pixels (Fclear)
Fp
ro
b

4 5 6 7 8 9 10 11

-0
.0
3

-0
.0
1

0.
01

0.
03

Month

Fp
ro
b

-20 -10 0 10 20 30 40

-0
.0
4

0.
00

0.
04

No of Clear Pixels (Fclear)

Fp
ro
b



Chapter	2:	The	use	of	frontal	metrics	in	temporal	variability	studies	of	thermal	fronts	

	 55	

 
Table 2.5: Summary table of the significance of the number of clear pixels 

and its effect on inter- and intrannual variability of Fmean and Fprob at both 

fronts Celtic Sea and Ushant Front. 

Front Metric Effect of Fclear 
 
 
Celtic Sea Front 

 
Fmean 

Significance: Yes (positive correlation) 
Inter-annual variability: Strong effect  
Intra-annual variability: No effect 

 
Fprob 

Significance: Yes (positive correlation)  
Inter-annual variability: Strong effect  
Intra-annual variability: Weak effect 

 
 
Ushant Front 

 
Fmean 

Significance: Yes (negative correlation) 
Inter-annual variability: Strong effect  
Intra-annual variability: No effect 

 
Fprob 

Significance: Yes (negative correlation) 
Inter-annual variability: Strong effect  
Intra-annual variability: Weak effect  

 
 

2.4 DISCUSSION 
This research provides a comparison between frequently used frontal metrics, 

highlights some of their limitations and emphasizes factors to consider before 

using these metrics for quantitative analysis. In addition, this study represents 

the first long-term statistical analysis of temporal variability of tidal mixing fronts 

in the Celtic Sea, based on satellite-derived frontal maps. 

 

2.4.1 Differences in temporal variability pattern between Fmean and 
Fprob 

There were clear differences in intra-and interannual variability of Fmean and 

Fprob. All metrics are derived from the same data and all show the occurrence 

of surface thermal fronts. Therefore, some of the differences between Fmean 

and Fprob might appear surprisingly profound, such as the contrasting pattern 

in interannual variability. However, the meaning of each metric and their 

underlying algorithms are very distinct. Fmean represents the temperature 

gradient between two pixels and provides an indication of the strength of a front, 

but it does not provide information on the persistence of a front. In contrast, 

Fprob provides information on frontal persistence, but not directly on frontal 
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strength. However, persistent fronts usually have a stronger gradient than short-

lived ones and vice versa.  

 

The results of this research suggest, that the strength of the frontal temperature 

gradient oscillated between 1990 and 2010 at both fronts, displaying period of 

increasing and decreasing frontal strength. The meteorological causes of this 

variability will be investigated in the following chapter. In contrast, no notable 

changes in frontal persistent were observed between 1990 and 2010. 

 

The differences in intraanual variability between Fmean and Fprob were much 

smaller compared to the interannual differences. Months of high frontal 

persistence coincided with months of stronger frontal gradients at the Celtic Sea 

and Ushant Front. Hence, the degree of change over the season was similar 

between the two metrics. Notable however, were high Fprob values during the 

winter months at the Celtic Sea Front, which were not seen in Fmean. Tidal 

mixing fronts are absent during the winter and the high Fprob indicate the 

inclusion of noise from wintertime fronts. The noise was probably caused by 

parts of a coastal current that runs along the East coast of Ireland.  By 

restricting the sampling subset 12km away from the coasts, it was anticipated to 

exclude coastal influences, but they were unfortunately not completely 

excluded. In addition, wintertime Fprob was likely to be increased, because of 

the Fclear effect, which will be discussed in more detail in section 2.4.2. The 

increase in Fmean during the winter was not as strong as seen for Fprob. This 

is probably because only the edges of the coastal currents were included and 

the temperature gradients at the edges are a lot lower in relation to gradients 

encountered over the tidal mixing fronts during the summer. The issues of the 

unwanted inclusion of noise will be discussed in 2.4.4.1. 

 

In summary, there were significant differences in temporal variability between 

Fmean and Fprob at both fronts. The discrepancies arise from the underlying 

algorithms and the distinct meanings of both metrics: frontal strength versus 

frontal persistence. Therefore, it is essential to be clear about the research 

objectives before analyses and chose the metric accordingly as the results can 

vary significantly. 
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2.4.2 Effect of Fclear on temporal variability of Fmean and Fprob 
Fclear had significant, but contrasting effects on the temporal pattern of Fmean 

and Fprob. Overall, the relationship between Fclear and Fmean was positive, 

but levelled out at high numbers of clear pixels. A positive relationship was 

expected, because more clear pixels will lead to more cloud free scenes and 

subsequently, a higher detection rate of frontal segments. In addition, indirect 

factors increase the relationship between Fmean and Fclear. For example, 

stronger temperature gradients across a tidal mixing fronts are likely to be 

correlated with summer months or good weather periods with less cloud, more 

sun and higher temperatures. Under these conditions, tidal mixing fronts will 

strengthen or develop quicker (Holt et al., 2010; Young et al., 2004). At the 

same time, summer months and decreased cloud cover are also linked to 

higher Fclear. Although Fmean provides valuable information on the strength of 

a front, it is not a commonly used frontal metric. Therefore, no comparative 

information is available concerning temporal variability of Fmean or the effect of 

available data.  

 

For the same reasons as for Fmean, a positive relationship between Fprob and 

Fclear was expected. In contrast to Fmean, the relationship between Fclear and 

Fprob showed an entirely opposite pattern. Fprob decreased with increasing 

Fclear, but also levelled out at higher numbers of Fclear. The reason for the 

negative correlation is that Fprob is a simple proportion between valid and clear 

pixels (Fvalid and Fclear). To recall, Fprob is simply the quotient of valid pixels 

divided by clear pixels. There was a strong positive correlation between Fvalid 

and Fclear (r=0.8) and a notable increase over time for both. Intuitively, one 

would expect a similar increase in Fprob, but that was not the case. In addition, 

years with notably low Fclear, and for that matter low Fvalid (e.g. 1990 and 

1996), showed disproportionally high Fprob values. This contradictive pattern is 

due to a ‘divisor’ effect. Over the time frame of this research, the number of 

clear pixels has increased by much more than the number of valid pixels. For 

example, from the first five years of the time series (1990-1994) valid pixels 

have increased from 0.97±0.42 to 1.91 ±0.86 in the last five years (1996-2010) 

at the Celtic Sea Front (Ushant: from 0.88 ±0.45 to 1.56 ±09), whereas clear 

pixels have risen from 11.62 ±6.15 to 30.75 ±13.38 (Ushant: from 10.7 ±6.55 to 
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27.28 ±15.22). This means a 2.65-fold increase in clear pixels (Ushant: 2.55), 

but only a 1.97-fold increase in valid pixels (Ushant: 1.77). Therefore, the 

number of valid pixels is divided by an increasingly higher number of clear 

pixels over time, which results in a decrease of Fprob. The average Fprob 

between 1990-1994 was 0.08 compared to 0.06 between 2006 and 2010 at 

both fronts. According to this, frontal probability has decreased by 25% from the 

first to the last quarter of the time series, which is unlikely and not supported by 

any other studies concerning interannual variably of Fprob (e.g. Belkin et al., 

2005; Kahru et al., 2012). The Fclear effect also adds to the high Fprob 

observed during winter. Due to more cloud cover, fewer clear pixels are 

available. Hence, Fvalid divided by a smaller number of Fclear, which results in 

a higher Fprob. 

 

Generally, the relationship between Fprob and Fclear has been ignored in the 

majority of research that uses satellite imagery to investigate temporal variability 

of fronts (e.g. Belkin et al., 2005; Kahru et al., 2012) and only been mentioned 

in a couple of studies (Obenour, 2013; Ullman et al., 2007). Ullman et al. (2007) 

suggested that the non-linear relationship between clear and valid pixels is 

caused by the failure of the SIED-algorithm to identify all frontal pixels as such, 

particularly in partially cloud-covered scenes. The clouds block the contour-

following part of the SIED algorithm, resulting in Fprob being underestimated. 

Obenour (2013) suggests the SIED-window to be at least 90% cloud free during 

image processing in order to avoid exactly this problem and subsequently, 

avoid temporal variability of Fprob caused by the fraction of clear pixels. The 

Obenour approach is slightly different to the one used in this study. Obenour 

(2013) addresses the Fclear effect by increasing data quality and only considers 

frontal composites with a high Fclear rate. This research on the other hand, 

accounts for the amount of clear pixels during the statistical analysis stage, 

regardless of the data quality of the composite. In the end, both approaches 

relate to the same problem: effect of the amount of clear pixels. 

 

Most temporal variability studies focus on seasonal variability and did not report 

any discontinuities of Fprob caused by Fclear (e.g. Castelao et al., 2014; Hickox 

et al., 2000; Mavor et al., 2001; Rivas et al., 2010). However, the Fclear effect 
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appears to be less obvious when investigating intra-annual variability, as seen 

in this study. Less research focused on interannual pattern and mostly reported 

an increase in Fprob over time. For example, Belkin and Cornillon (2005) found 

a 50% rise in the annual mean of Fprob between 1985-96, averaged for the 

entire Bering Sea, which is an impressive increase in frontal segments. 

Similarly, Kahru et al. (2012) showed a significant increase in Fprob in the 

California Current System over 29 years (1981-2009). However, both studies 

did not consider the changes in available data. Ullman et al. (2007) used frontal 

maps from 1985 to 2001 to investigate temporal and spatial variability of Fprob 

in four regions of the North Atlantic. They mentioned the dependency between 

Fclear and Fprob, which could lead to an underestimation of Fprob. However, 

they concluded that it did not influence their results, because seasonal peaks of 

Fclear did not coincide with peaks in Fprob. In this research intra-annual pattern 

between Fprob and Flcear were not identical either, with different seasonal 

peaks and the relationship between the two entities became clear only during 

the modelling process. Therefore, Ullman might have underestimated the 

relationship between Fclear and Fprob. An unpublished research by Obenour 

(2013) is the only one to our knowledge that accounts for the clear pixel issue in 

their analyses, using the method described above (SIED-window >90% cloud 

free). Despite accounting for Fprob, Obenour (2013) still found an overall 

increase in global Fprob from 1981 to 2011, which varied between different 

regions of the world. 

 

Although most studies did not account for Fclear, they generally report a rise in 

Fprob over time. According to this research, a decrease or no trend would have 

been expected. However, direct comparisons between this study and previous 

research are difficult, because of different study locations (e.g. California 

Current System, Bering Sea), study periods (length and years) and the fact that 

these studies combine distinct fronts by spatially averaging over large areas. 

Subsequently, winter and summer time fronts, which may have different long-

term trend pattern, are merged. Belkin and Cornillon (2005) use frontal maps 

from pre-mid 90’s and the increase in satellite imagery was not as profound 

during this period. It is possible that a ‘divisor’ effect in other parts of the world is 

not as significant because of different weather pattern and cloud cover 
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throughout the year. It is also possible that in this research the effect of Fclear 

has been overestimated by the model and subsequently, annulled genuine 

temporal variability. In short, this study cannot confirm an increase in Fprob as 

seen in most other studies investigating interannual variability of Fprob. 

 

In summary, the effect of Flcear on both metrics is strong and the amount of 

available data should be considered in any analysis. It clearly requires more 

investigations on how to best account for an Fclear effect. In this research, 

Fclear was included as a factor in the statistical model to demonstrate its effect 

on variability of Fmean and Fprob. However, it is possible that the model 

overestimated the correlation between Fclear and the two frontal metrics and 

resulted in a reduction of genuine temporal variability. It is not advised to 

included Fclear as an offset to account for data availability. An offset term 

assumes a correlation coefficient of 1 and a linear relationship. However, the 

relationship between frontal metrics and Fclear levels out at high Fclear and an 

offset would cause an unrealistic reduction in Fmean or Fprob during high 

Fclear periods (e.g. the summer). A different approach is proposed by Obenour, 

who accounts for Fclear during the map processing stage. A combination of 

both approaches could be useful. However, how to best account for a Fclear 

effect requires more research. 

 

2.4.3 Comparison between other commonly frontal metrics and their use 
in spatial analyses 

Fcomp and Fpers were not analysed in detail due to nearly identical temporal 

pattern and high correlations with Fprob (Sup.Figure 2.1 and Sup.Figure 2.2). In 

addition, the use of Fprob is recommended for temporal analyses instead of the 

use of Fcomp and Fpers, mainly due to the simplicity of Fprob and its ease of 

interpretation. Fdens showed high correlations with Fprob and its derivatives as 

well as with Fmean. Although temporal variability pattern of Fdens were more 

similar to Fmean than to Fprob, Fdens still appears to be influenced strongly by 

both metrics. The combined effect of Fmean and Fprob on Fdens makes it 

difficult to explain what the temporal variations in Fdens relate to. At the same 

time, Fdens does not provide additional information to what has already been 

obtained by Fprob and Fmean. Again, it is advised to stick with the simpler 
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metrics (Fmean and Fprob) and avoid a complex one that does not provide 

further details, but is much more difficult to interpret. 

 
It is important to note that the here-described differences between the fontal 

metrics only relate to their temporal variability. Spatially, the relationship 

between the metrics is different. Spatial correlations between the complex 

metrics (Fcomp, Fdens) are higher compared to correlations between complex 

and simple metrics (Fmean, Fprob) (Sup.Table 2.1). The complex metrics are 

cleared off temporally short-lived frontal segments as much as possible and 

focus on more persistent fronts. In contrast to temporal analyses, complex 

metrics are often preferred over the simple ones in spatial analyses, because 

there is a clearer distinction between low frontal frequency areas and high 

frontal frequency areas. Spatial similarities between the metrics can be seen in 

Figure 2.2. As mentioned earlier, the choice of metric needs to be well thought 

through and might be quite different depending on the type of analyses or on 

the research questions.  

 

Frontal maps and metrics were initially developed to visualise fronts. Image 

processing focused on how to detect, identify and potentially enhance certain 

frontal features, such as persistent fronts. The use of frontal maps in 

quantitative analyses was not necessarily considered when frontal metrics were 

first developed. Still, frontal maps are clearly very useful for a variety of 

research interests, including oceanography and ecology. However, this study 

highlights some of the weaknesses of frontal maps in statistical analyses. There 

is a range of confounding factors that need to be considered when using frontal 

metrics quantitatively in order to produce meaningful results. Therefore, the 

choice and processing of frontal metrics need to be well thought through and 

ideally in collaboration with remote sensing scientists and statisticians to ensure 

potentially biases are accounted for as much as possible. It might also be useful 

to include multiple metrics in the analysis to cover different characteristics of the 

front. 
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2.4.4 Other notable points 

2.4.4.1 Advantages of studying distinct types of fronts in isolation to avoid noise  

The analysis of seasonal variability of Fprob showed the inclusion of noise, in 

this case, wintertime fronts at the Celtic Sea Front. Wintertime fronts display a 

different seasonal variability than tidal mixing fronts. Therefore, their inclusion 

can influence the outcomes of temporal analyses, because it adds variability not 

belonging to the front of interest. Different types of fronts respond to 

atmospheric and hydrodynamic forcing in specific ways and subsequently, 

display a distinct spatio-temporal variability (Hickox et al., 2000). When 

summarising frontal activity over large areas, e.g. ecosystem scale, fronts with 

different temporal variability pattern will be combined and their individual 

temporal signals blurred. Therefore, it is difficult to draw meaningful conclusions 

about frontal activity from a cumulative temporal signal obtained over large 

areas. Still, the majority of research concerning temporal variability of fronts 

merge all fronts over the sampling area.  

 

The majority of fronts occur on the continental shelf, sometimes in close 

proximity to each other and with quite distinct underlying physical drivers (Acha 

et al., 2015)(Table 1.1). It would make sense for any type of temporal analyses, 

seasonal or trend, to separate distinct types of fronts in order to avoid individual 

temporal signals cancelling each other out. In addition, individual fronts or 

particular types often play a specific role in oceanographic or biological 

processes and their effect of the ecosystem can vary (Scales et al., 2014b). It 

is, therefore, of interest for ecologists and oceanographers alike to be able to 

distinguish between individual features and study them in isolation in certain 

cases rather than assuming all fronts are the same.  

 

Isolating features of interest is difficult, particularly in areas with high frontal 

activity, such as continental shelves, where various fronts exist in close 

proximity and often merge. In this research, a coarse study area was defined by 

examining seasonal frontal maps and then refined by resampling different sized 

subsets. Although the process was parameterized as much as possible, there is 

some arbitrariness and the possibility of unwanted features entering the study 

region.  
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A newly developed frontal metric, called synoptic frontal maps (Fsyn) could 

prove to be useful in the future to isolate fronts of interest. It is based on a novel 

line-clustering algorithm, which first involves smoothing the Fmean map with a 

Gaussian filter of eight pixels width. Then the most prominent frontal 

observations and directions are identified and followed to generate contiguous 

contours. The fronts appear as lines of varying thickness, according to the 

strength of the front. In addition, the maps indicate the cold and warm water 

side of a front in red (warm) and blue (cold). The colour coding aids 

identification of the fronts of interest. For example, tidal mixing fronts will have 

the cold side facing mixed waters and the warm side facing the stratified waters. 

If knowledge on the core location of a front is available, frontal lines belonging 

to the front of interest can be isolated and used for research. The lines will have 

values according to their thickness or rather frontal strength. This front 

simplification algorithm is in preparation for publication (Miller, in preperation) 

and the details are proprietary to Plymouth Marine Laboratories. 

 

2.4.4.2 Differences between the Celtic Sea Front and Ushant Front compared 

to previous research 

The result of inter-and intraannual variability of the Celtic Sea and Ushant Front 

were remarkably similar. Only minor differences occurred, which can be 

attributed to location-specific parameters, such as the amount of riverine input 

or topographic influences, which will not be discussed in detail here. It highlights 

again the usefulness of studying fronts in isolation, because individual features 

are subject to location-specific forcing and can respond to meteorological and 

climatic changes in distinct ways. Fprob and Fmean displayed a sharp increase 

in April, had a peak in July and decrease in October. Seasonal pattern for both 

metrics at the Ushant Front are similar, but delayed by one month. The 

variability described by both metrics after adjustment of Fclear is in agreement 

with previous research of tidal mixing fronts in the Celtic Sea. Model simulations 

of stratification in the Celtic Sea predict the thermocline to establish around the 

Celtic Deep first (near the Celtic Sea Front) around April, advancing over the 

shelf and reaching the Western English Channel (location Ushant Front) within 

a month (Pingree, 1975; Young et al., 2004). Breakdown of stratification occurs 
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in autumn and can last as long as November (Horsburgh et al., 1998; Neil et al., 

2012). Intraannual variability of the Celtic Sea and Ushant Front revealed by 

satellite-derived frontal maps are in good agreement with past research and are 

capable of picking up even small differences between individual features. 

Therefore, they are useful and fairly accurate tools to study temporal pattern of 

thermal surface fronts. 

 

2.4.5 Limitations and recommendations 
Satellite-derived frontal maps only consider the surface signal of thermal fronts. 

In the case of a fully three-dimensional structure like a tidal mixing front, this 

means a large part of the front is not accounted for. Considering a substantial 

amount of front-biota interactions and take place near the thermocline, an 

important component of the front is not covered by satellite data. In addition, the 

bottom part of tidal mixing fronts (bottom front) has been shown to display quite 

different behaviour to the surface component (Brown et al., 2003; Le Boyer et 

al., 2009). For example, the bottom fronts are less subject to atmospheric 

forcing and hence, much more stable in time and space. Because the bottom 

front is primarily driven by tides, bathymetry and the differences between winter 

and summer temperatures, its spatial and long-term variably could be very 

different to that of a surface front.  

 

Due to the frequent cloud cover in the study region, the frontal maps used in 

this research were based on monthly composites. However, tidal mixing fronts 

are spatially and temporally dynamic features, which are influenced by 

processes working on timescales of a few days, such as the spring-neap 

adjustment (Sharples, 2008; Sharples et al., 2006; Simpson et al., 2012). 

Particularly during periods of high variations, such as frontogenesis and 

frontolysis, higher resolution maps would be more suitable to study frontal 

variability.  

 

There are still a few points that require further investigation, such as the best 

method to deal with the Flcear effect. In order to be able to compare the 

outcomes with previous research, it would be useful to test the approach used 

in this study a) in other locations and b) on frontal variability spatially averaged 
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over large areas.  Furthermore, different statistics were investigated during data 

exploration, such as the median and maxima instead of using the mean, but the 

mean provided the most meaningful results. However, it would be useful to test 

the most suitable statistic for each metric and how it affects the analytical 

outcome.  

 

This study provides some information on the differences and limitations of 

commonly used frontal metrics and gives advice for their use in statistical 

analyses. However, it appears essential to produce a full and coherent guide on 

frontal metrics and the basics of frontal map processing, particularly addressed 

to scientist not working in remote sensing. The guide should include a complete 

list of frontal metrics, their underlying algorithms, advantages, limitations and 

potentially their suitability for a particular type of analysis, e.g. spatial versus 

temporal. Furthermore, a guide could include advice on how to prepare the data 

before analysis and the most suitable statistic for each metric. 

 

2.4.6 Conclusions  
There were significant differences in the temporal variability of Fprob and 

Fmean, due to the distinctiveness of the underlying algorithms and meaning of 

each metric. Fmean describes frontal gradient strength and displayed a natural 

oscillation over time with periods of stronger (decrease between 1990 to 2000) 

and weaker fronts (increase since 2001). Fprob on the other hand, represents 

frontal persistence and did not change significantly from 1990 to 2010. In 

addition, there were high correlations between Fprob, Fpers, Fcomp as well as 

Fmean and Fdens. It is recommended to use Fmean to study temporal 

variability of frontal strength and Fprob for frontal persistence. The more 

complex metrics are not recommended for temporal analyse, because they do 

not add information that is not already provided by the simpler metrics Fmean 

and Fprob, but are a lot more difficult to interpret. It is important to note that the 

demonstrated difference between the frontal metrics only relate to their 

temporal variability. Spatially, the relationship between the metrics is different. 

Generally, the complex metrics (Fcomp, Fdens, Fpers) are highly correlated, 

whereas the simple metrics (Fmean, Fprob) do not have a strong similarity with 

other metrics. The complex metrics are more suitable for spatial analyses in 



Chapter	2:	The	use	of	frontal	metrics	in	temporal	variability	studies	of	thermal	fronts	

	 66	

certain cases, because their maps highlight persistent features that are cleared 

off noise. Therefore, the choice of metric should be carefully based on the 

research questions and type of the study. Fprob and Fmean were strongly 

affected by Fclear and temporal analyses of frontal metrics should always 

account for the changes in available data. How to best account for Fclear still 

requires further research. Intraannual variability of both fronts described in this 

research is in agreement with findings of previous studies. This consistency 

provides confidence that frontal maps are suitable and useful tools to study 

temporal pattern of dynamic fronts. However, frontal maps were initially created 

for visualisation purposes and have therefore, some limitations when used in 

statistical analyses. A guide on frontal map processing, available metrics and 

advice on their use in quantitative analyses would be useful, particularly for 

scientists not working in remote sensing. 
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2.5 Supplementary material 

 
Sup.Figure 2.1: Yearly anomalies with loess smoother (α= 0.6, grey line) for 

metrics not included in the analysis: Fpers, Fcomp and Fdens at the Celtic Sea 

and Ushant Front from 1990 to 2010. Blue bars represent negative anomalies 

and red positive anomalies. 
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Sup.Figure 2.2: Seasonal anomalies for metrics not included in the analysis: 

Fpers, Fcomp and Fdens at the Celtic Sea and Ushant Front. Blue bars 

represent negative anomalies and red positive anomalies. 
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Sup.Figure 2.3: Autocorrelation functions (acf) for Fmean and Fprob at the 

Celtic Sea and Ushant Front. 
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Sup.Figure 2.4:Histograms, Pearson correlation coefficients and scatter plots 

with loess smoother, showing the relationship between the frontal metrics Fprob 

and Fmean and explanatory variables Fclear, year and month at the Celtic Sea 

Front. 
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Sup.Figure 2.5:Histograms, Pearson correlation coefficients and scatter plots 

with loess smoother, showing the relationship between the frontal metrics Fprob 

and Fmean and explanatory variables Fclear, year and month at the Ushant 

Front. 
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Sup.Figure 2.6: Model validation plots of residual analysis for Fmean at the 

Celtic Sea Front. Top left: fitted values against normalized residuals; top right: 

autocorrelation function of residuals with 95% confidence intervals as blue 

dashed line; bottom left: histogram of residuals and bottom right: Quantile plot. 
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Sup.Figure 2.7: Model validation plots of residual analysis for Fmean at the 

Ushant Front. Top left: fitted values against normalized residuals; top right: 

autocorrelation function of residuals with 95% confidence intervals as blue 

dashed line; bottom left: histogram of residuals and bottom right: Quantile plot. 
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Sup.Figure 2.8: Model validation plots of residual analysis for Fprob at the 

Celtic Sea Front. Top left: fitted values against normalized residuals; top right: 

autocorrelation function of residuals with 95% confidence intervals as blue 

dashed line; bottom left: histogram of residuals and bottom right: Quantile plot. 
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Sup.Figure 2.9: Model validation plots of residual analysis for Fprob at the 

Ushant Front. Top left: fitted values against normalized residuals; top right: 

autocorrelation function of residuals with 95% confidence intervals as blue 

dashed line; bottom left: histogram of residuals and bottom right: Quantile plot. 
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Sup.Table 2.1: Spatial similarities between all metrics based on all pixels within 

subset 1 for both fronts from March to November. Due to non-normality, 

Kendalls tau was computed. Green shading refers to Celtic Sea Front and blue 

shading to Ushant Front correlations. Coefficients ≥0.7 are highlighted in bold 

(all p-values were significant). 

Metric/r Fprob Fpers Fcomp Fmean Fdens 
Fprob 1.0 0.73 0.74 0.36 0.57 
Fpers 0.7 1.0 0.93 0.65 0.68 
Fcomp 0.72 0.92 1.0 0.63 0.75 
Fmean 0.32 0.64 0.62 1.0 0.54 
Fdens 0.56 0.69 0.76 0.54 1.0 
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3 Physical drivers of inter-and intraannual 
variability of two tidal mixing fronts on the 
northwest European shelf 

Tidal mixing fronts separate tidally-mixed from stratified shelf waters and play a 

vital role in oceanographic and biological shelf-sea processes during the 

summer. Despite the importance of tidal mixing fronts, not much is known about 

their long-term variability and the underlying environmental drivers. This 

information is needed to predict potential impacts of climate change on tidal 

mixing fronts and consequences for shelf-sea ecosystems in the future. This 

research uses meteorological time series from the NCEP/NCAR reanalysis and 

satellite-derived frontal maps from 1990 to 2010 at monthly resolution to 

investigate the key environmental drivers of interannual variability of two tidal 

mixing fronts (Celtic Sea and Ushant Front) in the Celtic Sea. Seasonal patterns 

of these fronts are well studied, but an analysis of drivers of intraanual variability 

is included for comparison purposes. Temporal variability of tidal mixing fronts 

was assessed using the frontal metrics Fmean, which represents the frontal 

gradient strength, and Fprob, which is a measure of frontal persistence. 

Generalized additive mixed models with temporal correlation structure AR1 

revealed that net heat flux (at monthly lags of one or two, depending on front) to 

be the key driver of seasonal variability pattern for both metrics and fronts, 

which is in accordance with previous studies. Long-term variability on the other 

hand, was best explained by variations in sea surface temperature (SST), which 

indicates a potential sensitivity of tidal mixing fronts to climate change. The 

consequences of changing weather pattern on these fronts are not yet resolved, 

but could include an extension of the frontal season, strengthening of the frontal 

density gradient or spatial displacements of the fronts. Overall, the results were 

consistent between both metrics and both fronts. Only minor variations 

occurred, such as the importance of wind stress or precipitation, which can be 

attributed to location-specific differences at the two fronts (e.g. bathymetry and 

tidal regime).  
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3.1 INTRODUCTION 
Tidal mixing fronts separate tidally-mixed, from seasonally stratified waters. 

They are a characteristic component of shelf-seas during the summer and play 

an important role in shaping oceanographic and biological processes (Holt et 

al., 2008b; Sharples et al., 2013). Density driven currents associated with these 

fronts make a significant contribution to the shelf-sea circulation, including the 

movement of large quantities of water over vast distances (several 100km) and 

with it the transport of organic and inorganic material, e.g. pollutants and 

plankton (Brown et al., 2003; Hill et al., 2008; Holt et al., 2008a). Tidal mixing 

fronts act as semi-permeable boundaries between different water masses and 

govern the exchange of nutrients from one side to the other (Holt et al., 2012). 

Front-specific hydrodynamics lead to elevated levels of primary productivity and 

passive and active accumulation of plankton, which is believed to have a 

cascading effect up the food chain (Bost et al., 2009; Weeks et al., 2015). 

Increasing research suggests that tidal mixing fronts are important foraging 

areas for organisms from a range of taxonomic groups, including various 

development stages of commercially important fish (Alemany et al., 2009; Munk 

et al., 2009), sharks (Miller et al., 2015; Priede et al., 2009; Queiroz et al., 

2012), marine mammals (Goold, 1998) and seabirds (Begg et al., 1997; Durazo 

et al., 1998).  

 

Despite the importance of tidal mixing fronts for shelf-sea biology and 

oceanography, comprehensive statistical analyses on their long-term variability 

and the influence of climate change on these fronts are limited. Understanding 

the predominant causes of interannual variability of tidal mixing fronts is 

important to predict potential impacts of changing weather patterns on these 

fronts and understand knock-on effects on marine organisms in the future.  

 

Tidal mixing fronts have been intensively studied over the last five decades, 

particularly on the North Western European Shelf (e.g. Brown et al., 2003; 

Guillou et al., 2013; Holt et al., 2008b; Pingree et al., 1978; Simpson, 1977; 

1981; Simpson et al., 1981; Young et al., 2004), Georges Bank (US East coast) 

(e.g. Drinkwater et al., 2001; Ji et al., 2008; Lough et al., 2001; Mavor et al., 

2001; Ullman et al., 2003; Wishner et al., 2006) and Patagonian shelf 
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(Argentina) (e.g. Pisoni et al., 2015; Rivas et al., 2010). Tidal mixing fronts 

display a clear seasonal cycle, which is linked to the development of the shelf-

sea stratification (Holt et al., 2008b; Pringree, 1980). During winter the shelf-

seas are vertically homogenous due to the mixing effects of wind and tides. In 

early summer, the water column begins to stabilize, because of persistent solar 

heating and a reduction in wind forcing. The surface layer of the sea stores heat 

from solar radiation, whereas the bottom part remains cold and subject to 

mixing by tidal forcing. Between the warm top and cold bottom layers the 

summer thermocline develops. In shallower waters towards the coast, the heat 

from solar radiation is distributed throughout the entire water column by tidal 

mixing and the water body remains vertically homogenous.  

 

During autumn, temperature and solar radiance decrease. Convection and 

turbulences caused by autumn storms cause a destabilization of the layering 

system of the shelf-seas (Horsburgh et al., 1998; Neil et al., 2012). 

Consequently, stratification and tidal mixing fronts retreat offshore and weaken 

until mixed scenarios are fully established in early winter (Hill et al., 2008; 

Schumacher et al., 1979). The exact timing of frontal breakup depends on 

meteorological, atmospheric and tidal forcing as well as location specific 

parameters, such as depth, riverine input and local hydrodynamics (Bowers et 

al., 1987; Dooley, 1981; Simpson et al., 2012).  

 

In the Celtic Sea, which is the focus of this study, the two dominant tidal mixing 

fronts are the Celtic Sea and Ushant Front (Figure 1.1). In the Celtic Sea, the 

stratification season begins in early April south of Ireland, near the Celtic Sea 

Front and this front begins to establish (Elliott et al., 1991; Pingree et al., 1978). 

The thermocline advances over the shelf, but does not manifest around 

Western English Channel (location of the Ushant Front) until mid to late April 

due to stronger tidal currents in this area (Pringree, 1980). Celtic Sea and 

Ushant Front are well established by May and reach their peak around August. 

Frontolysis occurs in September, October and well-mixed conditions are fully 

restored by November, December at both frontal locations (Pringree, 1980; 

Pingree et al., 1976).  
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The establishment and breakup of tidal mixing fronts is large driven by 

meteorological and atmospheric factors. Hence, inter-annual variations in the 

onset and length of the frontal period have been observed in response to 

interannual variations in climatic forcing (Young et al., 2004). Consequently, 

long-term alterations in our climate are expected to affect frontal occurrence in 

the future, e.g. leading to an intensification of frontal gradients or an earlier 

frontal establishment (Holt et al., 2010). However, only limited research is 

available investigating long-term variability of thermal fronts and the underlying 

drivers. The lack of information is likely due to the difficulties of collecting data 

on fronts over long time scales and at adequate spatial extend. For example, 

tidal mixing fronts in the Celtic Sea are several hundred kilometres in length and 

spatially variable (Sharples, 2008; Sharples et al., 2006). Frontal characteristics 

(e.g. SST gradient) can be vary along a single front due to location specific 

factors, such as variations in local bathymetry or tidal forcing.  

 

In order to account for the size and high spatio-temporal variability of certain 

types of fronts, studies investigating drivers of interannual frontal variability are 

generally based on model simulations or satellite-derived data (e.g. Kahru et al., 

2012; Marsh et al., 2015; Tomita et al., 2010). For example, an increase in 

frontal frequency has been found in the California Current System based on 

satellite-derived frontal maps from 1997 to 2010 (Kahru et al., 2012). 

Interannual variations in frontal frequency were attributed to variability in large 

scale SST, upwelling favourable winds and the ENSO index. On the northwest 

European, Holt et al. (2010) predict in a model simulation that a) stratification 

will strengthen by up to 20% and b) and the stratification period will be extended 

by ten to 15 days by the end of the century compared to the recent past. Both 

phenomena are mainly attributed to an increase in water temperature. Due to 

the direct link between stratification and tidal mixing fronts, similar scenarios 

can be expected for the fronts, e.g. an extension of the frontal season. How 

these changes in frontal occurrence will impact upon density currents on the 

shelf, primary productivity and the food chain, still remains largely unknown. 

 

This research uses satellite-derived frontal metrics from 1990 to 2010 (21 

years) to identify the predominant physical drivers of inter-and intraanual 
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variability of two tidal mixing fronts (Celtic Sea and Ushant Front) on the 

northwest European shelf. Frontal metrics employed are Fmean, which provides 

information on the strength of the frontal gradient; and Fprob, which is a 

measure of frontal persistence (for details see section 2.2.2). Using two metrics 

allows a comparison between the impacts of meteorological forcing on different 

characteristics of tidal mixing fronts. The Celtic Sea and Ushant Front are about 

about 300km apart from one another. Comparison between the two fronts will 

demonstrate differences between individual fronts caused by location-specific 

interactions, such as riverine input or bathymetry. Intraanual variability and its 

underlying drivers of both fronts are already well established. This knowledge 

provides a good background to verify the results of the interannual analysis of 

meteorological forcing on temporal variability of Fmean and Fprob. 

 

3.2 METHODS 
The processing of frontal maps, calculation of the frontal metrics Fmean and 

Fprob and the calculation of monthly time series for each of the two metrics at 

the Celtic Sea and Ushant Front respectively is described in section 2.2.5. This 

section lists the environmental variables used in the analysis and describes 

their origin and processing. This is followed by a description of the statistical 

analysis to test for the main meteorological drivers that best explain the inter-

and intraannual variation of Fmean and Fprob. All statistical analysis was 

performed in 'R' (R Core Team, 2013), figures and geographic maps were 

created in either 'R', Matlab or ArcMap10.1 (ArcMap, 2012). 

 

3.2.1 Explanatory variables used in the analyses 
This analysis investigates the main meteorological drivers that best explain 

inter-and intraannual variability of frontal strength (Fmean) and frontal 

persistence (Fprob). The variables and the reasoning for their inclusion in the 

analysis, e.g. their effect on tidal mixing fronts, are described below.  

3.2.1.1 Meteorological variables 

Meteorological variables were obtained from the NCEP/NCAR reanalysis model 

(National Centre for Environmental Predictions/ National Centre for Atmospheric 
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Research (Kalnay et al., 1996): 

http://www.iridl.ldeo.columbia.edu/SOURCES/.NOAA/.NCEP-NCAR/.CDAS-

1/.MONTHLY/.Diagnostic. The NCEP/NCAR Reanalysis Project provides 

atmospheric data gridded at 2.5°x2.5° spatial resolution. The data is available at 

different temporal resolutions, from four times daily to monthly means. Because 

monthly frontal composites were used, the NCAR monthly means time series 

was downloaded. The monthly averages represent the arithmetic mean of all 

values available for a given month, usually four data points per day. Table 3.1 

provides a summary of variables included in the analyses and information on 

their spatio-temporal resolution.  

 

Net heat flux: The net heat flux is the amount of energy, which is absorbed or 

released by the oceans. During the summer months, the oceans take up heat 

and sea temperatures increase, while in the winter, heat is lost to the 

atmosphere and sea temperatures decrease. Negative net heat flux values 

imply ocean heat loss and positive values heat gain. When net heat flux values 

are positive, the sea is taking up heat, the surface layer is warming and the sea 

progressing towards stratification, which is directly linked to the establishment of 

tidal mixing fronts (Holt et al., 2010; Pingree et al., 1978). Mean monthly net 

heat flux is expressed in W/m² and was calculated by adding mean monthly 

downward solar flux, upward longwave radiation, sensible heat flux and latent 

heat flux.  

 

Wind stress: Wind causes disturbance in the ocean-atmosphere boundary layer 

by creating waves, increasing stirring and mixing processes (Raitsos et al., 

2006), which weakens stratification. Wind stress affects tidal mixing fronts in 

particular when they are weak during periods of frontolysis- and genesis 

(Pringree, 1980). A strong storm can cause the destabilisation of stratification 

during its establishment in spring as well as cause its break up in late autumn. 

Wind stress is expressed as Pascal (Pa) and was calculated by:  wind stress= 

𝑣²+ 𝑢²; where ′𝑣′ represents the zonal momentum flux and ′𝑢′ the meridional 

component. The v- and u-components were downloaded as monthly means 

from the NCEP/NCAR Reanalysis Project and used to calculate the monthly 

wind stress mean. 
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Wind direction: Not just the wind speed, but also the wind direction can affect 

tidal mixing fronts. Wind directions that promote Ekman transport can result in 

denser mixed water being pushed over lighter stratified water and subsequently, 

lead to an offshore retreat of the front (Wang et al., 1990). Mean monthly wind 

direction was calculated form the monthly mean v- and u- components by first 

converting radians to degrees and then computing the arctangents from the two 

wind components: 

Wind direction = !"#
!

 𝑥 𝑎𝑡𝑎𝑛2 (−𝑢,−𝑣). This is the direction the wind is blowing 

form. The wind direction was converted to wind blowing to by adding 180 

degrees. 

 
SST: Studies suggest that an increase in SST due to climate change could lead 

to an intensification of stratification and affect the strength of tidal mixing fronts 

(Holt et al., 2010). The monthly mean SST was included as a variable to 

examine if the increase in SST in the last decade has caused an increase in 

Fmean and Fprob. 

 

Precipitation: Precipitation was included in the analysis as it might affect the 

surface signal of a front by causing disturbance at the water surface and 

influencing surface temperatures (short term) and by directly affecting the 

available satellite data due to correlation with cloud cover. Mean monthly 

precipitation data are presented in kg/m2/day.  

 

North Atlantic Oscillation (NAO): The NAO is a major teleconnection and 

influences weather patterns worldwide over large time scales (Hurrell, 1995). 

Negative NAO-years are associated with strong westerly winds, whereas 

positive NAO-anomalies are correlated with warmer temperatures, but more 

rainfall. Large teleconnections have been found to affect spatial and temporal 

variability of fronts in other regions of the world (Hopkins et al., 2010; Kahru et 

al., 2012; Tomita et al., 2010). Normalized monthly mean NAO-anomalies were 

data obtained from NCEP: 

http://www.cpc.ncep.noaa.gov/products/precip/CWlink/pna/nao.shtml. To test 

whether there is a response in frontal variability in accordance with the 
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variations in the NAO, the summertime NAO-trend (obtained by loess 

smoothing, window size= 6) was used for the analysis instead of the raw 

monthly anomalies (mean of all daily values available for a given month), 

because the NAO is not expected to affect weather instantly, but over monthly 

scales (Hurrell, 1995).  

 

3.2.1.2 Other variables 

Fclear was included as a covariate in the models, because an increase in 

satellites and subsequently, satellite passes, resulted in an increase of available 

data over time, which strongly affects temporal variability of Fmean and Fprob 

(for details see section 2.4.2). Hence, temporal variability is not only caused by 

environmental variables, but also by the changes in data availability over time, 

which needs to be accounted for.  

 

Table 3.1: Summary of explanatory variables used in the analysis and their 

spatio-temporal resolution. 

Variable  Spatial 
resolution 

Temporal scales 

Net heat flux (W/m²) 2.5°x2.5° Monthly mean (1990-2010) 
Precipitation (kg/m2/day) 2.5°x2.5° Monthly mean (1990-2010) 
Wind stress (Pa) 2.5°x2.5° Monthly mean (1990-2010) 
Wind direction (blowing 
to) 

2.5°x2.5° Monthly mean (1990-2010) 

SST (°C) 2.5°x2.5° Monthly mean (1990-2010) 
NAO        - Monthly, weighted 6 months 

average (1990-2010),  
Fclear See subsets 

Figure 2.3 
Total number per month 
(1990-2010) 

 

3.2.2 Creation of time series of meteorological variables 
The NCAR data set is based on 2.5°x2.5° grid cells. The NCAR grid cell with 

the centre coordinates 52.37N; 5.625W covered the spatial extend of the Celtic 

Sea Front subset 1 (see Figure 2.3). Therefore, only data of meteorological 

variables from this particular grid cell were used for the statistical analysis of 

drivers of temporal variability at the Celtic Sea Front. Because the NCAR data 

was already provided as monthly averages, each monthly data point of the 
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meteorological variables was assigned to the corresponding Fmean and Fprob 

time series points (for details of creation of time series of Fmean and Fprob see 

section 2.2.5). The Ushant Front is spatially more variable than the Celtic Sea 

Front and its sampling area much larger. Data from four different NCAR grid 

cells had to be averaged to cover the spatial extend of the sampling area of the 

Ushant Front and to create a monthly time series of meteorological variables. 

The Ushant Front was not present in equal parts in each of the four grid cell 

(centre coordinates: a) 48.57N, 5.625W, b) 48.57N, 3.75W, c) 50.475N, 5.625W 

and d) 50.475N, 3.75W). For example, the northern part of the Ushant Front is 

spatially more variable than the southern part and therefore, less frequently 

present in the northern grid cells than in the southern ones.  In order to account 

for the different frequencies per grid cell, a weighted average was applied to 

create time series of the meteorological variables at the Ushant Front. The 

weights were based on the total number of frontal observations in each of the 

NCAR grid cells. Only data March to November (1990 – 2010) was considered, 

which covers the frontal season, in order to avoid noise from wintertime fronts. 

For example, only 3% of the total frontal observations were located in the upper 

left grid cell. Therefore, the contribution of meteorological data form this grid cell 

in the monthly averages was only 3%.  
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Figure 3.1: Map of NCAR grid cells showing SST (°C) for each grid averaged 

from March to November 1990 – 2010. NCAR grid cells used in the statistical 

analysis for the Celtic Sea Front are framed in orange and pink for the grid cells 

used for the Ushant Front. Meteorological data from only one grid cell was 

considered for the Celtic Sea Front meteorological time series (centre 

coordinate: 52.37N, 5.625W). Data points of the Ushant Front meteorological 

time series comprise of a weighted average of four NCAR grid cells. The 

weights are based on the total number of frontal observations (from March to 

November 1990 – 2010) in each of the NCAR grid cells. Influence of each grid 

cell in the average is given in percentage. Centre coordinates of the Ushant 

Front grid cells are: a) 48.57N, 5.625W, b) 48.57N, 3.75W, c) 50.475N, 5.625W 

and d) 50.475N, 3.75W.  
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3.2.3 Statistical modelling of meteorological drivers of frontal variability 
Tidal mixing fronts only occur during the stratification period. The previous 

chapter revealed that the frontal season runs from March to October and April 

to November at the Ushant Front. In addition, Fprob showed some noise 

(increased Fprob values, although these should be near zero) during the winter 

months. Therefore, only data from March to November was considered for the 

analysis of both fronts and metrics. Anomalies were created for all response 

and explanatory variables, as described in section 2.2.6. Statistical analyses 

were based on anomalies of Fmean and Fprob, but the original values were 

used for the explanatory meteorological variables. However, some figures that 

show inter-and intrannual variability of meteorological variables were produced 

using yearly and monthly anomalies (Figure 3.2 and Figure 3.8). Figure 

captions state if anomalies or original values were used. 

 

3.2.3.1 Analysis of meteorological drivers of intraannual variability of Fmean 

and Fprob 

In climate related processes, explanatory variables often lead the response 

variable, e.g. it can take time until an effect of the explanatory variable is 

actually expressed by a change in the response variable. In order to test for 

leading variables and the need to include temporal lags, cross-correlograms of 

explanatory variables and Fmean and Fprob were consulted. In addition, scatter 

plots and Pearson correlation coefficients of Fmean and Fprob with the 

meteorological variables heat flux, precipitation, wind stress, SST and Fclear 

were created on the original data set (no lag) and at monthly lags of one, two 

and three to test for the need of including lags. The final dataset for the Celtic 

Sea Front included lags for Fmean and heat flux (one month) as well as Fprob 

and heat flux (two months), precipitation (two months) and wind stress (one 

month) (Table 3.2).  Final datasets at the Ushant included lags for Fmean and 

heat flux (two months) as well as Fprob and heat flux (two months), precipitation 

(two months) and wind stress (two months). 
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Table 3.2: Summary of lagged dataset that were created for each metric and 

meteorological variable at the Celtic Sea and Ushant Front. Lags are in 

months and are highlighted in blue. 

 Celtic Sea Front Ushant Front 
Variable/Metric Fmean Fprob Fmean Fprob 
Heat flux Lag1 Lag 2 Lag 2 Lag 2 
SST No lag No lag No lag No lag 
Wind stress No lag Lag 1 No lag Lag 2 
Precipitation No lag Lag 2 No lag Lag 2 
 

Before the modelling process, all covariates were examined for collinearity 

using Pearson-correlation and Variance Inflation Factors (VIF) (corvif function in 

‘HighstadLibV4’ by Zuur et al. ((2009)). A Pearson-correlation coefficient ≥0.7 

and/or VIF-values ≥3.0 indicate collinearity (Zuur et al. 2009). Tests for 

collinearity were performed on the final datasets (e.g. lagged as summarized in 

Table 3.2). 

 

Preliminary analysis indicated a non-linear relationship between the response 

and some of the explanatory variables as well as temporal autocorrelation. 

Therefore, Generalized Additive Mixed Models (GAMMs) with an AR(1) 

correlation structure were used to investigate which meteorological variables 

best explain the intra-annual variability of Fmean and Fprob at both fronts. 

GAMMS were fitted as described in section 2.2.6.2. In order to model the 

relationship between environmental variables and the seasonal variability of 

Fmean and Fprob only, the interannual component needed to be accounted for. 

Interannual variability was resolved by simply including the temporal variable 

‘year’ in the model and checking for pattern in the relationship between the final 

model residuals and fitted values with the factor ‘year’. 

 

Model selection was conducted using manual stepwise-forward selection. In this 

approach, one starts with a series of models, each containing only one of the 

explanatory variables. The explanatory variable resulting in the lowest AIC is 

added to each of the remaining models. This procedure is repeated until no 

decrease in AIC of at least 2.0 per added term is achieved or the R2 does not 

improve by at least 0.01 or an added covariate is not significant (p-value > 
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0.05). Preliminary analysis indicated collinearity between some explanatory 

variables. Therefore, only the variable resulting in the lower AIC during stepwise 

forward modelling, was retained and the collinear variable not further consider 

for analysis. Model fit was examined by means of residual analysis (Sup.Figure 

3.1 to Sup.Figure 3.8). In the case of Fprob a couple of outliers were removed to 

improve model fit at both fronts.  

3.2.3.2 Analysis of meteorological drivers of interannual variability of Fmean 

and Fprob 

The analysis of the main meteorological drivers of interannual variability was 

conducted as described in section 3.2.3.1. However, no lagged datasets were 

considered. In order to account for the strong seasonal component of the 

dataset, the factor ‘month’ was included in the models and checking for pattern 

in the relationship between the final model residuals and fitted values with the 

factor ‘month’. 

 

3.3 RESULTS 

3.3.1 Meteorological drivers of intraannual variability of Fmean and Fprob 

3.3.1.1 Description of intraannual variability pattern of frontal metrics Fmean, 

Fprob and Fclear and the meteorological variables 

A detailed description of intraannual variability of Fmean and Fprob can be 

found in the previous chapter (chapter 2) and therefore, the description of 

seasonal pattern of both metrics is reduced to the main points. In chapter 2, 

intraannual variability pattern of Fmean and Fprob were investigated under 

consideration of the effect of Fclear. Accounting for an Fclear effect, the 

seasonal cycle of Fmean and Fprob was predicted to run between April and 

October at the Celtic Sea Front and May to November at the Ushant Front 

(Figure 2.7 and Figure 2.8).  Peaks in frontal strength occurred in July and 

August at the Celtic Sea Front and between August and September at the 

Ushant Front. A notable increase in Fprob already occurred in June and lasts 

until August (Celtic) or September (Ushant).  
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Based on monthly anomalies, intraannual variability of meteorological variables 

was almost identical at both fronts (Figure 3.2) and only small differences in 

minima and maxima for some variables were evident. Net heat flux displayed a 

defined seasonal cycle. The sea takes up heat from March to September, with 

peak values in May to July. In real values, the net heat gain and loss was 

greater at the Celtic Sea Front compared to the Ushant Front. The overall range 

between minimum and maximum net heat flux was 451.3 compared to 414.5 at 

the Ushant Front.  

SST displayed almost identical seasonal pattern to heat flux, but lagged behind 

by about two months (Figure 3.2). SST anomalies were positive form June to 

November and reached maxima during August to September. SST at the 

Ushant Front was about two degrees higher (14.71 ± 2.4) than at the Celtic Sea 

Front (12.91 ± 2.69). 

Wind stress at both fronts increased notably form October onwards, reaching its 

peak in January and decreasing thereafter (Figure 3.2). At the Ushant Front, 

wind stress anomalies were negative form March onwards and April at the 

Celtic Sea Front. Throughout the stratification period, wind stress did not show 

any major fluctuations. The predominant winds at the Celtic Sea Front were 

southwesterlies. In the Ushant Front region westerlies and southwesterlies 

dominated (Figure 3.3). 

Precipitation displayed similar intraannual pattern to wind stress (Figure 3.2). 

Precipitation increased notably from October onwards and lowest rates 

occurred in May and June at both fronts. Precipitation was higher in the Celtic 

Sea Front region (1.8 ± 1.1) than at the Ushant Front (1.35 ± 1.12). 

The seasonal cycle of Flcear is similar to net heat flux (Figure 3.2). Anomalies 

are positive between March and approximately October. However Fclear 

maxima occur in May and June at both fronts. In addition, the seasonal curve is 

not as clearly defined as in net heat flux and displays some up and downs over 

the summer months. 
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Figure 3.2: Monthly anomalies of net heat flux (Flux), SST (Temp), wind stress, 

precipitation (Precip) and Fclear at the Celtic Sea (left panel) and Ushant Front 

(right panel). Blue bars represent negative anomalies and red anomalies. 
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Figure 3.3: Wind roses for Celtic Sea Front (top panel) and Ushant Front 

(bottom panel), showing the wind speeds and direction the wind is blowing from 

for the months March-November over the entire time series (1990-2010). Scale 

bar on left shows percentage frequency. 
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3.3.1.2 Meteorological drivers of interannual variability of Fmean and Fprob 

The majority of the seasonal variation of Fmean and Fprob at both fronts was 

explained by Fclear and meteorological variables related to the heating budged: 

heat flux and SST (Table 3.3). The effect of Fclear on Fmean and Fprob has 

been explained in detail in section 2.4.2 and will not be discussed here any 

further. Net heat flux (at lag 1 and 2 respectively) was the most important 

meteorological driver of seasonal variability of Fmean at the Celtic Sea and 

Ushant Front as well as of Fprob at the Celtic Sea Front (Table 3.3).  The 

relationship was positive, but an increase in Fmean and Fprob was only 

observed once the net heat flux became positive (Figure 3.4 to Figure 3.6).  The 

oceans begin to take up heat (positive net heat flux), but it takes about one to 

two months until the energy intake results in stratification of the water column. 

At the Ushant Front on the other hand, the meteorological variable explaining 

most of the seasonal variation of Fprob was SST (Table 3.3).  The relationship 

was linear positive (Figure 3.7). In addition, the temporal variable ‘year’ 

explained some variation in seasonal variability of all metrics, apart form Fprob 

at the Celtic Sea Front (Table 3.3). The GAMMs predicted a strong decrease in 

Fprob and Fmean until 2000 and a gentle increase thereafter (Figure 3.4, 

Figure 3.6 and Figure 3.7). A detailed description of temporal variability of 

Fmean and Fprob at both fronts can be found in chapter 2. A small amount of 

the seasonal variability of Fmean at both fronts was also explained by 

precipitation (at lag 2) at both fronts (Figure 3.4 and Figure 3.6). Precipitation 

had a negative effect on Fmean. Wind stress caused some minor temporal 

variability in Fprob at the Celtic Sea Front (Table 3.3) 
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Table 3.3: Summary of GAMMs with AR1 structure for a seasonal subset of 

Fmean and Fprob (March to November) at the Celtic Sea and Ushant Front, 

testing for meteorological drivers of intraannual variability of Fmean and Fprob. 

Only significant covariates are listed, including their estimated degrees of 

freedom (edf), F-values, p-values, reduction in AIC and the increase in 

adjusted R2 (Adj.R2). The overall R2 is given in bold. Flux= net heat flux, 

Precip= precipitation, Wind= wind stress. 

Fron
t 

Metri
c 

Variable (edf) F-value p-value Δ-AIC Adj. R2 

C
EL

TI
C

 S
EA

 

Fmea
n 

Flux at lag 1 (4.13) 
Fclear (3.91) 
Year (2.46) 
Precip (1.0) 

63.51 
15.66 
4.52 
10.59 

<0.001 
<0.001 
<0.001 
<0.001 

120.91 
54.45 
1.92 
6.21 

0.51 
0.12 
0.03 
0.01 
(0.78) 

Fprob Fclear (4.73) 
Flux at lag 2 (3.71) 
Wind at lag 1 
(1.81)  

38.71 
17.62 
4.89 

<0.001 
<0.001 
0.0115 

97.92 
53.77 
0.92 

0.5 
0.24 
0.02 
(0.68) 

U
SH

A
N

T 

Fmea
n 

Fclear (4.45) 
Flux (3.24) at lag 2 
Precip (2.49) at lag 
2 
Year (3.0) 

32.27 
66.06 
10.39 
5.05 

<0.001 
<0.001 
<0.001 
0.0022 

113.11 
81.44 
22.87 
4.2 

0.3 
0.34 
0.05 
0.02 
(0.79) 

Fprob SST (1.84) 
Fclear(3.74) 
Year(3.28) 

142.7 
27.52 
14.1 

<0.001 
<0.001 
<0.001 

93.17 
73.45 
24.36 

0.39 
0.36 
0.08 
(0.72) 
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Figure 3.4: Results of GAMM with AR1 structure for a seasonal subset of 

Fmean (March to November, N=188) at the Celtic Sea Front as a function of 

heat flux (at lag1), Fclear and precipitation. Solid black line represents fitted 

values, dotted lines 95% confidence intervals. 
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Figure 3.5: Results of GAMM with AR1 structure for a seasonal subset of Fprob 

(March to November, N=185) at the Celtic Sea Front as a function of Fclear, 

heat flux (at lag2) and wind stress (at lag1). Solid black line represents fitted 

values, dotted lines 95% confidence intervals.  
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Figure 3.6: Results of GAMM with AR1 structure for a seasonal subset of 

Fmean (March to November, N=188) at the Ushant Front as a function of 

Fclear, heat flux (at lag2), precipitation and year. Solid black line represents 

fitted values, dotted lines 95% confidence intervals. 
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Figure 3.7: Results of GAMM with AR1 structure for a seasonal subset of Fprob 

(March to November, N=184) at the Ushant Front as a function of SST, Fclear 

and year. Solid black line represents fitted values, dotted lines 95% confidence 

intervals. 
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in Fprob occurred at any of the two fronts (Figure 2.9 and Figure 2.10). 

However, a sinusoidal pattern was predicted for Fmean, with an initial decrease 

until around 2000, followed by an increase at both fronts (Figure 2.7 and Figure 

2.8).  

Similar to the pattern of Fmean, yearly net het flux anomalies at the Celtic Sea 

Front showed a decrease until the late 1990’s and a gentle increase thereafter 

(Figure 3.8). Although years of positive and negative anomalies alternate 

throughout the time series, the magnitude of the positive anomalies decreased 

until the late 1990’s, which caused an overall decrease in net heat flux in the 

first half of the time series. The increase thereafter is caused by a decrease in 

the magnitude of negative anomalies. At the Ushant Front on the other hand, 

the decrease in net heat flux was continuous from 1990 to 2010 (Figure 3.9). 

Interannual pattern of SST at both fronts were identical (Figure 3.8 and Figure 

3.9). Despite some years of decreasing SST, there has been a strong overall 

increase of SST from 1990 to 2010. Precipitation and wind stress both 

displayed an oscillating pattern with alternating periods of higher and lower 

precipitation rates at both fronts (Figure 3.8 and Figure 3.9). The amplitude 

between high and low precipitation periods was higher at the Celtic Sea Front 

compared to the Ushant Front. As already discussed in chapter 2, Fclear has 

strongly and consistently increased from 1990 to 2010 at both fronts (Figure 3.8 

and Figure 3.9). Apart from some minor deviations, the NAO displayed a 

generally decreasing trend at both fronts throughout the time series (Figure 3.8 

and Figure 3.9). 



Chapter	3:	Meteorological	drivers	of	temporal	variability	of	tidal	mixing	fronts	

	 100	

 
Figure 3.8: Time series of anomalies of net heat flux (Flux), SST (Temp), 

precipitation (Precip), wind stress, Fclear and the NAO at the Celtic Sea Front. 

Light grey line shows trend obtained by loess smoothing (span width= 0.6) Blue 

bars represent negative anomalies and red anomalies. 
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Figure 3.9: Time series of anomalies of net heat flux (Flux), SST (Temp), 

precipitation (Precip), wind stress, Fclear and the NAO at the Ushant Front. 

Light grey line shows trend obtained by loess smoothing (span width= 0.6) Blue 

bars represent negative anomalies and red anomalies. 
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both metrics at both fronts was small and largely attributed to changes in SST 

and heat flux (Table 3.4). The relationship between both frontal metrics and 

SST and heat flux was almost linear positive (Figure 3.11, Figure 3.12 and 

Figure 3.13). Exception was the relationship between SST and Fmean at the 

Celtic Sea Front, which only became positive at about 13°C (Figure 3.10). In 

addition, precipitation and wind stress explained some of the variation of Fmean 

and Fprob at the Ushant Front only (Table 3.4). The relation between both 

metrics and precipitation and wind stress was negative (Figure 3.12 and Figure 

3.13). 
 

Table 3.4: Summary of GAMMs with AR1 structure for a seasonal subset of 

Fmean and Fprob (March to November) at the Celtic Sea and Ushant Front, 

testing for meteorological drivers of interannual variability of Fmean and Fprob. 

Only significant covariates are listed, including their estimated degrees of 

freedom (edf), F-values, p-values, reduction in AIC and the increase in adjusted 

R2 (Adj.R2). The overall R2 is given in bold. Flux= net heat flux, Precip= 

precipitation, Wind= wind stress. 

Fron
t 

Metric Variable (edf) F-value p-value Δ-AIC Adj. R2 

C
EL

TI
C

 S
EA

 Fmean Month (5.47) 
Fclear (4.47) 
SST (4.97) 

30.89 
18.81 
7.57 

<0.001 
<0.001 
<0.001 

160.79 
69.78 
18.85 

0.56 
0.14 
0.04 
(0.83) 

Fprob  Fclear (4.87) 
Month (4.25) 
Flux (1.0) 

103.77 
13.14 
10.2 

<0.001 
<0.001 
0.0017 

140.06 
81.39 
5.71 

0.67 
0.27 
0.01 (0.8) 

U
SH

A
N

T 

Fmean Fclear (5.65) 
Month (5.21) 
Precip (2.61) 
SST (1.0) 

27.06 
5.8 
18.5 
7.7 

<0.001 
<0.001 
<0.001 
0.0061 

101.44 
90.54 
29.19 
3.11 

0.24 
0.36 
0.06 
0.001 
(0.8) 

Fprob SST (1.68) 
Fclear (4.17) 
Wind (1.0) 

86.2 
47.8 
13.17 

<0.001 
<0.001 
<0.001 

87.07 
77.24 
7.5 

0.35 
0.41 
0.04 
(0.66) 
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Figure 3.10: Results of GAMM with AR1 structure for a seasonal subset of 

Fmean (March to November, N=188) at the Celtic Sea Front as a function of 

month, Fclear and SST. Solid black line represents fitted values, dotted lines 

95% confidence intervals. 
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Figure 3.11: Results of GAMM with AR1 structure for a seasonal subset of 

Fprob (March to November, N=187) at the Celtic Sea Front as a function of 

Fclear, month and heat flux. Solid black line represents fitted values, dotted 

lines 95% confidence intervals. 
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Figure 3.12: Results of GAMM with AR1 structure for a seasonal subset of 

Fmean (March to November, N=188) at the Ushant Front as a function of 

Fclear, month, precipitation and SST, precipitation and year. Solid black line 

represents fitted values, dotted lines 95% confidence intervals. 
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Figure 3.13: Results of GAMM with AR1 structure for a seasonal subset of 

Fprob (March to November, N=185) at the Ushant Front as a function of SST, 

Fclear and wind stress. Solid black line represents fitted values, dotted lines 

95% confidence intervals. 
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best correlations with Fmean and Fprob at lags of 2 month. This is in agreement 

with previous studies and mechanisms of frontogenesis and frontolysis. It takes 

about two months after net heat flux has become positive (oceans contain 

energy instead of releasing it). At this point, surface waters retain enough heat 

for stratification to develop that is strong enough to counteract the mixing forces 

of tides and wind (Pringree, 1980). Stratification and tidal mixing fronts intensify 

with increasing SST (Holt et al., 2010), which explains the linear positive 

relationship between SST and Fprob at the Ushant Front.  

 

Wind stress and precipitation were found to play only minor roles in the 

seasonal development of tidal mixing fronts. An intensification of wind stress 

negatively affects tidal mixing fronts, because it can weaken stratification due to 

its mixing effect. This happens predominantly during times of frontal 

establishment and break up (Marsh et al., 2015) and therefore, the contribution 

of wind stress was small compared to factors acting throughout the entire frontal 

season. Overland rainfall causes increased riverine input, which can lead to a 

temporal intensification of the density gradient at tidal mixing fronts (Holt et al., 

2010). However, a precipitation effect is thought to be comparatively small and 

only evident in the Ushant Front region (Holt et al., 2010). The negative 

relationship between precipitation and Fmean at both fronts found in this 

research is likely to arise from confounding factors between increased 

precipitation and with bad weather periods. For example, precipitation is usually 

correlated with increased cloud cover and wind stress. Particularly 

frontogenesis and –lysis wind stress can weaken the frontal structure (Bowers 

et al., 1987). It is also possible that disturbances on the water surface caused 

by raindrops blur the surface signal of a front, which makes it harder to identify 

frontal temperature gradients on satellite imagery and in return, result in lower 

Fprob and Fmean.  

 

In general, the results of the analysis of meteorological drivers of seasonal 

variations were consistent between both fronts and metrics. Interannual 

variability of Fmean and Fprob was strongly influenced by SST or heat flux. 

Minor differences between the Celtic Sea and Ushant Front were found in the 

importance of wind stress and precipitation. This is likely a reflection of the 



Chapter	3:	Meteorological	drivers	of	temporal	variability	of	tidal	mixing	fronts	

	 108	

local-specific differences at the two fronts, such as strength of tidal flows or 

bathymetry. Compared to the Celtic Sea Front, shallower depth and stronger 

tides in the Ushant region require extended periods of heating to counteract 

mixing forces and for stratification to develop and make the Ushant Front more 

sensitive to kinetic forcing during frontogenesis and –lysis. 

 

Overall, the results of the analysis of meteorological drivers of seasonal 

variability of tidal mixing fronts are in agreement with previous studies. Tidal 

mixing fronts are temporally dynamic features, which are sensitive to 

parameters that change at temporal scales of a few days to weeks, such as the 

spring neap adjustment or a strong storm. Therefore, the monthly resolution 

used in this research is not sufficient to study environmental causes of smaller 

scale variations in frontal occurrence (e.g. days). For example, the importance 

of wind stress appears to have been underestimated in this analysis. However, 

the consistency between previous studies and this analysis provides confidence 

that frontal maps and meteorological model data used here are capable of 

identifying at least the main drivers of temporal variability pattern of frontal 

metrics. 

3.4.1.2 Meteorological drivers of interannual variability of Fmean and Fprob 

SST was the main driver of interannual variability of all metrics, but Fprob at the 

Celtic Sea Front, which was primarily governed by net heat flux. The strong 

correlation between seasonal variability and net heat flux was not replicated at 

interannual timescales. This shows that the effect of environmental drivers of 

frontal variability differ over different temporal scales. The positive relationship 

between frontal metrics and SST indicate a potential sensitivity of tidal mixing 

fronts to climate change. Modelling studies suggest an extension of the frontal 

period by ten to 15 days by the end of the century due to higher SST (Holt et al., 

2010). However, an increase in frontal strength was not predicted. Interestingly, 

this study found significant interannual variations in Fprob, which were not 

found to be significant in the previous chapter (Table 2.4). In the chapter 2 

Fprob was modelled as a function of temporal variables (year and month) and 

Fclear only. This provides some evidence that the statistical model in chapter 2 

indeed overestimated an Fclear effect and more of the temporal variability in 
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Fprob (and likely in Fmean as well) was caused by genuine fluctuations of the 

front in response to environmental conditions. 

  

As satellite data only concern the very surface signal of a front, it is not possible 

to discuss potential effects of warming temperatures on subsurface components 

of the front. However, Holt et al. (2012) suggested that most of the change on 

shelf-seas will occur in the surface layer, because the bottom layer is less 

sensitive towards warming SST. Similar, consequences of climate change on 

spatial variability of tidal mixing fronts in the Celtic Sea are unclear. Some 

models suggest an expansion of the stratification area (Holtet al., 2012), which 

could affect the location of tidal mixing fronts. Other research does not predict a 

significant change in frontal positions (Holt et al., 2010). Likewise, knock-on 

effects of future alterations in frontal location, intensity or period on biological 

and hydrodynamic processes of the Celtic Sea ecosystem remain largely 

unknown.   

 

At the Ushant Front, wind stress and precipitation explained a small part of the 

interannual variability of Fmean and Fprob. As described above, precipitation is 

likely to be correlated to frontal variability due to confounding factors with bad 

weather phenomena and data availability (Fclear). Wind stress is expected to 

play a more significant role in seasonal variability of tidal mixing fronts rather 

than interannual variability. However, years of increased wind stress are to 

some degree accompanied with years of other weather variables that weaken 

fronts, such as more cloud cover and colder temperatures. The correlation 

between bad weather periods and data availability is one of the limitations of 

satellite-derived data sets, which will be discussed in section 3.4.2.  

 

The findings of this research are in agreement with model predictions of long-

term variability of shelf-sea stratification and impacts of rising SST on 

stratification in the Celtic Sea. Overall, the meteorological drivers of interannual 

variability are similar between Fmean and Fprob and between both fronts. Only 

small differences occurred, which can be attributed to differences in location-

specific characteristics of both fronts. Therefore, individual fronts may respond 

differently to changing weather patterns in the future.  
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3.4.2 Limitations and recommendations 
Some limitations of satellite-derived data have already been discussed in the 

previous chapter (section 2.4.5) and therefore, a couple of the following points 

are a repetition, but included for completeness. As mentioned above, satellite-

derived data only considers the very surface signal of thermal fronts. In the case 

of a three-dimensional structure like a tidal mixing front, this means a large part 

of the feature is not accounted for. In addition, the bottom part of a tidal mixing 

front is less subject to atmospheric forcing and hence, much more stable in time 

and space. Because the bottom front is primarily driven by tides, bathymetry 

and the differences between winter and summer temperatures (e.g. the greater 

the differences the stronger the density gradient will be), its response to climate 

change could be very different to that of a surface front, but can not be studied 

using satellite-derived data (Brown et al., 2003; Le Boyer et al., 2009).  

 

Satellite-derived datasets are limited in studying effects of meteorological 

variability on tidal mixing fronts because of confounding effects of the seasonal 

nature of these fronts and similar seasonal pattern in data availability and bad 

weather phenomena (e.g. cloud cover and wind stress). Overall, the findings of 

this research are in agreement with previous studies, which provides confidence 

in the results. However, the discussion of some findings remains speculative, 

such as a potential effect of climate change due to rising SST in the last 

decade.   

 

In this analysis, spatial averages of monthly composites of Fprob and Fmean 

were used, because the mean summarizes and provides information on the 

entire front. However, it could be useful to expand the analysis of 

meteorological drivers of frontal variability using monthly maxima (e.g. extract 

the upper 5% from each sampling area). Analysis on the maxima would extract 

specific information the potential intensification of fronts over time and its 

meteorological causes. 

 

The spatial resolution of the meteorological data set used in this research was 

about the same size as the spatial extent of the fronts. It would be useful to 

investigate how higher spatial resolution data of meteorological variables would 



Chapter	3:	Meteorological	drivers	of	temporal	variability	of	tidal	mixing	fronts	

	 111	

affect the outcomes of the analysis. The Celtic Sea Front is spatially fairly 

stable, but the northern part of the Ushant Front moves several 100km over the 

seasonal cycle and performs smaller spatial adjustments in response to wind or 

tidal forces. Investigating distinct sections of the Ushant Front separately might 

even show that the effect of atmospheric forcing on spatio-temporal variability 

differ along a single front. Furthermore, additional parameters such as 

evaporation rate, air temperature, and interactions between the investigated 

variables could increase explanatory power of the statistical models. It might 

also be worth to explore the effect of teleconnections other than the NAO on 

interannual frontal variability. 

 

In this research, monthly composites of frontal metrics were used, because 

higher resolution maps were too affected by cloud cover, particularly during the 

first half of the time series (early 90’s). However, the amount of available data 

has drastically increased over the last decade, because more satellites are in 

use. A reduced data set e.g. starting from 2000), would allow the use of higher 

resolution frontal maps (e.g. fortnightly composites). Higher temporal resolution 

can provide additional insights into temporal variability pattern of tidal mixing 

fronts and the underlying meteorological drivers. Particularly during periods of 

fontal establishment and breakup, changes in frontal activity occur quickly and 

frontal variability is high. This variability can be blurred when using monthly 

composites. In addition, higher resolution frontal maps would allow for a 

temporally refined investigation of a potential extension of the frontal season. 

 

3.4.3 Conclusion 
The key meteorological drivers of temporal variability of frontal gradient strength 

and persistence at both fronts were related to the heat budget of the water 

column. Overall, net heat flux explained most of the variations in intraannual 

pattern, whereas SST was the most important contributor to interannual 

variability of Fmean and Fprob. The positive correlation between long-term 

variability of both frontal metrics and SST indicate a potential sensitivity of tidal 

mixing fronts to climate change. The consequences are not yet fully resolved, 

but could include an extension of the frontal season, strengthening of the frontal 

density gradients or spatial displacements of tidal mixing fronts. Likewise, 
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knock-on effects of changes in frontal occurrence on oceanographic biological 

processes on the shelf remain unclear. 

 

Generally, the key meteorological drivers of frontal variability were consistent 

between the Celtic Sea and Ushant Front as well as between the two metrics. 

Only minor differences in the significance of environmental causes of temporal 

variability were evident between the two fronts, which can be attributed to 

location-specific differences, such as bathymetry or the tidal regime. The results 

are in agreement with previous studies concerning intraannual variability of tidal 

mixing fronts in the Celtic Sea and provide confidence in the suitability of frontal 

maps for this kind of analysis. However, the use of frontal maps is limited by 

confounding factors between bad weather phenomena and data availability. 

Also, the low temporal resolution was likely to lead to an underestimation of 

some meteorological drivers of frontal variability, such as wind stress during 

periods of frontogenesis and -lysis.  
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3.5 Supplementary material 

 
Sup.Figure 3.1: Model validation plots of residual analysis for meteorological drivers of 

intraannual variability of Fmean at the Celtic Sea Front. Top left: fitted values against 

normalized residuals; top right: autocorrelation function of residuals with 95% 

confidence intervals as blue dashed line; bottom left: histogram of residuals and bottom 

right: Quantile plot. 
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Sup.Figure 3.2: Model validation plots of residual analysis for meteorological drivers of 

intraannual variability of Fprob at the Celtic Sea Front. Top left: fitted values against 

normalized residuals; top right: autocorrelation function of residuals with 95% 

confidence intervals as blue dashed line; bottom left: histogram of residuals and bottom 

right: Quantile plot. 
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Sup.Figure 3.3: Model validation plots of residual analysis for meteorological drivers of 

intraannual variability of Fmean at the Ushant Front. Top left: fitted values against 

normalized residuals; top right: autocorrelation function of residuals with 95% 

confidence intervals as blue dashed line; bottom left: histogram of residuals and bottom 

right: Quantile plot. 
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Sup.Figure 3.4: Model validation plots of residual analysis for meteorological drivers of 

intraannual variability of Fprob at the Ushant Front. Top left: fitted values against 

normalized residuals; top right: autocorrelation function of residuals with 95% 

confidence intervals as blue dashed line; bottom left: histogram of residuals and bottom 

right: Quantile plot. 
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Sup.Figure 3.5: Model validation plots of residual analysis for meteorological drivers of 

interannual variability of Fmean at the Celtic Sea Front. Top left: fitted values against 

normalized residuals; top right: autocorrelation function of residuals with 95% 

confidence intervals as blue dashed line; bottom left: histogram of residuals and bottom 

right: Quantile plot. 
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Sup.Figure 3.6: Model validation plots of residual analysis for meteorological drivers of 

interannual variability of Fprob at the Celtic Sea Front. Top left: fitted values against 

normalized residuals; top right: autocorrelation function of residuals with 95% 

confidence intervals as blue dashed line; bottom left: histogram of residuals and bottom 

right: Quantile plot. 
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Sup.Figure 3.7: Model validation plots of residual analysis for meteorological drivers of 

interannual variability of Fmean at the Ushant Front. Top left: fitted values against 

normalized residuals; top right: autocorrelation function of residuals with 95% 

confidence intervals as blue dashed line; bottom left: histogram of residuals and bottom 

right: Quantile plot. 
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Sup.Figure 3.8: Model validation plots of residual analysis for meteorological drivers of 

interannual variability of Fprob at the Ushant Front. Top left: fitted values against 

normalized residuals; top right: autocorrelation function of residuals with 95% 

confidence intervals as blue dashed line; bottom left: histogram of residuals and bottom 

right: Quantile plot. 

 

-0.06 -0.02 0.02 0.06

-0
.0
4

0.
00

0.
04

Residuals vs Fitted

Fitted values

R
es
id
ua
ls

0 5 10 15 20

0.
0

0.
4

0.
8

Lag (months)
A
C
F

ACF residuals

Histogram

Residuals

Fr
eq
ue
nc
y

-0.06 -0.02 0.02 0.06

0
20

40
60

-3 -2 -1 0 1 2 3

-0
.0
4

0.
00

0.
04

Quantile Plot

Theoretical Quantiles

Sa
m

pl
e 

Q
ua

nt
ile

s



Chapter	4:	Boundary	effect	of	tidal	mixing	fronts	

	 121	

4 Fronts as boundaries: Frontal density 
gradients restrict dispersal of passive 
floating organisms on shelf-seas 

Distribution and abundance of zooplankton directly affects dependent predator 

species (e.g. commercially important fish) and populations dynamics of 

organisms with planktonic life cycle (e.g. the benthos). Consequently, identifying 

distribution drivers and dispersal mechanisms of zooplankton is essential for our 

understanding of ecosystem functioning. This research investigates a boundary 

effect of tidal mixing fronts on zooplankton distribution in the English Channel. 

The influence of local movements of the Ushant Front on abundance of Calanus 

helgolandicus and echinoderm larvae was investigated using monthly satellite-

derived frontal maps and Continuous Plankton Recorder (CPR) data from a 

fixed route between 1990 and 2009. The CPR-route crosses the English 

Channel from France to England and samples in mixed water conditions, when 

the front is located to the west of the route and in stratified water when the front 

is located to the east. The centre of distribution of Calanus helgolandicus and 

echinoderm larvae is in the Celtic Sea to the west of the route. A barrier effect 

of the Ushant Front was expected to be expressed in changes in plankton 

abundance in response to the movement of the front (different water mass 

scenarios). Other environmental drivers of zooplankton distribution were 

considered (including satellite-derived sea surface temperature and 

phytoplankton colour index). The movement of the front clearly affected 

Calanus helgolandicus and echinoderm larvae abundance. Abundances of both 

plankter were low in mixed water conditions and significantly increased when 

the fronts moved to the other side of the ferry route. A barrier effect of fronts can 

influence interannual variability in habitat connective, diversity and density of 

the benthos as well as of plankton-dependent predator species. Phenological 

shifts in the plankton, such as an earlier spawning of the benthos and larvae 

development before frontal establishment, could open pathways into other 

water masses for echinoderm larvae or extent their dispersal range in the 

future.  
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4.1 INTRODUCTION 
Fronts are hydrodynamic features that separate water masses of different 

physical properties (e.g. temperature and salinity, see Table 1.1) (Belkin et al., 

2009). A range of frontal types exist (e.g. estuarine fronts, shelf break fronts), 

which occur at various spatio-temporal scales (e.g. a few days to persistent 

features) and are maintained by distinct formation mechanisms (Owen, 1981). 

Still, common features of fronts are steep gradients in physical, chemical and/or 

biological properties and often strong current flows, divergences and 

convergences (Pedersen, 1994; Ryan et al., 2010; Simpson, 1981). Fronts have 

received considerable attention in recent years as biodiversity and productivity 

hotspots. Many are considered as sites of ecological significance as they can 

host elevated numbers of organisms across various trophic levels, have been 

shown to be associated with frequently re-occurring feeding events and high 

encounter probabilities of top-predators (Bost et al., 2009; Scales et al., 2014b; 

Weeks et al., 2015; Worm et al., 2005).  

 

Less attention has been paid to ability of fronts to act as semi-permeable 

boundaries between differing water masses, affecting the exchange of nutrients 

and other particles from one side to the other and partitioning ecosystems into 

distinct habitats (Nihoul, 1981; Sournia, 1994). While a barrier function does not 

affect mobile species, such as cetaceans and fish as much, it can have impacts 

on the distribution of the zooplankton. Zooplankton are passive drifters, only 

capable of minor spatial adjustments and are therefore, subject to currents and 

other hydrodynamic forces (Sameoto et al., 2010). In addition, most species 

have a limited physiological capacity of adapting to changes in their physical 

environment (Fransz et al., 1991). Therefore, a frontal structure, which is 

accompanied by steep changes in physical characteristics of the water column, 

can limit the distribution range of zooplankton. 

 

Changes in zooplankton assemblages over frontal gradients have been 

reported from a variety of fronts, including shelf break, tidal mixing and river 

plume fronts (Greer et al., 2015; Otero et al., 2009; Sabatini et al., 2002). The 

affect of fronts on zooplankton assemblages has been attributed to a 

combination of three main mechanisms: a) physiological inability of zooplankton 
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species to deal with the magnitude of environmental change or the switch in 

hydrodynamic regime (e.g. greater turbulence) occurring from one side to the 

other, b) higher abundance of the preferred food source on one side and c) 

inability to actively penetrate through the density barrier associated with a front 

(Franks et al., 1996; Wishner et al., 2006). Hence, the frontal density gradient 

can affect the dispersal capacities and distributional range of passive drifting 

organisms and partially control the connectivity between different habitats (Hill 

et al., 2008; Lee et al., 2005; Munk et al., 1999).  

 

During the stratification season from approximately April to November, the 

Ushant tidal mixing front develops between the Celtic Sea and the English 

Channel (Pringree, 1980; Pingree et al., 1978). The front separates the tidally-

mixed cooler waters of the English Channel from the seasonally stratified 

waters of the Celtic Sea. This front is spatially very mobile. Its position depends 

on the advance and retreat of the thermocline over the seasonal cycle. In 

addition, the front also performs smaller spatial movements in response to the 

spring neap adjustment or strong storm events (Sharples, 2008; Sharples et al., 

2006). At the beginning and end of the stratification season the Ushant Front 

tends to run in almost a straight line between England and France at the very 

western mouth of the English Channel (LeFevre, 1986). During peak frontal 

season, the front predominantly runs east along the coast of Brittany and then 

winds north towards the English coast. 

 

Relatively little is known about a potential barrier effect of the Ushant Front. Few 

existing research found a distinct composition of zooplankton on each side of 

the Ushant Front and in the actual transition zone (Beaugrand et al., 2000; Grall 

et al., 1980; Holligan, 1981; Robinson et al., 1986; Schultes et al., 2013). The 

distribution pattern and changes in species assemblages were attributed to the 

above-described mechanism, e.g. limited capacity of zooplankton species to 

deal with large changes in physical properties of different water masses. 

However, most of these studies focused on the influence of the Ushant Front on 

community structure, but did not consider an effect of the spatial variability of 

the front on zooplankton distribution. In addition, the majority of these studies 

were carried out more than three decades ago and lacked sufficient sample size 



Chapter	4:	Boundary	effect	of	tidal	mixing	fronts	

	 124	

to investigate the distribution pattern statistically. Consequently, the majority of 

these studies are mainly descriptive.  

 

The height of the Ushant Front season, July to September, coincides with the 

autumn abundance peak of the copepod Calanus helgolandicus (Bonnet et al., 

2005). The Celtic Sea is the centre of distribution of this copepod that can make 

up 90% of the zooplankton biomass on the shelf during peak abundance 

(Bonnet et al., 2005). Calanus helgolandicus plays a vital part in transferring 

energy from the base of the food web to higher trophic levels (Bonnet et al., 

2005). The copepod is an important food source for marine organisms from a 

range of taxonomic groups, such as different development stages of 

commercially important fish, such as cod, herring and mackerel. Another 

integral part of the Celtic Sea food web is echinoderm larvae, which are the 

larval stages of benthic organisms. During the summer months (peak 

abundance between May and August), echinoderm larvae can make up a large 

proportion of the zooplankton (Fransz et al., 1991). Although the Celtic Sea 

provides ideal physical environment for echinoderm larvae and Calanus 

helgolandicus, they are physiologically capable of coping with the ranges of 

environmental conditions found in the English Channel, including lower 

temperatures and salinity (Wilson et al., 2015). Still, they are almost absent 

from the English Channel.  

 

The distribution of both plankter and the spatial variability of the Ushant Front 

provide a unique setting to study the effect of the front as a potential distribution 

barrier for zooplankton. If spatial advances of echinoderm larvae and Calanus 

helgolandicus into the eastern English Channel are associated with a spatial 

displacement of the Ushant Front in the same direction and under consideration 

of other bio-physical factors known to affect the distribution of the two plankter 

(e.g. temperature and phytoplankton availability), it is possible to separate a 

frontal barrier effect from one caused solely by changes in environmental 

conditions. A barrier effect of seasonally occurring shelf-sea fronts may have 

direct implications for predator species, larval dispersal and the respective adult 

population. In addition, knowledge of the causes of small-scale spatial variability 
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in zooplankton is important when choosing a sampling location for zooplankton 

studies.  

 

Zooplankton has generally a patchy distribution pattern. In combination with 

high temporal variability in zooplankton abundance due to sensitivity to climatic 

forcing, a sufficient large data set is required to investigate zooplankton 

distribution quantitatively. Even more so at tidal mixing fronts, which can stretch 

over several 100km, and where differences in zooplankton composition can 

occur along a single front (Gomez-Gutierrez et al., 2007; Robinson et al., 1986). 

Only few available datasets have the spatio-temporal resolution to cover an 

entire frontal feature over sufficiently large enough time scales to capture an 

association between spatial variations in frontal location and zooplankton 

distribution.  

 

This research uses satellite-derived frontal maps and Continuous Plankton 

Recorder (CPR) data from 1990-2009 to investigate the effect of spatial 

variability of the Ushant Front on small-scale distribution changes of Calanus 

helgolandicus and echinoderm larvae. A selected CPR- route, the Plymouth to 

Roscoff route (PR-route) runs in a straight line between Plymouth (UK) and 

Roscoff (France) (Figure 4.1). Due to the mobile nature of the Ushant Front, the 

PR-route runs either to the east or to the west side of the front. If the front is 

located to the east of the route, samples should be characterized by shelf water 

abundances of zooplankton. It is hypothesized that abundance decreases when 

the front is located to the west of the route, because a boundary effect would 

hinder specimen to disperse further into the English Channel. The large spatio-

temporal extend of the frontal and CPR dataset provides enough data to 

quantitatively investigate the effect of the spatial displacement of the Ushant 

Front on Calanus helgolandicus and echinoderm larvae abundance under 

considerations of other known factors that influence zooplankton distribution, 

such as temperature and phytoplankton. 
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4.2 METHODS 

4.2.1 Plankton collection 
Plankton data were collected by the CPR from January 1990- December 2009 

in the English Channel along the PR-Route (Figure 4.1) and were provided by 

Sir Hardy Alister Foundation for Ocean Science (SAHFOS). The CPR is an 

autonomous recorder, which is towed behind ships of opportunity at about 7-9m 

depth, at an average speed of ~20kmh (Richardson et al., 2006). Water enters 

the CPR through a square 1.61cm2 aperture and is directed through a tunnel, 

which exits through the rear of the device. Samples are filtered onto a 

constantly moving band of silk of mesh size approx. 270µm, covered by another 

band of silk and captured between the two silk layers. On average 3m3 of water 

are filtered in each 10nm (18km) transect.  However, for time efficiency reasons 

only alternate samples are counted for most routes. A spatial error of 10-20nm 

(18- 37km) can be associated with the location of each CPR sample, because 

transect-midpoint positions are calculated based on navigational information 

logged by the towing ship whenever the ship changes direction not based short, 

regular time intervals, which would provide more accurate location data. 

However, the spatial error can be considered negligible here due to the 

shortness of the PR-route itself (appr. 145km) and the shortness of the 

transects (29.0km±0.5km). Therefore, it is assumed that the sampling positions 

were precise. For specimens smaller than 2mm (e.g. echinoderm larvae), only 

subsamples are analysed and counts are extrapolated based on a category 

system. For large zooplankton (>2mm), e.g. Calanus helgolandicus, the entire 

sample is considered. Detailed descriptions of the CPR device, the sampling 

methodology and analysis can be found elsewhere (e.g.Batten et al., 2003; 

Richardson et al., 2006; Warner et al., 1994). 

4.2.2 Statistical analysis of the effect of spatial variations of the Ushant 
Front on abundance of Calanus helgolandicus and echinoderm 
larvae 

In order to test whether spatial movements of the Ushant Front are associated 

with changes in the abundance of Calanus helgolandicus and echinoderm 

larvae, only samples from the Plymouth-Roscoff route (PR- route) were 

considered (Figure 4.1). The PR-route crosses the Western English Channel in 
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the Ushant Front region. Due to the mobile nature of the front, the PR-route can 

be located either to the right or to the left side of the front. Monthly maps of 

frontal density (Fdens) at 1km resolution (details in section 2.2.2) and synoptic 

maps (Fsyn) (details in section 2.4.4.1) were consulted for each transect and, 

depending on the location of the front, the CPR samples were categorized as 

either: a) ‘S’: Shelf water= front is to the right of the route, b) ‘C’: Channel 
water= front is to the left of the route and c) ‘M’: Mixed = front is either in line 

with the route or no clear distinction could be made due to high spatial variability 

of the front during this month (Figure 4.1).  Fsyn maps show persistent fronts as 

two-coloured lines, where each colour refers to either the cold (e.g. blue) or 

warm side (e.g. red) of a front (Miller, in preperation). This colour coding aids 

the differentiation between different types of fronts, e.g. tidal mixing fronts and 

estuarine fronts. Temporarily short-lived features are not included and only 

strong, persistent fronts are shown. Fdens maps combine the strength and 

persistence of a front (Scales et al., 2014a). In order to highlight areas of 

frequent frontal occurrence, a spatial filter is applied to smooth out ephemeral 

frontal segments. 

Only samples from April to October were considered in the analysis of Calanus 

helgolandicus; and May to September in the analysis of echinoderm larvae. 

These months represent the seasonal peak abundance period of each plankter. 

In addition, months without frontal activity (e.g. due to unfavourable 

meteorological conditions or insufficient data) were excluded. CPR samples 

collected close to shore (>49.95°N and <48.9°N) were discarded, because they 

are likely to be a) influenced by coastal processes, which might have a stronger 

impact on zooplankton distribution than the Ushant Front and b) are outside of 

the frontal zone.  

 

Calanus helgolandicus and echinoderm larvae counts were log10+1 

transformed, because initial models on the actual counts of both species were 

overdispersed. The transformed data were modelled in a Gaussian linear mixed 

effects model (LMM) with random effects for transect ID (lmer function, package 

‘lme4’, R) (Bates et al., 2014; J. Fox, 2002). The factor ‘scenario’ with three 

levels (C= Channel water, M= Mixed conditions, S= Shelf water) was created to 
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test whether movements of the front result in changes in Calanus helgolandicus 

and echinoderm larvae numbers. Movements of the front across the PR-route 

are accompanied with changes in the water mass the CPR is sampling in. 

Channel water scenarios occur when the front is located to the west of the PR-

route and zooplankton abundance is expected to be lower compared to when 

the front is located to the east of the route and the sample are dominated by 

shelf water. Mixed scenarios relate to mixed conditions, when no clear 

distinction between shelf and Channel water can be made. An interaction term 

between the factors ‘scenario’ and ‘month’ was considered to account for 

scenarios being more frequently encountered in specific months. For example, 

the Ushant Front moves with the advance of the stratification over the seasonal 

cycle. Therefore, channel water might dominate at the beginning and end of the 

season (e.g. May and October), but is less frequently encountered during the 

peak of the frontal season between July and September. 

 

To distinguish a boundary effect of the Ushant Front from sole influences of 

environmental and biological parameters known to affect zooplankton 

distribution, the following variables were considered in the statistical analysis: 

SST was modelled as a continuous linear variable. Monthly gridded SST (°C) 

composites from 1990-2009, derived from NOAA’s Advanced Very High-

resolution Radiometry (AVHRR), were provided by PML at 1km2 resolution. 

CPR samples from each transect were spatially matched to the SST raster 

data. CPR samples from the PR-route are based on segments of approximately 

28km length. Therefore, each segment crossed multiple SST raster cells. The 

values of all SST raster cells that were crossed by a single sample segment 

were averaged and assigned to the corresponding CPR sample. The 

Phytoplankton Colour Index (PCI), added as a factor with four levels and 

represents a measure of chlorophyll. The PCI is collected by the CPR itself and 

is obtained by visually assigning a greenness factor to each sample. There are 

four levels of greenness, which represent the amount of chlorophyll pigments 

present in the silk, giving an estimate of phytoplankton biomass. The levels are 

assigned numerical values based on a ratio-scale, derived from acetone 

extracts using spectrophotometric methods (Richardson et al., 2006). In order to 

account for temporal autocorrelation caused by the seasonal variability in 
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zooplankton abundance and the seasonal variability in the location of the 

Ushant Front as well as interannual differences, the factors ‘month’ and ‘year’ 
were included in the model. Depth was not included as an explanatory variable, 

because the sampling stations along the route were quasi-fixed and no 

considerable changes in depth over the route occurred, apart from stations near 

the coast, but these were excluded for the reason described above. A summary 

of explanatory variables used in the analysis is given in Table 4.1. 

 

Prior to the model selection process, collinearity between variables was 

assessed via Variance Inflation Factors (VIFs) and Pearson correlation. If VIFs 

were ≥3 or correlation coefficients >6, variables were thought to be collinear 

(Zuur et al., 2009). Where two covariates were co-linear, only the one producing 

a lower Akaike Information Criteria (AIC) was considered in the model selection 

process (Akaike, 1981). To account for autocorrelation caused by continuous 

line sampling, random effects for ‘transect ID’ were included in the model. 

Autocorrelation can result in violation of the independence assumption of linear 

regression models, which can lead to incorrect model conclusions due to falsely 

estimated uncertainties and significances (Panigada et al., 2008). The best 

combination of covariates was based on forward model selection. A series of 

models with just one covariate were run and the one resulting in the lowest AIC 

was retained to enter the next round of model selection. If the addition of a new 

covariate did not decrease the model AIC by >2.0 (for each additional term), the 

term was not included. Non-significant terms (p-value > 0.05) were excluded 

from the final model. All statistical analysis was performed in ‘R’ (R Core Team, 

2013)and frontal maps were processed in Matlab v2014b (Matlab, 2009). 
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Table 4.1: Summary of explanatory variables used in the analysis  
Variable   
Scenario Factor with three levels (S= shelf water, M=mixed water, 

C=Channel water), referring to the different water 
masses 

SST (°C) Continuous, based on monthly SST composites at 1km2 
resolution 

Phytoplankton  
Colour Index (PCI) 

Factor with four levels: 1, 2, 3, 4. referring to the 
greenness of the sample. The higher the number, the 
greener and the higher the chlorophyll concentration 

Month Factor with 7 levels (April- October) for Calanus 
helgolandicus and 5 levels (May- September) for 
echinoderm larvae  

Year Factor with 20 levels (1990-2009) 
Month*Scenario Interaction term between ‘month’ and ‘scenario’ to 

account for certain month—scenario combinations 
occurring more frequently than others 
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Figure 4.1: Selected Synoptic (left panel) and frontal density (right panel) maps to 
demonstrate the different classification scenarios: Upper panel: ‘S’=Shelf water: the 
front is located to the east of the PR-route (red dots); ‘C’=Channel water: the front is 
located to the west of the route and ‘M’=mixed water: no clear distinction can be made 
due to a high degree of spatial variability in that month. Synoptic maps show fronts as 
two-coloured lines, where ‘blue’ indicates the cold-water side of a front and ‘orange’, 
the warm-water side. The thickness of the line represents the strength of the front. 
Frontal density maps show strong and persistent fronts in yellow and weak ones in 
blue. The date is shown in upper left corner. The red dots show locations of CPR 
samples for the corresponding month (PR-route only).  
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4.3 RESULTS 

4.3.1.1 Effect of tidal mixing fronts on small-scale changes in Calanus 

helgolandicus and echinoderm larvae abundance 

The analysis tested a boundary effect of the Ushant tidal mixing front by 

investigating variations in Calanus helgolandicus and echinoderm larvae 

abundance in relation to movements of the front. Although environmental and 

temporal variables (PCI, SST, month and year) were included in the analysis, 

they did not explain any variability in the log-transformed abundances of the two 

plankter, apart from one exception (Table 4.2). Month was significant in 

explaining some of the variation found in echinoderm larvae abundance. The 

LMM indicated clear differences in abundances of Calanus helgolandicus 

between the three different scenarios (Figure 4.2). When the Ushant Front was 

located to the west of the PR-route (Channel water scenario), Calanus 

helgolandicus abundance was significantly lower compared to months when the 

front was to the east (shelf water scenario) or during mixed conditions. When 

shelf water dominated (scenario S= front to the east of the route), Calanus 

helgolandicus abundance was highest. In contrast, no clear distinction between 

echinoderm larvae samples from the different scenarios could be made and 

only factor ‘month’ was significant (Table 4.2). Still, echinoderm larvae 

abundance was higher in mixed and shelf water scenarios than in Channel 

water (Figure 4.2). 
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Figure 4.2: LMM (with random effects for transect ID) predictions of Calanus 
helgolandicus (left) and echinoderm larvae (right) abundances (log-transformed) 
for each scenario: C=Channel: front is located to the west of the PR-route; 
M=Mixed: no clear distinction is made due to high spatial variability of the front 
in a given month and S=Shelf: the front is located to the east of the route. 

 
Table 4.2: Summary of LMM (with random effects for transect ID) of log-
transformed abundances of Calanus helgolandicus (N=187) and echinoderm 
larvae (N=135). Significant p-values are in bold.  
Species Calanus helgolandicus Echinoderm larvae 
Variable χ2 df p-value χ2 df p-value 
Scenario 7.06   2 0.029 Not significant 

Month Not significant 9.43  4      0.051 
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4.4 DISCUSSION 

4.4.1 Influence of small-scale spatial variability of the Ushant Front on 
Calanus helgolandicus and echinoderm larvae abundance 

 
Spatial variability of the Ushant Front significantly affected the distribution of 

Calanus helgolandicus. Abundance of the copepod was highest when shelf water 

scenarios were present and lowest when Channel water dominated. Calanus 

helgolandicus is generally associated with warm shelf-waters and the centre of its 

distribution is the Celtic Sea (Wilson et al., 2015). Dedicated zooplankton studies at 

the Ushant Front reported highest abundance of Calanus helgolandicus in the 

stratified region, slightly lower numbers within the frontal zone and a decline in 

numbers on the mixed side (Holligan, 1981; McGinty et al., 2011; Robinson et al., 

1986; Schultes et al., 2013). These patterns have previously been attributed mainly 

to changes in the bio-physical environment, e.g. changes in temperaute, salinity or 

food availability, rather than a barrier effect caused by a frontal density gradient. 

Monthly SST values (from 1990 to 2009) corresponding to each CPR sample in 

this research ranged from 11.0°C to 17.5°C in Channel water conditions and from 

9.0°C to 18.2°C in stratified water conditions. The overall SST minima and maxima 

between the two scenarios was relative small and the temperatures of both water 

masses are well within the temperature range of Calanus helgolandicus (Wilson et 

al., 2015). In addition, this research did not find a significant effect of SST or PCI 

on Calanus helgolandicus abundance. Therefore, environmental conditions might 

not be the sole reason for the lower copepod numbers found in Channel water 

samples. There are some environmental factors that this research did not 

accounted for, such as salinity, more precise measures food availability other than 

the PCI or the hydrodynamic regime (e.g. differences in turbulence). Nevertheless, 

this research suggests that the Ushant Front density gradient affects the 

distribution of Calanus helgolandicus by limiting its dispersal into adjacent water 

masses. 
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Although this research did not find significant differences in echinoderm larvae 

abundance between the three water masses, echinoderm numbers were 

considerably higher in mixed waters (3.9±3.0) compared to the Channel water 

(2.8±2.9). Patchy distribution and generally low abundance of echinoderm larvae in 

the CPR samples lead to large within group variability and is probably one of the 

reasons why the this study failed to find statistically significant differences in 

echinoderm abundance between the three scenarios.  

 

Previous studies have reported changes in echinoderm larvae numbers across 

fronts and often found an increased abundance of larvae right in the frontal zone 

(Robinson et al., 1986; Weidberg et al., 2014), similar to the pattern seen in this 

research. Echinoderm larvae are very limited in adjusting their position in the water 

column and strongly subject to currents (Sameoto et al., 2010). Convergence 

processes near the front can lead to an entrapment of passive floating organisms 

and may explain higher echinoderm larvae numbers in mixed scenario conditions 

(Weidberg et al., 2014). In addition, primary productivity is often elevated near 

fronts, which would provide favourable foraging conditions for larvae. Furthermore, 

strong currents associated with tidal mixing fronts could serve echinoderm larvae 

as dispersal highways. However, it is questionable if echinoderm larvae actively 

approach fronts or if frontal zones are specifically frequented by the adult 

population during spawning. 

 

The CPR does not record echinoderm larvae at species level. However, genetic 

studies conducted on CPR samples collected in the North Sea revealed that the 

predominant echinoderm larvae species was the sea urchin Echinocardium 

cordatum (Kirby et al., 2005). The development and abundance of this species is 

heavily dependent on temperature and phytoplankton availability (Kirby et al., 

2007). Therefore, it is particularly difficult to attribute the abrupt change in 

echinoderm numbers in the Channel found in this study to a frontal boundary 

effect, because the dependency of the larvae to environmental factors is so strong. 

However, previous research has shown that spatial movements of mobile fronts in 

California can significantly affect benthic larvae dispersal, settlement rates and in 
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consequence, adult population diversity (Gosnell et al., 2014). For example, areas 

that are subject to frequent frontal movements have been found to have a higher 

benthic diversity than areas mostly dominated by a single water mass. A barrier 

effect of the Ushant Front on echinoderm larvae distribution could potentially affect 

benthic population dynamics and provide additional explanations for temporal 

variations in the benthic community.  

 

4.4.2 Limitations and recommendations 
CPR samples were collected over the course of just a few hours, but the different 

water mass scenarios were based on monthly frontal maps. Even if the 

predominant position of the Ushant Front in a given month was to the west of the 

PR-route, there could have been periods where it was located to the east, but that 

would have not been considered in the analysis. It is therefore possible that a CPR 

sample was assigned a wrong scenario, e.g. the scenario was shelf water because 

the predominant position of the front was to the east of the route during that month, 

but when the CPR transect was performed, the fronts was located to the west of 

the route.  

 

The CPR samples the surface waters at about 7m depths. However, Calanus 

helgolandics performs vertical migrations at various stages of its life cycle, over the 

season and even daily at certain times of the year. Similarly, a front is a complex, 

three-dimensional structure expanding all the way to the sea floor and front-biota 

interactions cannot sufficiently be resolved by considering the surface layer only. 

For example, it is not possible to resolve how a frontal barrier function affects 

horizontal species distribution differently when the organisms are located at greater 

depth.  

 
Ideally, zooplankton samples should be taken at different depth from a fixed 

station, which will be repeatedly crossed by the front. Differences between bottom 

and surface front at various states of the season and with simultaneous 

measurements of bio-physical variables would be needed to entangle the 
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confounding information incorporated within seasonal, environmental and 

biological factors and the actual density barrier.  

 

4.4.3 Conclusion 
This research revealed a boundary function of the Ushant tidal mixing front by 

investigating the effect of the spatial movements of the front on abundance of 

Calanus helgolandicus and echinoderm larvae. A boundary effect of tidal mixing 

fronts on plankton has direct implications for larvae dispersal, the respective adult 

population and indirectly affects the distribution of dependent predator species 

higher up the food chain. Tidal mixing fronts are seasonally occurring and strongly 

driven by climatic forces. There is some evidence that changing weather pattern 

can cause alterations in frontal properties in the future, such as an increase in 

gradient strength, shifts in the timing of the frontal season or expansion of the 

frontal season. All of these potential consequences of climate change can increase 

the fontal barrier function in the future. Vice versa, phenological shifts in the 

plankton, such as an earlier spawning of the benthos and larvae development 

before frontal establishment, could open pathways into other water masses for 

echinoderm larvae or extent their dispersal range. Subsequently, this will affect 

habitat connective and the diversity and density of benthic adult populations. 
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5 Shelf-sea fronts as conservation sites for 
marine megavertebrates with specialist 
foraging ecology 

Spatial conservation measures for marine megavertebrates benefit from the 

identification of diversity hotspots, where multiple species occur in elevated 

numbers and can be protected within limited available space. While large frontal 

features have received considerable attention in this regard, tidal mixing fronts 

have been less well studied. These fronts establish during the summer on shelf-

seas and could represent potential conservation sites for megavertebrates in seas 

heavily used by humans. This study investigates if the Ushant tidal mixing front 

effects sighting rates of megavetebrate species with different foraging ecologies: a) 

surface feeding kittiwakes and storm petrels, which benefit from food sources 

made available near the water surface, b) harbour porpoises, which need to feed 

frequently to refuel energy deposits and c) for comparison purposes a generalist 

feeder, the gannet. 16 years of Presence/Absence data (1996- 2010), a range of 

satellite-derived frontal metrics (strength, persistence, frequency and distance to 

nearest front) at monthly resolution and other habitat variables (depth, chlorophyll, 

SST), covering the English Channel and Celtic Sea were used to identify the key 

environmental drivers of spatial variability of the four study species. Generalized 

Additive Models (GAM), with Generalized Estimating Equations (GEE-GAM) to 

account for spatial autocorrelation, revealed a strong positive relationship between 

frontal strength and kittiwakes, storm petrels and harbour porpoises. In contrast, a 

significant relationship between any frontal metric and gannets was not found. In 

addition, frontal metrics relating to persistence of fronts (frontal frequency and 

frontal persistence) were consistently more significant in describing spatial 

variations in megavertebrate sightings with specialist feeding ecology than 

chlorophyll a. This research suggest that a) shelf-sea fronts represent predictable 

feeding locations for animals that rely on food sources in their vicinity and easy 

accessibility of prey near the surface and b) frontal metrics are more important 

descriptors of specialist species distribution than productivity Therefore, shelf-sea 

fronts could be significant conservation areas for vulnerable species. 
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5.1 INTRODUCTION 
The manner in which marine megavertebrates use the seascape is complex and 

highly variable over differing spatio-temporal scales, habitats and depends on 

species-specific ecology (Block et al., 2011; Young et al., 2015). This makes 

conservation efforts more challenging as only limited space is available for the 

protection of species, which are often highly mobile (Game et al., 2009). 

Understanding ecosystem dynamics, bio-physical coupling and drivers of species 

distribution can significantly improve marine conservation planning (Hobday et al., 

2014). Identifying biodiversity hotspots and the mechanisms leading to such have 

therefore, become a key topic in marine ecology. It has become evident that 

heterogeneous-hydrodynamic features, such as eddies (e.g. Jaquemet et al., 

2014), upwelling events (e.g. Hazen et al., 2011) and frontal zones (e.g. Bailey et 

al., 2010), represent potential conservation areas (Hazen et al., 2013; Hyrenbach 

et al., 2006), because they support and promote food webs, resulting in bio-

aggregations of different trophic levels and recurring feeding events within a small 

area (Bost et al., 2009; Weeks et al., 2015).  

 

Frontal zones, which separate water masses of different physical properties, have 

been the subject of a considerable amount of research in this context. Fronts can 

develop from a variety of mechanisms and occur at a multitude of different spatio-

temporal scales, such as the large Polar Current or small temporally variable tidal 

intrusion fronts (Table 1.1) (Owen, 1981). However, all are characterized by a set 

of physical processes that lead to a refuelling of nutrients and elevated productivity. 

Higher phytoplankton standing stocks as well as convergence and current flows 

along the front are believed to lead to passive and active accumulation of 

zooplankton, resulting in a cascading effect up the food chain. Aggregations of 

large pelagic fish as well as small bait fish and larvae have been reported from 

fronts (Chassot et al., 2011; Klemas, 2013; Woodson et al., 2015), resulting in 

recurring feeding events (Weeks et al., 2015). For marine megavertebrates, these 

fronts provide predictable foraging opportunities, higher biomass and easy 

accessibility of prey (Davoren, 2013). 
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Tidal mixing fronts, which separate mixed-coastal from stratified shelf waters, 

develop during the summer stratification on shelf-seas and coincide with the 

productive season here (Pingree et al., 1975; Simpson, 1981). Primary productivity 

is greatly enhanced at these features and active as well as passive accumulation 

of zooplankton promotes the development of biodiversity hotspots (Franks, 1992a; 

Franks et al., 1996; Gomez-Gutierrez et al., 2007; Pingree et al., 1975; Wishner et 

al., 2006). However, research on bio-physical coupling at tidal mixing fronts, 

particular in relation to top predators and mobile species, is extremely limited. This 

is rather surprising, given that these features are seasonally persistent, far ranging 

(up to >100km in length), and closer to shore than other known hotspots, for 

instance the shelf break. These characteristics could make them particularly 

attractive for breeding birds or smaller cetacean species that have higher energy 

constraints and rely on predictable and proximate food sources. Some evidence 

suggests that organisms over a range of taxonomic groups use tidal mixing fronts 

as foraging areas, such as ocean sun fish (Mola mola) (Sims et al., 2002), blue 

(Prionace glauca) and basking (Cetorhinus maximus) sharks (Miller et al., 2015; 

Priede et al., 2009; Queiroz et al., 2012; Sims et al., 1998) or common dolphins 

(Delphinus delphis) (Goold, 1998) and a variety of seabird species, despite having 

different feeding ecologies (Begg et al., 1997; Durazo et al., 1998). However, most 

of these studies are conducted at the small-scale, focusing on processes occurring 

at the fronts themselves rather than investigating a general larger-scale influence 

of fronts on species distribution. In addition, datasets are often limited as they are 

based on isolated tagging data or temporally restricted vessel surveys. 

 

The seasonally stratified Celtic Sea and mixed waters of the Western English 

Channel are considered to be one of the most productive areas on the European 

Continental shelf and represent foraging ground for a variety of seabirds, 

cetaceans and other megafauna, some of which are considered vulnerable or 

endangered (Lauria et al., 2012; Rodriguez-Rodriguez et al., 2015). At the same 

time, the Celtic Sea and especially the English Channel are subject to 

anthropogenic pressures directly and indirectly due to heavy shipping traffic, 

commercial fisheries, recreational activities and high population densities along the 
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coast (Dauvin, 2012), requiring direct conservation management. Although a 

network of Marine Protected Areas (MPAs) of various categories have been 

established on both sides of the Channel (Rodriguez-Rodriguez et al., 2015), there 

is limited focus on the protection of pelagic biodiversity. 

 

The Ushant tidal mixing front delineates the boundary between the seasonally 

stratified Celtic Sea and the mixed waters of the English Channel (Figure 5.1). A 

considerable amount of research has demonstrated enhancement of primary 

productivity and aggregation of zooplankton (e.g. Grall et al., 1980; Holligan, 1981; 

Le Boyer et al., 2009; Pingree et al., 1975; Schultes et al., 2013; Sharples, 2008), 

but no serious effort has been made to extend studies on bio-physical coupling at 

the Ushant Front to higher trophic levels and subsequently, evaluate its potential 

as a conservation site for pelagic species. 

 

This study investigates the influence of the Ushant tidal mixing front on the large-

scale distribution of multiple mobile marine species at different spatio-temporal 

scales by means of long-term opportunistic sightings data and a variety of newly 

available frontal metrics. The frontal metrics include a) the distance to the nearest 

persistent front (Fdist), b) ‘Frontal frequency’ (Ffreq), which is the highlight areas of 

frequently occurring frontal activity over multiple years and c) frontal probability 

(Fprob), which denotes how often a front was observed in a given time period. The 

sightings dataset covers a 16-year period (from 1997 to 2010), collected from 

opportunistic surveys repeatedly crossing distinct hydrodynamic and geographic 

features on the shelf, including the Ushant Front. It provides a unique opportunity 

to test whether encounter probabilities of mobile animals at tidal mixing fronts are 

enhanced and thus, their potential as conservation sites for mobile species.  

 

Species considered in this research are harbour porpoise (Phocoena phocoena), 

kittiwake (Rissa tridactyla) and European storm petrel (Hydrobates pelagicus), 

because their foraging ecologies would suggest they use fronts as feeding areas. 

Kittiwakes and storm petrels are seabirds that pick for zoo- and ichthyo-plankton 

and, for kittiwakes, small fish near the water surface (D'Elbee et al., 1998; Lewis et 
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al., 2001) and therefore, benefit from physical processes that make food available 

near the surface (Embling et al., 2012). Increased feeding activity and abundance 

at mesoscale features, such as eddies and fronts, has been reported for both these 

species (Ainley et al., 2009; Begg et al., 1997). Harbour porpoises are small 

cetaceans that need to feed frequently, making them reliable on predictable prey 

sources (Brodie, 1995; Lockyer, 2007) and therefore, the physical processes 

causing such, for example fronts, eddies and tidal forcing  (Jones et al., 2014; 

Mikkelsen et al., 2013; Scott et al., 2010). Northern Gannets (Morus bassanus), 

which are large-bodied generalist piscivors (Lewis et al., 2003), are included in the 

analysis for comparison purposes. 

 

The combination of the newly available frontal metrics and extensive sightings 

data, covering multiple species allows for the first time a) to test whether the 

location and strength of the Ushant tidal mixing front affects the sightings 

probability of selected mobile marine species, including harbour porpoises, 

kittiwakes, storm petrels and gannets; b) to test if the association between the front 

and these animals differ in specialist (harbour porpoises, kittiwakes, storm petrels) 

and generalist feeders (gannets); c) to evaluate the importance of the Ushant Front 

in context with other known environmental drivers of species distribution; and d) to 

asses which frontal metrics best describe the front-biota association for each of the 

study species, e.g. does the spatial persistence of a front (e.g. a high frontal 

frequency) have the same effect on animal distribution than the contemporaneous 

occurrence of a front (e.g. frontal probability). 
 

5.2 METHODS 

5.2.1 Data collection 
Cetacean and seabird sightings data were provided by MarineLife, an UK-based 

charity that regularly conducts megafauna surveys in the English Channel, Celtic 

Sea and Bay of Biscay (www.marine-life.org.uk). Data used in this research were 

collected between May and October from 1996 to 2010 onboard the following 

vessels:  
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2. 1996-2010: the P&O passenger ferry ‘Pride of Bilbao’, operating between 

Portsmouth, UK and Bilbao, Spain; and  

3. 2008-2010: Brittany Freight Ferries, operating between Poole, UK and 

Santander, Spain (Figure 5.1). 

 

 
Figure 5.1: Frontal frequency (left) and effort (right) map of the survey 
area. Frontal frequency map displays areas of frontal frequency in 
percentage, where blue relates to low and red to frequent frontal areas. 
The purple dotted line (right map) shows the ferry route. Only data north of 
the black dotted line was considered for the analysis in this research. Light 
grey lines refer to 100m depth contours, black lines to 1000m depth 
contour. Arrows point to the shelf break and the Ushant tidal mixing front, 
where SBF= Shelf break front and TMF= Ushant tidal mixing front. Effort 
map shows total km travelled in each 10x10km grid cell during ‘on effort’ 
periods (for time scale of analysis only: May-October 1996-2010). Green 
indicates less, red highest effort areas. Stars refer to the home (UK: Poole 
and Portsmouth) and destination ports (Spain: Santander and Bilbao) of 
ferry trips. Underlying bathymetry layer represents depth in metres, where 
darker areas relate to deeper water. Inset shows sampling area in relation 
to the UK and Spain.  
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The ferries followed a dedicated route and hence, transects were not randomized, 

but repeatedly transited roughly the same routes and associated hydrodynamic 

features. For the purpose of this research only transects covering the shelf area 

were considered (shelf habitat), because the focus lies on the tidal mixing fronts 

(Figure 5.1: shows data collected over the entire ferry route, but only data north of 

the black line was used for the analysis). Frontal maps cannot distinguish between 

different types of thermal fronts, such as shelf break or river plume. In order to 

avoid signal from other frontal features, such as the shelf break, the data set was 

spatially limited to the south based on the extend of the Ushant Front. Surveys 

were conducted during daylight hours from the bridge (height: 24-32m) by at least 

two observers (max. 4) at a time, scanning the sea surface with the naked eye and 

binoculars. Effort and survey variables were recorded every 15-30min, whenever 

the vessel changed course or when a sighting was made.  

 
Cetaceans were recorded by a dedicated cetacean observer within a 2000m-wide, 

180° arc ahead of the vessel without any distance information until May 2001. 

Thereafter, distance sampling was employed (Buckland et al., 1992), but without a 

double-observer platform, which would be required for abundance estimates. 

Whenever an animal or group of animals was encountered, sightings information 

(position, number of animals, species, distance, certainty, behaviour, age group) 

and survey parameters  (number of observers, sea state, visibility, cloud cover and 

swell) were recorded. 

 

Seabirds were recorded by a dedicated seabird observer within. Each seabird 

observed ahead of the ship was counted once only, with sightings grouped into two 

minute-long periods and observations were made in two distance categories: within  

1. a 300m square box on the starboard side of the ship and  

2. a 1000m-wide 180° arc ahead of the vessel. 
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5.2.2 Data processing 
Survey tracks were reconstructed from effort-waypoints and divided into 10km- 

segments, which were used as the sampling unit. This resolution was chosen in 

order to account for the spatial scale of the environmental variables and to reduce 

zero-inflation (e.g. smaller segment size would have resulted in 99% zeros for the 

most common cetacean species). Segments that were shorter than half a segment 

length (<5km) were discarded, which was predominantly the case at the end of 

each transect or shift.  

 

All entries missing information essential for data analysis, such as sea state and 

visibility, were excluded. Cetacean sightings made at distances of >2000m were 

not considered, because species records prior to 2001 did not include sightings 

outside this distance range. Furthermore, effort and sightings made when visibility 

was <2000m and in sea states ≥4 were excluded.  

 

5.2.3 Explanatory variables 

5.2.3.1 Frontal metrics 

A variety of frontal metrics were used to investigate the importance of fronts on 

marine top megavertebrate distribution at different temporal scales and time lags. 

A detailed methodology on frontal detection and processing of frontal maps 

employed in this research is given in Miller (2009), but here we focus only on 

information relevant to this particular analysis.  

 

All frontal metrics described below are based on Advanced Very High-resolution 

Radiometer (AVHRR) data from National Oceanic and Atmospheric Administration 

(NOAA) satellites. Fronts are detected on each satellite image by application of the 

Single Image Edge Detection algorithm (SIED; Cayula and Cornillon (1992)), 

where the definition threshold of the cross-frontal temperature gradient is set to 

0.4°C. Due to frequent cloud cover over the survey area, monthly composites 

(weekly ones would have been largely obscured by clouds) at 1.1km2 resolution 

were used for all metrics, unless stated otherwise. 
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Firstly, maps of frontal probability (Fprob) were produced to investigate the 

influence of contemporaneous fronts on animal distributions. Fprob represents a 

proportion of how many times a front was observed in a given area and hence, 

indicates frontal occurrence at a given location. Fprob can range between 0 and 1 

(Miller, 2009).  In addition, Fprob lags of 1-3 months were included in the analysis 

to account for the time it may take a frontal effect to reach the upper trophic levels. 

Lags of more than 3 months were not considered, because data exploration 

suggested no relationships with response variables at higher lags. Please note that 

the term frontal probability is slightly misleading as Fprob is not a probability, but a 

proportion of the number of frontal occurrences in a given location over a given 

time period. However, the term frontal probability has been widely used for this 

particular metric in the literature and is therefore, used in this study as well. 

 

The ratio between two consecutive monthly Fprob maps (Fprob_Ratio= 

Map_t/Map_t-1) was used as a proxy for frontal establishment (frontogenesis) and 

break-up (frontolysis). The processes of frontogenesis and –lysis have been linked 

to steep increases in primary productivity and might therefore, be of particular 

importance to marine organisms. Each pixel on a Fprob-Ratio map represents the 

ratio between the Fprob value of this pixel of the current month and the previous 

months. High values indicate areas with either frontogenesis (values>1), or -lysis 

(values <1). Monthly lags for Fprob_Ratio were likewise included in the analysis. 

 

Although animals may be encountered at higher numbers at the frontal zones, 

there might also be increased abundance in its vicinity, because of spill-over 

effects from productivity gradients associated with a feature or animal movements 

to/away from the front. Furthermore, the different spatio-temporal scales of the 

sightings and oceanographic datasets (sightings made at a given time versus 

temporal averaged oceanographic data) can result in an offset between sightings 

and frontal occurrence. Therefore, distance to the nearest front (Fdist) was 

included in the analysis, which presents the distance (as in number of pixels) from 

a given location to the nearest major front (obtained by smoothing each map with a 

Gaussian filter of five pixel width) (Scales et al., 2014a). 
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Frontal frequency maps (Ffreq) were employed to investigate the importance of 

frontal regions ‘known’ to marine megavertebrates. In contrast to Fprob, Ffreq 

maps show areas of persistent frontal occurrence over large time scales rather 

than contemporaneous fronts. Instead of reacting to immediate features only, 

mobile marine species may also frequent areas where they have experienced 

frontal processes and associated productivity in the past (Nabe-Nielsen et al., 

2013). Ffreq is expressed as the percentage of time a strong front was observed in 

a given location, where ’strong’ is defined by an arbitrary threshold value (Fcomp 

≥0.015) (Miller et al., 2014). Ffreq maps are based on averaged Fprob data that 

has been collected over a given time frame. In this study, a single Ffreq map was 

created from data obtained between 1997-2010 during the months May to October. 

5.2.3.2 Other environmental covariates 

In order to assess the degree to which fronts affect species distribution in a realistic 

context, environmental variables, known to influence animal occurrence, were also 

considered: Satellite-derived chlorophyll a was used as a representative for 

primary productivity. Areas of enhanced primary productivity often lead to the 

establishment of food webs and a positive relationship has been well established 

for a large variety of marine megavertebrates, including the ones considered in this 

research (Tremblay et al., 2009). Due to the temporal extent of this analysis, 

products from MODIS-Aqua, SeaWiFS and MERIS were combined by the ESA 

Ocean Colour Climate Change Initiative (OC_CCI) to create a dataset consisting of 

monthly chlorophyll a composites at 4km2 resolution from 1997-2010 (OC-CCI 

Product User Guide, www.esa-oceancolour-

cci.org/index.php?q=webfm_send/318). As for the frontal metrics, lagged 

chlorophyll a of 1-3 months was assessed in order to allow the effect of primary 

productivity to work up the food chain to the top levels (Jaquet, 1996). Monthly SST 

(°C) composites from 1997-2010, derived from NOAA’s Advanced Very High-

resolution Radiometry (AVHRR) were provided by NEODAAS at 4.8 km2 

resolution. SST is a known driver of distribution of a range of marine species 

(Tremblay et al., 2009).  
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General Bathymetric Chart of the Oceans (GEBCO) 1-minute gridded bathymetry 
data was obtained from the British Oceanographic Data Centre (BODC) and 

displayed as negative values in meters (Hunter et al., 2003). Percentage slope 

(%) was based on the GEBCO bathymetry dataset and calculated using the ‘Slope’ 

tool in ArcMap 10.1 (ArcMap, 2012). The Slope tool calculates the maximum rate 

of change between cell and its eight neighbouring cells. The maximum change in 

elevation over the distance between the cell and its eight neighbors is assigned to 

the centre cell. Bathymetric variables, such as depth and slope are particular 

important to cetaceans, but have also been shown to be linked to seabird 

distribution. For instance, harbour porpoises have a limited diving range (max 

200m depth) and are therefore usually not found in deeper waters (Westgate et al., 

1995). Locations of high slope are often associated with physical processes, such 

as upwelling events. These, in turn may lead to the establishment of feeding 

events as described in section and their importance for multiple taxonomic group is 

well documented (e.g. Correia et al., 2015; Gill et al., 2015; Tremblay et al., 2009). 

A summary of environmental, temporal and survey variables can be found in Table 
5.1. 

 

Assigning environmental covariates to the sightings data was done in Matlab 

7.8 (Matlab, 2009). Environmental variables were provided in raster format. Each 

10km-sightings segment crossed multiple raster cells. Instead of just averaging all 

values of raster cells that were crossed by a given 10km-segment to obtain a 

single value, the following approach was used: Each 10km-segment was first split 

into 1km long sub-segments. Explanatory covariate values were then interpolated 

to the midpoint of each 1km-segment via weighted linear interpolation using the 

closest four data points (interp function, Matlab 7.8). Subsequently, the mean of 

extracted values for each sub-segment was taken to obtain an overall value for a 

given 10km-segment. This approach provided a more precise value of the 

underlying environmental data. For instance, raster cells that were only covered by 

a small portion of a 10km-segment, are given less weight than a cell that is crossed 

entirely by a segment.  
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5.2.3.3 Additional variables 

Survey conditions can significantly affect the detection probability of marine 

animals, particularly cetaceans during visual surveys. Therefore sea state, swell, 

cloud cover, visibility and number of observers were included in the analysis to 

parameterize bias introduced by varying survey conditions. Year was modelled as 

a continuous variable to assess changes over time. 

 
Table 5.1: Information on spatial and temporal scale and numerical values of 

explanatory variables used in the analysis. Abbreviations are explained in the 

text. Chla: Chlorophyll a. 

Variable  Unit Spatial 
resolution 

Temporal scales Range 

Fprob  Probability 1.1km2 monthly+lags 1-3, 
1996-2010 

0- 1 

Fprob_Ratio Ratio  1.1km2 monthly+lags 1-3, 
1996-2010 

0.1- 1.34 

Fdist No. of pixels 1.1km2 monthly, 1996-2010 0- 112.68 
Ffreq % 1.1km2 averaged 1996-2010 0- 100 
Chla mg/m3 4.8km2 monthly+lags 1-3, 

1997-2010 
0- 12.09 

SST  °C 4.8km2 monthly, 1996-2010 9.45- 24.6 
Depth  m 2km2 static -4557- 1.0 
Slope  % 2km2 static  
Year   1996-2010 1996- 2010 
Sea state Beaufort Recorded every 15-30min  

Recorded every 15-30min  
Recorded every 15-30min  
Recorded every 15-30min  
Recorded every 15-30min  

0- 6 
Swell Douglas 0- 3 
Cloud-cover Okta 0- 8 
Visibility  0- 7 
Observer 
No. 

No of Obs. 1- 4 

 

5.2.4 Statistical analysis 
Generalized Additive Models (GAMs), constructed within a Generalized Estimation 

Equations (GEEs) framework, were used to investigate environmental influences 

on species distribution (Hastie et al., 1987; Zeger et al., 1986). Presence/absence 

of each species 10km-segment was modelled using binomial GAM-GEEs (with 

logit link function). All statistical analyses were performed in R (R Core Team, 

2013). 
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This dataset was collected on ships of opportunity and therefore, transects could 

not be randomized, but instead were repeatedly taken over the same vessel routes 

and often at the same times in the day due to the ferry timetables. Longitudinal 

data collected in this manner commonly displays spatial and temporal 

autocorrelation, resulting in violation of the independence assumption of linear 

regression models, including GAMs (Panigada et al., 2008). Ignoring 

autocorrelation can lead to incorrect model conclusions due to falsely estimated 

uncertainties and significances, suggesting insignificant covariates to be retained in 

the model (Panigada et al., 2008). To account for the dependence between 

consecutive segments, a correlation structure was added to the GAM using GEEs. 

GEEs are an extension of Generalized Linear Models (GLMs), allowing for errors 

to be correlated within pre-defined ‘clusters’, but independent between them (Zeger 

et al., 1986). Standard errors and parameter estimates are adjusted accordingly, 

avoiding false significances of model terms. Adequate choice of correlation 

structure and clusters are required, but GEEs have been shown to be generally 

robust to misspecifications of these parameters (Pan et al., 2002). The extent of 

the spatial and temporal autocorrelation in this dataset was examined during data 

exploration and clusters were specified as ‘day within transect’. One transect 

describes a full return journey from England to Spain and back, which takes about 

3 days including stop over. Competing correlation structures were tested using 

Quasi Likelihood under Independence Model Criterion (QIC) (Pan, 2001a; 2001b), 

as obtained by the QIC function in the R-package ‘MESS’ (Ekstrom, 2014 ). For all 

models the independence structure was chosen, because it resulted in the lowest 

QIC. In addition, Pan (2001b) advises to use the independence structure if the form 

or correlation between residuals is not entirely clear. Here, points within clusters 

are considered uncorrelated and model estimates remain unchanged, but standard 

errors are adjusted (Hardin et al., 2003). 

 

Prior to the model selection process, collinearity between variables was assessed 

via Variance Inflation Factors (VIFs) and Pearson correlation. If VIFs were <3 and 

correlation coefficients >6, variables were thought to be collinear (Zuur et al., 

2009).  
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The GAM-GEEs were built using the geeglm function in the R-packages ‘geepack’ 

(Halekoh et al., 2006), and ’splines’ to extend the GLM to a GAM. The modelling 

approach used here is largely based on Pirotta et al. (2011). Survey variables were 

modelled as factor and all others as continuous. Initially, B-splines were fit for each 

of the continuous covariates with four degrees of freedom (df) and one internal 

knot at the mean of the value range. These were compared to the linear form of 

each variable and the one with lower QICu was retained for the model selection 

process. Similar, collinear variables were compared and only the one with the 

lowest QICu was kept during the model selection process. Forward selection was 

carried out by creating a series of models including one covariate only and an 

offset term to account for unequal segment length. The model with the lowest QICu 

was retained and extended by a set of new models, each containing one of the 

remaining covariates. This procedure was repeated until the addition of a new 

variable did not decrease the QICu by more than 2 for each parameter added. The 

significance of each covariate in the in final model was verified by running Wald’s 

Test, obtained via the anova function in ‘geepack’. Variables that were not 

significant were removed one by one and the model was re-run until only 

significant variables remained (p-value <0.05).  

 

Model fit was assessed by constructing a receiver operating characteristic curve 

(ROC), where the area under the curve (AUC) indicates the goodness of fit (Boyce 

et al., 2002). Values below 0.7 are considered poor and 1.0 represents a perfect fit 

(Cumming, 2000).  

 

5.3 RESULTS 

5.3.1 Survey summary 
During the study period from May to October 1995-2010, 99 transects were 

completed over 360 survey days, which corresponds to 85,289km of effort in total 

(entire dataset: 150,294km) (Table 5.2). A total of 9,001 of 10km-segments were 

used in the analysis with 81% of the data collected on the Portsmouth to Bilbao 

Route (PoB) from 1995- 2010 and 19% between Poole and Santander (PS) within 
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a three year (2008-2010). There was significant variability in survey effort between 

months (one-way ANOVA: F5,86= 7.36; p-value: >0.001, Sup.Figure 5.1) and year 

(one-way ANOVA: F14,86= 2.4; p-value: 0.024, Sup.Figure 5.1). Effort was highest 

in June/July and decreased August to October. In addition, a notable increase in 

the kilometres surveyed occurred in the last three years of the study period due to 

the addition of the PS-route. 

 

Table 5.2: Summary effort and survey statistics. Numbers are based on data 
used in analysis only (May-October 1996-2010). One transect corresponds to a 
return journey from the UK to Spain and back. 
Statistic                                                                                            Whole survey                  
Shelf only 

Total number of survey days 360 360 

Total number of transects 100 99 

Total effort (km) 150,294.4 85,289.46 

Total number of 10km-segments 15,179 9001 

Average segment length (km) 9.90 9.48 

Range segment length (km) 5.0- 10.0 5.0- 10.0 

Average ship speed (kmh) 34.7 35.2 

Most frequently recorded visibility 
category 

6 5 

Most frequently recorded sea state 
(Beaufort) 

3 3 

 

Of the species considered in the analysis, gannets were by far the most commonly 

encountered and the most abundant species, followed by storm petrels, kittiwakes 

and harbour porpoises in that order (Table 5.3). Harbour porpoise and kittiwake 

distributions were restricted to the shelf, although occasional sightings were made 

beyond the shelf break (Figure 5.2). Harbour porpoises appeared to be clustered 

around the southern part of the Ushant Front. Storm petrels and gannets were 

found as far south as the Bay of Biscay, but in notably reduced numbers (Figure 

5.2). No clear distribution patterns were identified for gannets. Within the study 

area, storm petrels were encountered most often around the southern Ushant 

Front and in the middle of the Channel. 
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Table 5.3: Summary statistics for cetacean and seabird species included 

in the analysis. Right columns: entire dataset (all months 1996-2010 and 

Sea states); left columns: time period considered in the analysis only 

(months May-October 1996-2010; Sea state ≤4). 

 Data included in analysis  Entire dataset 
Species Total 

number 
Total 

sightings 
Total 

number 
Total 

sightings 
Harbour 
Porpoises 

977 375 1206 446 

Kittiwakes 908 420 11857 3756 
Storm Petrels 2228 647 2151 699 
Gannets 48408 16949 75529 25432 
 

5.3.2 Effect of the Ushant tidal mixing front on species distribution 
A variety of frontal metrics was used in this study, with multiple temporal lags and 

ratios. However, the only metrics retained during model selection, displaying a 

significant relationship with species distribution were Fprob (concurrent and lagged 

versions) and Ffreq (Table 5.4). 

 

Kittiwakes showed the strongest association with frontal features. Fprob with a 

three months lag was the most significant environmental variable to explain 

kittiwake occurrence in a strong, positive linear relationship (Figure 5.4, Sup.Figure 

5.2 and Sup.Figure 5.3). Similarly, harbour porpoises displayed a significant 

positive association with Fprob (with no lag), but in contrast to kittiwakes it was not 

the most important covariate to describe their distribution (Error! Reference 
source not found., Sup.Figure 5.2 and Sup.Figure 5.3). The relationship between 

storm petrels and Ffreq was non-linear and showed a strong increase at lower 

frontal values and then slowly levelled off. The distinct drop at high frontal 

frequencies may be due to low data coverage here (Figure 5.5, Sup.Figure 5.2 and 

Sup.Figure 5.3).. In contrast to the other study species, no significant relationship 

between gannets and any frontal metric was found (Figure 5.6, Sup.Figure 5.2 and 

Sup.Figure 5.3). Although Fprob entered the model selection process, post-hoc 

Wald’s test found it to be insignificant and the covariate was excluded. 
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Figure 5.2: Effort corrected abundance per 100km2 of study species, where 
green indicates low and red high abundance areas. Black dotted line represents 
habitat boundary between shelf and bay as used in the analysis. 
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5.3.3 Importance of frontal metrics in relation to other environmental 
variable 

In comparison with other environmental variables, significant frontal metrics lie in 

the mid range in terms of their importance on species distribution. SST and, in 

particular, depth were the main drivers of distribution for most species, except 

kittiwakes (Table 5.4). Generally, the relationship between these variables and 

mobile marine species were non-linear, indicating particular depth and temperature 

preferences or seasonal patterns (Figure 5.3 to Figure 5.6, Sup.Figure 5.2 and 

Sup.Figure 5.3). Depth and SST are known descriptors of habitat preferences. 

Frontal metrics were the most significant variables to influence species distribution 

thereafter, displaying positive relationships with all species except gannets (Table 
5.4 and (Figure 5.3 to Figure 5.6, Sup.Figure 5.2 and Sup.Figure 5.3). It most cases 

fronts were more important than chlorophyll a (Table 5.4). The second most 

important covariate (after Fprob at lag3) to explain kittiwake occurrence was 

chlorophyll a with a lag of three months (Table 5.4). Chlorophyll a (lag 1 month) 

was also retained as a significant variable in the gannet models, but not for any 

other species (Table 5.4). A negative relationship between slope and harbour 

porpoises was found, which was positive for kittiwakes (Table 5.4 and (Figure 5.3 

and Figure 5.4, Sup.Figure 5.2 and Sup.Figure 5.3). Survey variables were highly 

significant factors in influencing animal detection, often more important than 

environmental variables (Table 5.4). The most important variables were sea state, 

which affected species occurrence negatively, and the numbers of observers, 

which increased species occurrence (Table 5.4, Sup.Figure 5.2 and Sup.Figure 

5.3). 
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Table 5.4: Results of GAM-GEEs (Cluster: Day within transect; Correlation 

structure: Independence) of P/A of selected shelf species (N=9001), showing the 

degrees of freedom (df), Chi-squared values (χ2), p-values and the decrease in 

QICu-score (QICu- difference) for a given covariate. Environmental variables are 

ordered by their relative importance based on the order they entered the model. 

Only significant environmental covariates are shown. AUC= ‘Area under the 

curve’ from the ROC-curve analysis serves as an indication of model fit; where 1 

symbolises a perfect fit and values below 0.7 indicate poor fit. 

HARBOUR PORPOISES (AUC= 0.83) 
Covariate df χ2 p-value QICu-difference 
Sea state 4 66.7 <0.001 -183.57 
Depth 4 16.45 <0.001 -86.67 
Year 1 12.55 <0.001 -25.28 
SST 4 19.75 <0.001 -31.08 
No of observers 3 10.51 0.015 -20.02 
Fprob 4 16.07 0.002 -17.08 
Slope 4 11.71 0.014 -10.99 
KITTIWAKES (AUC= 0.74) 
Fprob (Lag3) 1 57.72 <0.001 -48.77 
Swell 3 39.2 <0.001 -28.11 
Chlorophyll a (Lag3) 4 132.26 <0.001 -23.6 
SST 4 10.42 0.034 -16.17 
Depth 4 13.13 0.010 -15.24 
Slope 1 10.21 0.001 -10.48 
EUROPEAN STORM PETRELS (AUC= 0.79) 
SST 4 42.75 <0.001 -127.09 
Depth 1 13.59 <0.001 -19.55 
No of observers 3 22.85 <0.001 -57.02 
Sea state  4 16.08 0.002 -29.85 
Visibility 5 12.14 0.033 -22.35 
Ffreq 4 12.91 0.012 -24.03 
GANNETS (AUC= 0.71) 
No of observers 4 62.02 <0.001 -747.97 
Depth 4 51.19 <0.001 -126.35 
Visibility 5 35.6 <0.001 -104.33 
Sea state 4 14.69 0.005 -45.87 
Chlorophyll a (Lag1) 4 13.12 0.01 -26.07 
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Figure 5.3: Partial fits of GAM-GEE results, showing the relationship between 

significant covariates and the probability of harbour porpoise sightings (partial 

residuals). Black lines show model fit and grey lines the GEE-based 95% 

confidence intervals. Black vertical lines on x-axis (rug-plot) represent real data 

values. In order to visualize the relationship between response and explanatory 

variables, some of the partial residual plots were zoomed into (marked with a ‘Z’). 

Full fits and fits of survey variables can be found in the supplementary material 

(Sup.Figure 5.2 and Sup.Figure 5.3). 
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Figure 5.4: Partial fits of GAM-GEE results, showing the relationship between 
significant covariates and the probability of kittiwake sightings (partial residuals). 
Black lines show model fit and grey lines the GEE-based 95% confidence intervals. 
Black vertical lines on x-axis (rug-plot) represent real data values. In order to 
visualize the relationship between response and explanatory variables, some of the 
partial residual plots were zoomed into (marked with a ‘Z’). Full fits and fits of 
survey variables can be found in the supplementary material (Sup.Figure 5.2 and 
Sup.Figure 5.3). 
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Figure 5.5: Partial fits of GAM-GEE results, showing the relationship between 

significant covariates and the probability of storm petrel sightings (partial 

residuals). Black lines show model fit and grey lines the GEE-based 95% 

confidence intervals. Black vertical lines on x-axis (rug-plot) represent real data 

values. In order to visualize the relationship between response and explanatory 

variables, some of the partial residual plots were zoomed into (marked with a ‘Z’). 

Full fits and fits of survey variables can be found in the supplementary material 

(Sup.Figure 5.2 and Sup.Figure 5.3). 
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Figure 5.6: Partial fits of GAM-GEE results, showing the relationship between 
significant covariates and the probability of gannet sightings (partial residuals). 
Black lines show model fit and grey lines the GEE-based 95% confidence intervals. 
Black vertical lines on x-axis (rug-plot) represent real data values.  
 

5.4 DISCUSSION 
This study investigates the effect of tidal mixing fronts on broad scale distributions 

of different mobile megavertebrates. By combining long-term sightings data with 

newly developed frontal metrics, it was possible to analyse associations between 

species distributions and a selected frontal feature at multiple temporal lags, which 

has not been done before. All species with specialized feeding ecologies displayed 

a significant and positive correlation with the Ushant tidal mixing front. The 

relationship was particularly strong for kittiwakes and harbour porpoises. However, 

the strength and nature of the relationship differed between all species analysed, 

probably due to species-specific ecology and foraging strategies. Although different 

frontal metrics, ratios, and various lags, were considered in the analysis, only 

metrics that directly measure the magnitude of frontal persistence (Fprob) or 

frequency (Freq) were found to be significant variables.  
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5.4.1 Effect of the Ushant tidal mixing front on species distribution 
Numbers of storm petrels and, in particular, kittiwakes were notably higher at the 

Ushant Front than in non-frontal areas and species distributions were significantly 

influenced by frontal metrics in the model. Other fine-scale studies have attributed 

associations between surface feeding seabirds, including storm petrels and 

kittiwakes, and hydrodynamic formations, such as fronts (e.g. Durazo et al., 1998), 

internal waves and other tidally driven processes directly to prey availability near 

the surface (Cox et al., 2013; Embling et al., 2012; Scott et al., 2013). For instance, 

kittiwakes have been found to take advantage of increased sandeel aggregations 

near the surface at a sandbank during high tide. Sandeel accumulations at the 

surface were thought to be due to stronger tidal velocities pushing zooplankton 

upwards during high tide (Embling et al., 2012). The At tidal mixing fronts 

zooplankton and other particles are retained within a convergence zone at the 

surface (Franks, 1992b), providing food for fish and to the seabirds themselves. 

Although information on the spatio-temporal distribution of prey fish around tidal 

mixing fronts is lacking, evidence suggests fish abundance is enhanced and more 

predictable at these fronts (Munk et al., 2009; Ocampo et al., 2013). For instance, 

the commercial hake fishery on the Patagonian shelf is concentrated over a tidal 

mixing front during the summer season (Ocampo et al., 2013) and areas of 

intensified spawning and elevated larval biomass (including cod, haddock and 

sandeel), spatially coincide with frontal systems in the North Sea (Munk, 2014; 

Munk et al., 2009), the eastern US shelf (Lough et al., 2001) and elsewhere 

(Woodson et al., 2015).  However, vessel monitoring system (VMS) data from the 

Western Channel does not show increased levels of fishing activity around the 

Ushant Front (Campbell et al., 2014; Martinez et al., 2013), possibly due to 

elevated shipping traffic and controls, such as traffic separation schemes in this 

area.  

 

Similar, recent studies have shown that harbour porpoises forage in locations of 

physical heterogeneity, often caused by a combination of bottom topography and 

tidal forcing (e.g. de Boer et al., 2014; Jones et al., 2014; Scott et al., 2010; 

Sveegaard et al., 2012). For instance, stronger tidal velocities during high tide over 



Chapter	5:	Influence	of	tidal	mixing	fronts	on	megavertebrate	distribution	

	 163	

irregular topography can cause entrapments for zooplankton and can provide 

enhanced feeding opportunities for harbour porpoises (de Boer et al., 2014). In the 

Western English Channel McClellan et al. (2014) showed that harbour porpoise 

distribution closely followed locations of tidal mixing fronts during the summer, but 

not in other seasons when the these features are absent. There was a strong 

association between harbour porpoises and frontal probability in this research and 

a in particular a clear clustering of animals around the southern part of the Ushant 

Front, which was not as prominent for the other study species. Due to their small 

body size, harbour porpoises need to refuel their energy reserves frequently and 

therefore more likely to rely on predictable food sources (Brody et al., 2013; 

Lockyer, 2007).  

 

Seabirds in flight can scan large areas of the sea for prey, or indicators of prey, 

such as feeding events, other animals foraging or target hydrodynamic features 

directly by looking for e.g. frontal slicks that appear on the water surface. Cetacean 

on the other hand cannot rely on visual queues, but could resort to past 

experiences. The fact that clustering of harbour porpoises was observed at a 

particularly strong and stable domain of the Ushant Front, could indicate that 

cetaceans return to and relying on spatially stable and persistent features that have 

provided consistent foraging opportunities in the past.  

 

The English Channel is one of the busiest shipping lanes in the world (Halpern et 

al., 2008), which greatly increases the probability of cetacean mortalities by ship 

strikes (Van Waerebeek et al., 2007) and causes disturbance by underwater noise 

(Dyndo et al., 2015; Hermannsen et al., 2014; Weilgart, 2007). Therefore, 

cetaceans are particularly vulnerable in this part of the European shelf and in need 

for targeted protection measures. An MPA was established in the vicinity of the 

Ushant Front in 2007, mainly because of the presence of rich kelp forests and high 

diversity across a range of taxonomic groups, including benthic and pelagic 

animals (Parc naturel marin d’Iroise) (www.parc-marin-iroise.fr). However, it also 

benefits from considerably less shipping traffic compared to the Channel and 
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provides recovery areas for cetacean, resulting in improved habitat conditions and 

potentially leading to higher harbour porpoise occurrence as seen in this research. 

 

Although all harbour porpoises, kittiwakes and storm petrels displayed significant 

associations with fronts, there were clear differences between them in terms of 

strengths of the relationship, frontal metric and temporal scale. Frontal frequency, 

which represents locations of persistent frontal occurrence, affects the distribution 

of storm petrels, whereas kittiwakes (with a lag of 3 months) and harbour porpoises 

were most strongly linked to frontal probability, relating to concurrent frontal 

features. Temporal lags often relate to the time it takes biological processes to 

work up the food chain. For instance, the onset of summer phytoplankton growth 

can take several months to translate into elevated foraging opportunities for apex 

predators, such as increased biomass of krill or juvenile fish (Croll et al., 2005). 

The temporal lag seen in kittiwake occurrence however, is caused their seasonal 

distribution patterns. Abundance peaks occurred about three months after the main 

frontal season, which represent passaging birds leaving the colonies between 

August and October. Despite the frontal strength decreasing at the end of the 

season, the birds are still foraging in these areas, which suggests even weakening 

fronts are providing improved feeding conditions for kittiwakes. As discussed 

earlier, harbour porpoises are present during the frontal season and therefore, lags 

were not significant. It is difficult to draw any detailed conclusions here due to the 

restricted resolution of the datasets and lack of behavioural information relating to 

active foraging, but this most likely reflects species-specific foraging strategy and 

ecology.  

 

As generalist feeders, it was not expected that gannets would show much of a 

relationship with fronts, and indeed this was the case. Other studies investigating 

front-gannet associations have shown weak relationships between this species 

movement patterns and fronts. Specifically, tagging studies found increased 

probability of gannets switching to area restricted search behaviour (ARS) around 

frequent frontal zones in the Celtic Sea (Scales et al., 2014a) and spatial 

correlations between gannet foraging trips and a tidal mixing front were found in 
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the North Sea (Skov et al., 2008). Using temperature-depth recorder (TDRs), Cox 

et al (unpublished data) recently discovered that gannets change their diving 

strategy from U-shaped to V-shaped at fronts, indicating the influence of 

oceanography on foraging. Nevertheless, this research suggests that tidal mixing 

fronts, in particular at the Ushant Front, are not of primary importance for generalist 

feeders, such as gannets, that have greater capability to adjust their foraging 

strategy. For instance, gannets are known to often forage around fishing vessels 

(Bodey et al., 2014; Votier et al., 2013). Specialist feeders and species with 

restricted physiological capacities however, may rely much heavier on natural 

predictable foraging areas, such as tidal mixing fronts. 

 

5.4.2 Importance of frontal metrics in relation to other environmental 
variable 

Depth and SST explained most of the spatial variability of the species studied here. 

Both variables are known habitat predictors for many marine organisms. They 

define broad scale species distribution, such as shelf versus deep-water habitats, 

are directly linked to species-specific ecologies, such as cold and warm water 

preferences and the seasonal distribution related to temperature, such as the 

breeding season for seabirds. After depth and SST, fronts were found to be the 

most important environmental factor influencing species distribution. In fact, it was 

more important than surface chlorophyll a, which is a known descriptor of variability 

of many marine organisms and used as a proxy for biodiversity (Tremblay et al., 

2009). Although primary productivity is enhanced at frontal features, no perfect 

spatial overlap exists and high peaks are also found elsewhere in the Celtic Sea 

(Miller, 2009; Pingree et al., 1975). Therefore, frontal metrics could represent a 

better proxy for pelagic diversity of mobile species than surface chlorophyll a, 

because they are directly linked to hydrodynamic processes that can lead to 

aggregations of prey species, which may not be explained simply by primary 

productivity alone.  
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A variety of frontal metrics were used in this analysis, including their ratios and 

different temporal lags. However, only metrics that directly measure a magnitude in 

frontal persistence or strength were significant, namely frontal frequency and 

probability. Distance to front, frontal occurrence and ratios were not found to be 

important for explaining species distribution. This could imply that a) particularly 

strong and persistent features are preferentially targeted and b) species 

abundance abruptly changes near frontal zones. A gradient in animal numbers 

should have been reflected in Fdist being significant. Abrupt changes in abundance 

could provide some evidence for increased likelihood of feeding events, which tend 

to establish and disperse quickly. Ratios of Fprob were also not found to be 

significant, indicating established fronts are preferred over frontolysis- and genesis.  

 

5.4.3 Limitations and recommendations 
Although the dataset analysed here has proven very useful in revealing the effects 

of persistent frontal features on the distribution of multiple marine megavertebrate 

species, the spatio-temporal resolution of the data is not sufficient enough to 

examine the underlying physical mechanisms leading to the observed distribution 

patterns.  To resolve in detail the aggregation processes, much higher sampling 

intervals and additional information on animal behaviour and particularly prey fish 

are required (e.g. Embling et al., 2013). Furthermore, a tidal mixing front is a 

complex 3-dimensional structure, which can be as small as 1km in width and is 

temporally variable over scales of just a few days. It is therefore, a simplification to 

describe a tidal mixing front by 4km monthly averaged satellite imagery that only 

considers the surface signal. Also, daily sightings data were matched to monthly 

frontal maps, which could result in a mismatch between the location of sightings 

and a front on the actual day of the sighting. 

 

Nevertheless, using ships of opportunities provides a cost-effective alternative to 

dedicated vessel surveys and can deliver large-spatio temporal data sets for 

investigating relationships with fronts at the broad scale. This analysis has shown a 

broad scale effect of persistent frontal features on the distribution of multiple 
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megavertebrate species and provides useful information on the location of potential 

biodiversity hotspots. These areas can subsequently, be surveyed at high-

resolution with a combination of vessel based sensors or underwater robotics and 

supplemented by tagging studies to tackle remaining questions about the 

mechanisms of bio-physical coupling and the importance of fronts. A lot of 

information is needed on the distribution, abundance and behaviour of prey fish at 

the time of feeding events as well as the establishment, temporal extent and 

frequency of feeding events themselves around fronts.  

 

5.4.4 Conclusion  
This research demonstrates that the occurrence of surface feeders and species 

with limited physiological capacities are greater at tidal mixing fronts, where they 

benefit from prey availability and accessibility. The findings suggest a key factor in 

shaping species distribution is the persistence of suitable oceanographic 

conditions. For instance, clustering of harbour porpoises was found in a particular 

strong and stable domain of the Ushant Front, indicating a constant and 

predictable foraging location. In addition, only frontal metrics directly measuring 

frequency and persistence were significant descriptors of species distribution. 

Frontal metrics were more important than most other environmental covariates, 

including surface chlorophyll a. Fronts might therefore, be a better proxy for pelagic 

diversity than satellite-derived primary productivity, because they are directly linked 

to hydrodynamic processes that lead to aggregations of prey species.  This study 

provides strong evidence to consider shelf-sea fronts in marine management to 

safeguard mobile marine animals. They are easy to identify and conservation 

efforts can be focused on a fairly small area, where a front is particularly strong 

and spatially stable. Finally, this study shows how low resolution, but extensive 

datasets are extremely useful in identifying potential diversity hotspots, which can 

subsequently be surveyed at higher sampling intervals and with the collecting of 

additional covariates to tackle open question of bio-physical coupling at 

hydrodynamic features. 
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5.5 Supplementary material 

 
Sup.Figure 5.1: Boxplots showing effort in kilometres for month pooled over all 
years (top panel) and for year (bottom panel). Red line represents overall mean for 
month/year. 
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HARBOUR PORPOISE 

 
KITTIWAKES 

 
STORM PETRELS 

 
GANNETS 

 
Sup.Figure 5.2: Partial fits of GAM-GEE results, showing the relationship between 
significant temporal/survey covariates and the P/A of a given species. Black lines/dots 
show model fit and grey lines the GEE-based 95% confidence intervals. 
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HARBOUR PORPOISES STORM PETRELS 
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Sup.Figure 5.3: Full partial fits of GAM-GEE results, showing the relationship 
between significant covariates and the P/A of a given species.  
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6 Assessing the potential of autonomous 
submarine gliders for ecosystem 
monitoring across multiple trophic levels 
(plankton to cetaceans) and pollutants in 
shallow shelf-seas 

A combination of scientific, economic, technological and policy drivers are behind a 

recent upsurge in the use of marine autonomous systems for environmental 

mapping and monitoring. Increased spatial-temporal resolution and coverage of 

data, at reduced cost, is particularly vital for effective spatial management of highly 

dynamic and heterogeneous shelf environments. This proof-of-concept study 

involves integration of a novel combination of sensors onto buoyancy-driven 

submarine gliders, in order to assess their suitability for ecosystem monitoring in 

shelf waters at a variety of trophic levels. Two shallow-water Slocum gliders were 

equipped with CTD and fluorometer to measure physical properties and 

chlorophyll, respectively. One glider was also equipped with a single-frequency 

echosounder to collect information on zooplankton and fish distribution. The other 

glider carried a Passive Acoustic Monitoring system to detect and record cetacean 

vocalisations, and a passive sampler to detect chemical contaminants in the water 

column.  The two gliders were deployed together off southwest UK in autumn 

2013, and targeted a known tidal-mixing front west of the Isles of Scilly. The 

gliders’ mission took about 40 days, with each glider traveling distances of 

>1000km and undertaking >2500 dives to depths of up to 100m. Controlling glider 

flight and alignment of the two glider trajectories proved to be particularly 

challenging due to strong tidal flows. However, the gliders continued to collect data 

in poor weather when an accompanying research vessel was unable to operate. In 

addition, all glider sensors generated useful data, with particularly interesting initial 

results relating to subsurface chlorophyll maxima and numerous fish/cetacean 

detections within the water column. The broader implications of this study for 

marine ecosystem monitoring with submarine gliders are discussed. 
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6.1 INTRODUCTION 
Shelf and adjacent coastal seas host highly productive ecosystems and are shared 

by an increasing variety of stakeholders utilizing limited space, e.g. shipping, 

fishing, aquaculture, recreation, hydrocarbon and aggregate extraction, and 

renewable energy (Collie et al., 2013; Sharples et al., 2013). These potentially 

conflicting demands require appropriate management, e.g. through Marine Spatial 

Planning, a complex task that is dependent upon high quality data and evidence 

(Douvere et al., 2011; Gilman, 2002). 

 

In addition to the management of multiple stakeholders to ensure that ecosystem 

health and services are maintained, additional data from shelf-seas are required to 

meet international statutory obligations such as establishment of Marine Protected 

Areas (MPAs) and implementation of the EU Marine Strategy Framework Directive 

(MSFD) (Brennan et al., 2013; European Union, 2008). However, marine mapping 

and monitoring using dedicated research and survey vessels is expensive, and 

offshore operations can be hindered due to weather constraints (Schofield et al., 

2013).In addition, the spatial and temporal resolution of vessel-based data are 

often insufficient to fully capture ecosystem dynamics, including the linkage of 

physical and biological processes, predator-prey interactions, community structure, 

and the spatio-temporal variability of different ecosystem components (Day, 2008). 

Satellite remote sensing of the oceans can provide useful supporting data at large 

spatial scales, but is restricted to sampling the uppermost layers of the sea surface 

(centimetre). Fixed moorings and profiling floats may provide long time series, but 

the former only collect data at a single point and the latter are difficult to spatially 

control (L'Heveder et al., 2013). 

 

Submarine (buoyancy-driven) gliders are a type of Autonomous Underwater 

Vehicle (AUV) that oscillate through the water column and can remain unattended 

at sea for several weeks to months (Rudnick et al., 2012). Gliders carrying 

appropriate sensors can simultaneously monitor a range of physical and biological 

parameters, and regular surface communications with satellite allow their 

movement to be controlled and data to be uploaded in near real-time. However, 
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gliders are relatively slow moving (20-40cm/sec horizontally), making them prone 

to drift in areas of strong currents (Davis et al., 2009; Leonard et al., 2007). Their 

sensor load is limited and each mission necessitates a balance between battery 

life, mission duration, sampling frequency, and data quality (Willcox et al., 2001). 

Despite these limitations, the scientific research community is increasingly focusing 

on gliders as a tool for monitoring of features at the meso- and sub-mesoscale, 

including highly variable and dynamic phenomena such as oceanic fronts, eddies 

and upwelling regions (Davis et al., 2008). 

 

Traditionally, gliders have been deployed with a basic set of sensors that enable 

measurement of physical oceanographic parameters such as temperature, salinity 

or currents (e.g. Bouffard et al., 2010; Merckelbach et al., 2010; M. J. Perry et al., 

2008; Ruiz et al., 2009; Todd et al., 2013) and lower trophic levels of the 

ecosystem, such as phytoplankton and zooplankton (e.g. Baumgartner et al., 2008; 

R. D. Fox et al., 2009; Frajka-Williams et al., 2009; Guihen et al., 2014; 

Niewiadomska et al., 2008). More recently, new sensors have been integrated onto 

gliders that can measure abundance of higher trophic level organisms, e.g. fish 

and cetaceans (e.g. Baumgartner et al., 2008; Baumgartner et al., 2013; Ferguson 

et al., 2010; Klinck et al., 2012; Meyer-Gutbrod et al., 2012; Send et al., 2013). In 

addition, glider ‘fleets’ are increasingly used to establish ocean monitoring 

networks rather than single platform deployments (e.g. Alvarez et al., 2013; 

Alvarez et al., 2012; Bouffard et al., 2012; English et al., 2009).  However, until 

now, there has been limited effort devoted to the simultaneous measurement of 

physical parameters and multiple biological components of the ecosystem using 

gliders.  

 

This contribution describes a deployment of gliders carrying sensor loads capable 

of simultaneously monitoring multiple marine ecosystem components, from 

physical parameters and chlorophyll a fluorescence (CTD and fluorometer) to 

zooplankton and fish (echosounder), and cetaceans (hydrophone). This ‘proof-of-

concept’ study involved the deployment of two shallow-water gliders off southwest 

UK in autumn 2013, targeting a known tidal-mixing front in a productive inner-shelf 
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environment. By targeting a frontal area, the gliders were expected to encounter 

steep vertical and horizontal gradients in physical parameters and potentially 

elevated levels of biomass. In addition, fronts in UK shelf waters are considered as 

potential targets for spatial protection measures (e.g. MPAs; (Miller et al., 2014)) 

and are therefore a particular target for multi-trophic-level monitoring. 

 

The aims of the paper are therefore to: 1) describe the various sensors that were 

deployed on the gliders, 2) provide an overview of glider and sensor operations 

during the autumn 2013 deployment, 3) present some initial scientific results and 

examples of collected data, and 4) discuss some of the benefits and issues that 

arose from the glider missions. The intention is that this study will aid future 

assessment of submarine gliders as a suitable platform for cost-effective, long-term 

monitoring of shelf-sea ecosystems. 

 

6.1.1 Survey area 
The survey was conducted west of the Isles of Scilly, off southwest UK, where 

shelf waters are <100m deep (Figure 6.1). Here, tidal flows to the northeast and 

southwest peak at ~75cm/sec during spring tides, and are weakest towards the 

northwest and southeast. Residual currents flow northwest and northwards with 

speeds of up to 5cm/sec (Pingree et al., 1989). Shelf waters to the west of the Isles 

of Scilly are seasonally stratified (typically from late spring to late autumn), 

whereas inshore waters around the islands themselves remain mixed as a result of 

tidal-topographic interactions; a series of seasonal bottom and surface tidal-mixing 

fronts occur at the boundary between these stratified and mixed water masses 

(Simpson, 1981). Frontal dynamics lead to cooler, nutrient-rich waters being 

transferred into the photic zone and thus enhancing primary production (Pingree et 

al., 1976; Simpson et al., 1982), which can in turn lead to fronts (including the Isles 

of Scilly fronts) becoming hotspots for higher trophic levels such as marine 

mammals (Beaumont et al., 2007; Leeney et al., 2012). The recognition of a wide 

variety of important marine habitats around the Isles of Scilly has led to the 

designation of the Isles of Scilly Marine Conservation Zone (MCZ) in 2013 (Defra, 

2013). In addition, the waters around the Isles of Scilly are valuable for marine 
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recreation and tourism (Beaumont et al., 2007). There is also significant 

commercial fishing activity in the area, including a nearshore industry for shellfish 

and crustaceans (Beaumont et al., 2007). There are three traffic separation zones 

(TSZ) surrounding the islands due to high levels of shipping traffic (Figure 6.1). 

 

 
Figure 6.1: Map of survey area and glider positions. Inset shows geographic 

overview of the survey area and depth contours (dark blue = deeper water; white = 

land). Enlarged map shows land in grey (Isles of Scilly and west Cornwall). Dots 

represent glider GPS positions (blue: Zephyr; orange: U194); thin black lines 

indicate glider tracks between positions, based on linear interpolation. Large grey 

arrows indicate the approximate location of the Isles of Scilly tidal mixing front 

determined by remote sensing (Sup.Figure 6.1). Numbered dark grey lines indicate 

initial (1) and revised (2) transects. Shaded areas represent traffic separation 

zones (TSZ). Note that U194 locations are only based upon GPS fixes received 

following re-deployment on 04 October 2013 (cf. Table 6.1 and Figure 6.3). 
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6.2 METHODS  

6.2.1 Gliders 
We used two shallow-water Slocum gliders, Zephyr and U194 (Figure 6.2), 

developed by Teledyne Webb Research Corporation, which are specifically 

designed for shallow-water operations (<200m). A detailed description of the glider 

can be found in Webb et al. (2001), but here we focus on aspects relevant to this 

paper. Slocums move through the water column in a saw-tooth motion induced by 

changes in their buoyancy. A pump transfers seawater in and out of a holding 

chamber, which results in a change to the vehicle’s density; this leads to a 

sequence of sinking and rising, which is translated into a forward motion by the 

attached wings. The average horizontal speed is 20-40cm/sec and vertical motion 

is 10-20cm/sec. Dive depth can be regulated by either a pressure sensor or an 

altimeter. Due to the shallow depth and varying bathymetry, we used the altimeter 

with an inflexion height of 10m above bottom to maximise dive depth. Forward and 

backward shifting of the battery packs controls dive angle; a rudder in the tail fin 

controls the yaw. When at the surface for communication, an air bladder at the tail 

is filled for additional buoyancy. Two-way communication is via Iridium satellite 

connection, allowing for near real-time transfer of subsets of data and manipulation 

of mission settings. Navigation is by Global Positioning System (GPS) when the 

vehicle is at the surface, and via dead reckoning during dives. 
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Figure 6.2: A) Picture of U194 showing ES853 echosounder on the underside of 

the glider and B) picture of Zephyr (wings not yet attached), showing the d-tag 

hydrophone and silicone rubber passive sampling sheets attached to the glider 

body. 
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6.2.2 Glider sensors 

6.2.2.1 Oceanographic sensors 

Both gliders were equipped with the standard Slocum science package, which 

includes a non-pumped, low-drag, continuous profile Sea-bird SBE-41 CTD 

(temperature, conductivity and pressure) and WET Labs ECO pucks (BB2FLS, 

Zephyr; FlbbCD-SLK, U194), providing combined measurements of chlorophyll a 

fluorescence, coloured dissolved organic matter (CDOM), and backscatter. The 

excitation wavelengths were 470nm, 370nm and 700nm, the emission wavelengths 

695nm, 460nm. The ECO pucks were mounted in the science bay, facing 

downwards. Also included are an Aanderaa Oxygen Optode 4835 and an altimeter. 

CDOM and backscatter provide information on organic and inorganic material in 

the water-column, which would be useful for an in-depth examination on 

ecosystem dynamics along a tidal mixing front. However, in this study, only 

temperature and chlorophyll a fluorescence measurements are considered for 

demonstration purposes, which were obtained on a 1Hz sampling frequency. All 

acquired data were stored internally and a subset transmitted via Iridium each time 

the glider surfaced. 

 

Ensuring data quality from autonomous vehicles is an important, but potentially 

difficult task. The issues can be reduced by using stable instruments, such as ship-

borne CTD rosettes, and taking calibration cats pre- and post- deployment. 

Therefore, we used two ship-based CTD casts, one taken directly after Zephyr 

retrieval (21st October 2013) and one taken at day 38 (19th October 2013) of the 

U194 mission to correct the glider data (temperature and chlorophyll a) where 

necessary. Due to the problems of ‘in-mission’ calibration (e.g. aligning the ship 

and glider position), we were unable to take CTD casts at the same time and 

location as U194. Therefore, we present the ship-based profile with the nearest 

spatio-temporal U194 match (Δ time: 27min; distance: 7.65km). Additional water 

samples at surface and bottom were taken for chlorophyll a measurement 

verification. A subset of oceanographic data was stored on the National 

Oceanography Centre (NOC) sftp server and made available to the Met Office via 
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the British Oceanographic Data Centre (BODC), for inclusion in their Forecasting 

Ocean Assimilation Models (FOAM). 

 

6.2.2.2  Echosounder 

In addition to the standard science payload, glider U194 was equipped with an 

Imagenex ES853: a self-contained, single-beam 120kHz echosounder (Figure 
6.2A). The ES853 was mounted in a science bay, aligned centrally along the short 

axis of the glider and at an angle of 64° from the long axis (towards the nose). This 

ensured that when the glider was in a downward glide (typical dive angle of -26°), 

the transducer pointed directly downwards, analogous with the downward-looking 

orientation of a ship’s echosounder. The echosounder operates with a pulse length 

of 100µs, beam angle of 10°, range of 100m, configurable gain of either 20 or 40 

dB, and measures mean volume backscattering (Sv, dB re 1m-1) per range bin 

interval of 0.5m. It requires power of 0.25W, drawn from a 24V DC supply, and can 

output values to a PC or record data to internal storage. The ES853 has a dynamic 

range of 120dB and records signals as integer values, thus the resolution in signal 

strength is reduced compared with typical floating-point recording of larger, ship-

based echosounders. The glider-integrated ES853 was controlled via serial port 

and polled at a frequency of 0.25Hz, with data stored on the glider’s internal 

memory. Upon retrieval of the glider the data were downloaded and processed 

following Guihen et al. (2014), where raw echo-intensity data were converted to 

mean volume backscattering strength (Sv), using the active version of the SONAR 

equation (Urick, 1983) and calibration and manufacturers’ constants for 

echosounder receiving response and source level. Glider position data are used to 

locate individual pings in time, depth and aspect. These data were then processed 

using Myriax Echoview software (version 4.80), including subtraction of time-varied 

gain amplified background noise (after Watkins et al., 1996), and accounting for 

variability in aspect of the transducer (after Dunford, 2005) and depth of the 

echosounder. Due to operational difficulties, the ES853 was not calibrated using 

standard sphere methods (Foote et al., 1987), so data shown here are relative. 

However, Guihen et al. (2014) showed that a calibrated ES853, mounted on a 

glider, provided quantitative estimates of zooplankton distribution comparable to a 
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ship-borne echosounder, providing a suitable sampling strategy is employed. As a 

result we are confident that the ES853 data provide a relative index of zooplankton 

distribution. 

 

6.2.2.3 Passive acoustic monitoring 

Glider Zephyr was equipped with a Passive Acoustic Monitoring (PAM) system 

based on a modified d-tag sensor (Johnson et al., 2003). The d-tag was mounted 

in the glider’s aft wet space close to the buoyancy bladder, with the hydrophone on 

top of the glider just forward of the rudder (Figure 6.2B). Power was taken from the 

glider’s main batteries. The sensor was configured to sample at 480kHz, and an 

automatic detector was implemented to detect the narrow-band high-frequency 

clicks of harbour porpoise Phocoena phocoena (Villadsgaard et al., 2007). A 2ms 

waveform clip of detected clicks was stored to flash memory. Recordings were also 

made of acoustic data decimated to a sample rate of 96kHz for offline detection of 

other cetacean species and the measurement of noise. Although recordings were 

made using a lossless compression format, which typically gives a compression 

ratio of 4:1 (Johnson et al., 2013), continuous recording would have filled available 

storage in approximately two weeks. The recorder was therefore programmed to 

operate for 10 out of every 40 seconds and only at water depths >40m. 

 

Recovered data were processed offline with PAMGuard software (Douglas 

Gillespie et al., 2008) to detect cetacean clicks and whistles and to measure noise 

in third octave bands between 22Hz and 45kHz. An operator (KG) viewed all 

detections manually, viewing click waveforms and whistle time frequency contours, 

and listening to sections of data to confirm detections and classify groups of 

transient sounds as either ‘cetacean clicks’ or as ‘pump noise’. 

 

6.2.2.4 Passive sampling devices for trace organic contaminant monitoring 

Passive sampling devices made of a thin layer of polymer were deployed on 

Zephyr (Figure 6.2B). These polymer sheets are made of AlteSil® silicone rubber 

(24cm x 28cm x 0.5mm thick), and were Soxhlet extracted with ethyl acetate 
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before further soaking in methanol. Performance reference compounds (PRC; 

perdeuterated polycyclic aromatic hydrocarbons and fluorinated polychlorinated 

biphenyls) were then uniformly spiked into the batch of samplers according to a 

method similar to that described by (Booij et al., 2002). Samplers were kept in 

closed containers at -20°C until deployment. Control samplers were used to assess 

possible contamination during transport, deployment and retrieval operations, and 

to measure initial PRC concentrations. Two sampling sheets were placed on top of 

the glider and fastened using cable ties (Figure 6.2B). A thin sheet of aluminium foil 

(muffle furnaced prior to exposure) was placed between the samplers and the 

glider body to minimize possible contamination of the samplers by direct diffusion 

from the glider hull itself. 

  

After retrieval, the surface of the samplers was thoroughly cleaned in the laboratory 

to remove any bio-fouling before static batch extraction with pentane (three times 

300mL over 72 hours). Extracts were combined and reduced in volume. The 

solvent was changed to dichloromethane before clean-up by gel permeation 

chromatography. The extracts were then reduced in volume and analysed by gas 

chromatography-mass spectrometry for polycyclic aromatic hydrocarbons (PAHs), 

polychlorinated biphenyls (PCBs) and other chlorinated organic compounds. Field 

and laboratory procedures have been described elsewhere in more detail (e.g. 

Allan et al., 2010; Allan et al., 2013). 

 

6.2.3 Glider mission 
Both gliders were deployed southwest of the Isles of Scilly from the RV CEFAS 

Endeavour on 12 September 2013, in order to conduct repeated transects over the 

targeted tidal-mixing front (Figure 6.1, ‘transect 1’). The approximate location of the 

front was monitored prior to the survey via satellite-derived front maps (Miller, 

2009). A ship-based pre-deployment transect was performed in order to ensure the 

area was free of static fishing gear (which is common in this area and represents a 

potential hazard to any glider) and to take repeated CTD and water samples to 

affirm the transect was located over the target front. A ship-based transect was 
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performed on 21 October 2013 along the glider survey line (Figure 6.1, ‘transect2’), 

in order to 1) compare the ES853 echosounder data with those collected using the 

calibrated multi-frequency (38, 120 and 200kHz) split-beam Simrad EK60 on the 

RV CEFAS Endeavour, and 2) to collect CTD and water samples for U194 

calibration purposes. Due to glider control problems encountered during the 

mission, the initial glider transect (Figure 6.1, ‘transect 1’) was shifted to the north 

of the Isles of Scilly on 24 September 2013 (Figure 6.1, ‘transect2’). Zephyr was 

recovered from the RV CEFAS Endeavour on 21 October 2013 and on this 

occasion, a CTD cast was conducted for glider-sensor calibration. Due to quickly 

deteriorating weather, retrieval of U194 had to be abandoned and the glider was 

picked up via rib-boat three weeks later on 13 November 2013. 

 

6.3 RESULTS  

6.3.1 Mission summary 
Strong tidal flows and northwards density currents deflected both gliders to the 

northwest of the Isles of Scilly soon after deployment on 12 September 2013 (Hill 

et al., 2008). Unable to counteract these currents, U194 was pushed into very 

shallow water West of the islands on 17 September 2013, where manoeuvring was 

impossible and the glider needed to be recovered. Emergency recovery and 

subsequent repairs were carried out between 20 September and 04 October 2013 

(Table 6.1). 

  

U194 was redeployed on 4 October 2013 via fast-boat northwest of the Isles of 

Scilly. This also provided an opportunity to update faulty software on the Zephyr d-

tag; both gliders then resumed their mission. The planned glider transect was 

repositioned to the north of the western TSZ (Figure 6.1), where tidal flows and 

currents were weaker and where Zephyr had been located for most of the previous 

three weeks. Using a more dynamic piloting approach (e.g. regularly adjusting 

waypoints according to tidal flows, changing current correction setting), control of 

the flight path of U194 was much improved. In contrast, piloting of Zephyr became 

increasingly challenging following redeployment, possibly due to the hydrocarbon 
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sensor sheets loosening and adding extra drag to the vehicle (making it more 

susceptible to current drift). Nevertheless, both gliders executed the mission 

without any further problems until retrieval. A summary of key events and a 

timeline of sensor activity are given in Table 6.1 and Figure 6.3, respectively. 

 

 
 

 

 

 

 

 

 

 

 
 
 

 
Figure 6.3: Timeline glider deployments (blue shading: Zephyr; yellow: 

U194) and sensor activity, represented by black lines. Dates indicate 

beginning of each week of the deployment, white boxes provide 

information on sensor malfunctions. 

 

 
 

Table 6.1: Key events in chronological order 
Date Event 
12/09/2013 Deployment  
14/09/2013 Zephyr d-tag memory card full (no data stored 

hereafter) until re-deployment 
17/09/2013 U194 ‘beached’  
21/09-
03/10/2013 

Recovery and repairs U194  

04/10/2013 Re-deployment U194; exchange Zephyr d-tag  
10/10/2013 Zephyr d-tag stops recording: no power supply due to 

damaged cable 
21/10/2013 Retrieval Zephyr 
13/11/2013 Retrieval U194 



Chapter	6:	Autonomous	gliders	for	marine	monitoring	

	 184	

Table 6.2: Mission statistics. Statistics only consider dives of ≥10m (to 

exclude non-mission dives) and GPS fixes of ≥100m apart. U194 statistics 

based on post-redeployment dives only. 

Statistic Zephyr U194 
Total deployment days 38 39 
Total number of dives 2654 2821 
Total horizontal distance (km) 1080 1309 
Mean horizontal distance b/w GPS 
fixes (km) 

0.9 0.85 

Max distance b/w GPS fixes (km) 13.7 10.3 
Mean dive depth (m) 44.55 40 
Max dive depth (m) 101.49 103.89 
 

Over the six-week deployment, the two gliders performed a total of 5474 dives 

(each dive comprising one up- and downcast, based on dives of ≥10m) to a 

maximum depth of 101m (Zephyr) and 104m (U194) (Table 6.2). The total 

horizontal distance covered was 2389km, with an average distance of ~0.9km 

between GPS fixes. 

 

6.3.2 Physical environment  
Figure 6.4 shows the glider data is in good agreement with measurements 

obtained from ship-based CTD-casts. However, U194 chlorophyll a displayed a 

significant offset (Sup.Figure 6.2) and data shown here are corrected based on the 

vessel-profile by applying an ordinary linear model and adjusting the U194 

chlorophyll a data by the slope and offset (U194corrected= U194raw x 1.33 + 0.084). 

Although there is a slight offset between Zephyr and ship chlorophyll a, no 

correction was applied, because the water samples suggest the glider fluorometer 

is giving a better reflection of the true chlorophyll than the vessel data. No 

correction of temperature measurements was necessary.  
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Figure 6.4: Comparison between ship and glider derived temperature and 
chlorophyll for Zephyr (upper panel) and U194 (lower panel). Green: Ship; blue: 
glider; red points show chlorophyll a from water samples ± standard deviation 
(N=3). 
 

Glider Zephyr predominantly sampled thermally stratified waters during its mission, 

although it crossed the targeted tidal-mixing front several times in the first 500 

hours (Figures 6.5A, SupFigure 6.3). A strong thermocline at 20-40m depth is 

particularly evident after ~500 hours (Figure 6.5A). Elevated levels of chlorophyll a 

fluorescence are visible in the water column towards the base of the thermocline, 
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particularly around 300 hours (Figure 6.5B). Fluorescence increases notably where 

the thermocline crops towards the surface in the frontal region, e.g. during a frontal 

crossing at ~200 hours (Figure 6.5B). High levels of chlorophyll a fluorescence 

remain visible even after the equinox (21 September 2013; ~200hours), which is 

usually taken as the end of the primary production period elsewhere on the UK 

shelf (Weston et al., 2005).  

 

Glider U194 also predominantly sampled thermally stratified waters throughout its 

mission, but spent less time in frontal regions (Figure 6.1 and 6.5C). Subsurface 

chlorophyll maxima at ~30m depth, associated with the thermocline, are clearly 

visible in U194 profiles until ~800 hours into the mission (Figure 6.5D). The 

deployment of U194 was substantially longer than that of Zephyr (Figure 6.3), and 

included a major storm event on 27 October 2013 (1080 hours into the mission, 

Figure 6.5C). Interestingly, the water mass remained stratified (although much 

weaker) after this storm event, although surface waters had cooled significantly 

and the thermocline depth increased to ~50m (Figure 6.5C).  

 

An interesting feature visible on the Zephyr temperature profile is the lack of an 

obvious relationship between bottom temperature gradients and surface gradients, 

particularly around 400-600 hours (Figure 6.5A). Consistently high surface 

temperatures were experienced throughout this period (>15°C), whereas the 

bottom temperature alternated between ~11-13°C. In general, the transition zone 

along the bottom appears wider than at the surface (Figure 6.5A, Sup.Figure 6.3). 

In addition, clear bottom front crossings occurred on nine occasions, whereas the 

surface front was intersected six times only (Figure 6.5A, Sup.Figure 6.3). 
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6.3.3 Echosounder 
The ES853 120kHz echosounder, integrated onto U194 (Figure 6.2A), successfully 

recorded acoustic data from the water column during the first five-day deployment 

(Figures 6.3 and 6.6). Unfortunately, after redeployment a technical error 

prevented communication between the echosounder and the glider and, as a 

consequence, acoustic data for the rest of the mission were not stored on the 

internal memory of glider and echosounder. Focussing on the downcast, when the 

echosounder is vertically orientated and most comparable to a ship-based 

echosounder, typical features observed in echograms include the seabed and fish 

shoals (Figure 6.6A). Similar acoustic features were observed in an echogram 

derived from the ship-based echosounder in the same area at the same time of 

year (Figure 6.6B). 
 

A band of scattered targets, consistently present within 20-25m of the glider 

echosounder during both down-and up-casts (Figure 6.6A), was interpreted to 

represent small organisms such as zooplankton. The vessel-based echogram at 

120kHz revealed similar scattered targets throughout the water column, with some 

evidence for elevated concentrations at ~30-40m depth associated with the 

thermocline (Figure 6.6B). Due to the reduced signal-to-noise ratio of the glider 

echosounder, these small targets were only observed within a limited range of the 

transducer. In contrast, the stronger water column targets related to fish shoals that 

were recorded throughout the water column on glider data (Figure 6A). These 

targets appeared similar to those recorded from RV CEFAS Endeavour during its 

annual pelagic fish survey in the area (Figure 6B), and were thought to consist of 

boarfish (Capros aper). Due to differing ping rates (4 vs 0.25 s-1) and vehicle 

speeds (5 ms-1 vs 0.3 ms-1), the horizontal resolution of acoustic data obtained 

from the glider was nearly twice as high compared to the vessel (1.2m vs 2.5m per 

ping), which suggests that the fish shoals imaged on the glider echogram are 

possibly small examples of these boarfish shoals. 

  

A noticeable feature on glider acoustic profiles is the presence of high backscatter 

patches in the uppermost water column, observed down to ~20m water depth 
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during upcasts (Figure 6.6A). Adverse weather conditions, with large waves or 

swell, are known to introduce bubbles into surface waters; however, weather 

conditions were favourable during the period that these features were observed so 

this cause is doubtful. Technical issues, such as side-lobe detection of the sea 

surface, are also thought to be unlikely as these patches were not always present, 

absent during previous trial deployments, and no changes had been applied to the 

echosounder settings. Vessel-derived echograms did not show the same features, 

although the transducer depth of the vessel-based echosounders was 8.2m below 

the surface and so did not cover the surface layer. It is therefore possible that 

these high backscatter patches have a biological origin, representing organisms 

restricted to surface layers. However, their unusually high backscatter, widespread 

occurrence, and consistent appearance throughout the deployment, also make this 

an unlikely source.  Therefore, further investigation is required to determine the 

true origin.  
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Figure 6.6: Echograms of glider-integrated ES853 at 120 kHz (A) and equivalent 

vessel based EK60 120 kHz (B). Distance between the two sites 43.3km. Features 

such as the seabed, fish shoals and zooplankton scattering have been indicated. 

Gain thresholds for both echograms were set to -70dB.  

 

6.3.4 Passive acoustic monitoring 
The power cable to the d-tag acoustic sensor was damaged during or soon after 

installation, so PAM data were only collected between 4 and 10 October (Figure 

6.3). These data included 2413 10s recordings over 291 separate dive cycles, with 

an average of eight recordings per dive. Harbour porpoise clicks were detected 

during two separate dives, although one of these consisted of only a single click. 



Chapter	6:	Autonomous	gliders	for	marine	monitoring	

	 191	

Dolphin clicks and whistles were detected during 194 dives: 145 of these were 

clicks only, 49 whistles only, and 42 both (for map of locations of recordings see 

Sup.Figure 6.4). Figure 6.7 shows the waveforms and power spectra of a typical 

dolphin and porpoise click. No other obvious noise sources, such as the pitch 

battery motor were apparent in the data.  

 

Noise attributable to the glider pump was recorded on 169 occasions. The times of 

these noises corresponded to the times when the pump was ‘on’ in the glider log 

files, typically occurring for only a few seconds at the bottom of each dive. Figure 

6.8 shows the distribution of noise in third octave bands with the pump on and the 

pump off. Median noise levels with the pump off are generally low indicating that 

the system can be used to make accurate measurements of ambient noise. Noise 

levels at all frequencies are considerably higher when the pump is in operation. 

However since the duration of these noisy periods is relatively short, it will have 

little effect on overall survey effort.  

 

 
Figure 6.7: A) waveforms and B) power spectra of detected dolphin and porpoise 

clicks using the d-tag hydrophone on Zephyr. 
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Figure 6.8: Spectrum-level noise measurements at third octave intervals for times 

when the Zephyr pump was on and when the pump was off. The three lines for 

each situation represent the median values and the lower and upper 90% intervals. 

 

6.3.5 Passive sampling devices 
Recovered silicone rubber sample sheets were visually inspected for bio-fouling 

before analysis (as this can affect the uptake of contaminants into passive 

samplers); bio-fouling levels were found to be very low compared to static 

exposures. Significant dissipation of performance reference compounds (PRC) 

was observed from sample sheets. PRC dissipation was used to estimate sampling 

rates using a published (Booij et al., 2011). These rates were in the range of 3 to 7 

L d-1 depending on the chemical. Sampling rates were normalised to a standard 

surface area (Huckins et al., 1993) and compared with those observed during static 
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or other mobile deployments of passive samplers (e.g. Allan et al. (2011); Allan et 

al. (2011); Lohmann et al. (2012)) (Table 6.3). Sampling rates for the glider-

mounted passive samplers used here are in a similar range to those commonly 

observed for static deployments, whereas mobile exposures with high velocities 

tend to achieve high sampling rates (Table 6.3). The PRC data from this passive 

sampler exposure (i.e. 50% dissipation for d10-phenanthrene) indicate that 

sampling was time-integrative for substances with octanol-water partition 

coefficient (log Kow) above 4.5. Since gliders are launched for periods of weeks to 

months, these exposures can still detect polycyclic aromatic hydrocarbons (PAH) 

and polychlorinated biphenyls (PCB) in the low pg L-1 range, i.e. levels at which 

these compounds typically occur in oceanic waters. 

 

Freely dissolved concentrations of PAHs ranged from just over 1 ng L-1 for 

phenanthrene down to below 10 pg L-1 for higher molecular weight PAHs. 

Polychlorinated biphenyls (PCBs) were found at levels below 10 pg L-1 (except for 

PCB congener 28 with a concentration of 32 pg L-1). The freely dissolved 

concentration of hexachlorobenzene was 45 pg L-1. These concentrations were not 

corrected for temperature or salinity, but are generally in the range of those 

measured in open waters of the North Atlantic. 
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Table 6.3:  Passive sampling rates, typical exposure times, and limits of detection 

for various passive sampler deployment modes.  

Deployment 
mode 

Sampling 
Rs  
(L d-1)a 

Exposure 
time 

Limits of 
detection  
(pg L-1)b 

Reference 

Static 1-20  0.5-3 
months 

0.3-30  (Allan et al., 2010; 
Allan et al., 2013; 
Prokes et al., 2012; 
Vrana et al., 2002) 

Mobilec  18-27 4-6 days 3.0-7.0 (Booij et al., 2007) 
Mobiled  70-200 5 and 48 

hours 
1.0-30 (Allan et al., 2011; 

Allan et al., 2011; 
Lohmann et al., 2012) 

Calibratione 60-200 15 days 0.2-0.6 (Booij et al., 2003) 
Gliderf 3-7g 39 days 2.0-4.0 Present study 
afor a standard semipermeable membrane device sampling surface area of 460 cm2 
bLimits of detection in water for PAHs/PCBs  in the linear phase of uptake (Cw,lim = 
mlim/[Rs t]) with a arbitrarily set mlim of 0.5 ng per sample  
cShip-based measurement using the ship’s continuous water supply (water velocity 
in the pipe of 15 cm s-1) 
dsamplers towed behind a benthic trawl net (1.2-1.4 knot); towed behind a research 
vessel 
eDuring sampler calibration with water velocity of 90 cm s-1 and water temperature 
of 30 °C 
fAverage glider velocity through water of 20-40 cm s-1 (horizontal velocity) 
gSampling rates corrected to a surface area of 460 cm2 
 

6.4 DISCUSSION 
In this ‘proof-of-concept’ study, two submarine gliders were equipped with sensors 

capable of simultaneously measuring physical properties of the water column and 

multiple trophic levels, in order to test their potential for ecosystem monitoring. The 

results highlight the advantages and current limitations of utilizing gliders as 

autonomous platforms for the outlined purpose. The key outcomes relate to 

operational aspects, current sensor technology, instrument calibration and data 

validation. 

 

6.4.1 Glider operations 
The two gliders successfully completed their missions, which lasted for just under 

40 days and which each comprised >2500 dives to depths of up to 100m over total 
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horizontal travel distances of 1000-1300 km. The gliders continued to collect data 

in weather conditions that stopped research vessel activity in the region, including 

a particularly severe storm on 27 October 2013 (Figure 6.5C).   

 

The two major operational challenges were flight control and alignment of the two 

glider trajectories in space and time. Although previous deployments have 

demonstrated that gliders are capable of following a proposed transect in areas of 

strong tidal flow (e.g. Leonard et al., 2007), this proved extremely challenging in 

the present study (Figure 6.1). This is likely due to the combination of strong tidal 

and non-tidal residuals acting on the vehicles together. In order to fully understand 

the effect of hydrodynamics on our gliders, a detailed analysis is required including 

currents, tides and meteorological forcing in relation to the glider tracks and flight 

settings, which is beyond the scope of this paper.  

 

The flight of U194 was significantly improved by applying a more dynamic piloting 

approach, including e.g. increased monitoring, modifying dive angle and current 

correction settings, and adjusting waypoints depending on currents and tidal state. 

Hybrid Slocums equipped with a thruster are also now commercially available 

(Jones, 2012), which should further aid future deployments in tidally dominated 

environments. Furthermore, ongoing modelling and simulation research, dealing 

with optimal path planning and influences on glider trajectories, can be used to aid 

survey design (e.g. Fernandez-Perdomo et al., 2011; Ting et al., 2012). 

  

Aligning the flight of multiple gliders is a key requirement in whole-ecosystem 

monitoring, as the sensors required to simultaneously measure multiple ecosystem 

components cannot currently be integrated onto a single vehicle due to limited 

payload capacity and energy constraints. In addition, certain instruments need to 

go onto different platforms due to acoustic interference problems (e.g. active 

echosounder and passive hydrophone). In order to obtain meaningful data on 

multiple parameters simultaneously, the vehicles should be aligned in time and 

space; ideally the maximum distance between the vehicles should not exceed the 

scale on which the variables change. This is a challenging task, because gliders 
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equipped with different sensors will display specific flight behaviours, e.g. due to 

different ballasting and external sensor configurations. For example, the 

hydrocarbon sheets used on Zephyr in this study are likely to have added extra 

drag to the vehicle resulting in different flight behaviour compared to U194 (cf. 

Figure 6.1). If time and budget allows, extended trials focusing on simultaneous 

flight prior to a mission could improve piloting for individual gliders and, therefore, 

trajectory alignment.  

 

6.4.2 Sensors 
Throughout the mission, CTD and fluorometer sensors on both gliders provided 

water-column data at a spatio-temporal resolution and frequency not attainable 

through ship-based surveys or satellite imagery. For example, Zephyr crossed the 

Isles of Scilly tidal-mixing front several times (Figure 6.5A), with collected data 

highlighting the spatial offset of the surface and bottom fronts (Figure 6.5) as well 

as chlorophyll maxima associated with the thermocline (Figure 6.5B); these 

features would not be detected using remote sensing data. Glider U194 dominantly 

sampled stratified waters, and monitored change in the water column from 

seasonally stratified to mixed over a period of six weeks (Figure 6.5C); within this 

period the glider continued collecting data during the severe storm event on 27 

October 2013. Despite the high-resolution and amount of information collected, file 

sizes were small enough for a subset of data to be transmitted via Iridium during 

the mission. 

  

The newly integrated ES853 echosounder and d-tag passive acoustic monitoring 

system provided promising data on the spatial distribution of higher trophic-level 

organisms. The hydrophone recorded numerous cetacean clicks and whistles from 

different species during the six days of operation (Figure 6.7 and Sup.Figure 6.4). 

The echosounder was capable of detecting targets, including fish and zooplankton, 

similar to targets detected by vessel-based data echosounders (Figure 6.6). 

  

The novel hydrocarbon sheets trialed here can easily be attached to gliders and 

AUVs, and collect supplementary information on water quality. This has particular 
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application for regulatory monitoring, e.g. in response to European legislation such 

as the Water Framework Directive and the Marine Strategy Framework Directive. 

The sampling scheme can be extended from hydrophobic compounds (as used in 

this study) to samplers specifically designed to sample hydrophilic substances and 

metals.  

 

Limitations of glider-integrated instrumentation include the need for data calibration 

and validation, particularly over long-term surveys. CTD and fluorometer calibration 

procedures are generally undertaken during glider deployment and retrieval using 

calibrated ship-based CTDs and by taking water samples. However, depending on 

survey area and season, a considerable amount of bio-fouling can affect the glider-

integrated instruments; this causes sensor drift in a non-linear fashion, which is 

difficult to account for with calibration procedures at the beginning and end of a 

mission. In addition, collection of water samples remains essential for 

phytoplankton biomass estimations or species identification.  

  

Although the echosounder and PAM system are capable of collecting data on the 

distribution of higher trophic level organisms over large spatio-temporal scales, 

they are significantly harder to calibrate compared with the physical sensors. 

Single-beam single-frequency echosounders provide a limited capability for target 

identification, which are normally undertaken using multi-frequency discrimination 

methods (Korneliussen et al., 2003). However, these instruments are currently too 

large and powerful to be integrated into underwater gliders. To establish fish 

species with absolute certainty, verification via net sampling also remains 

essential. Size-length relationships needed for target strength, model 

parameterization for conversion to biomass and information on age-class 

distribution are additional parameters that can only be acquired with dedicated net 

sampling from vessel-based surveys. There has been some success at classifying 

cetacean whistles collected by PAM systems to species level (Gillespie et al., 

2013), although considerable problems remain in estimating absolute animal 

abundance from glider-based data. Critical data for the estimation of abundance 

are the range at which animals are detected and either the rate of vocalization or 
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the ability to isolate and count individuals (Marques et al., 2013). Gliders are too 

slow moving to use target motion analysis to localize animals in the water columns, 

as is commonly done for sperm whales (e.g. Lewis et al., 2007) and vocalisation 

rate is poorly known for most species. Finally, echosounder and PAM system 

development should focus on methods for summarizing the complex data to enable 

transmission of a subset of collected data, rather than after retrieval. This would 

enable the glider to target, on the fly, hotspots of animals. 

 

6.4.3 Conclusions and recommendations 
This proof-of-concept study has highlighted some of the advantages and current 

limitations of utilizing submarine gliders for the purpose of ecosystem monitoring. 

Advantages include cost efficiency, capability of working in adverse weather, and 

collection of 3D water-column data at high spatio-temporal resolution over periods 

of weeks to months. This is not achievable with other single platforms, but is 

essential in order to detect change and its effect on an ecosystem, e.g. breakdown 

of seasonal stratification, impact of short-duration storm events. All of the novel 

glider-integrated sensors used in this study delivered usable data, although they 

could only provide information on distribution of biological indicators rather than 

accurate estimates of abundance or biomass. More broadly, glider sensor 

calibration and data validation remains challenging and dependent upon supporting 

infrastructure (ships, moorings), so acquired data are often only suitable for 

qualitative analysis. In addition, for the purpose of multi- vehicle surveys, aligning 

glider trajectories and flight control are significant issues that require further 

improvement (especially in dynamic tidally-dominated environments). 

Nevertheless, the promising results achieved in this study have led to a further 

deployment targeting oceanic fronts off southwest UK (planned for autumn 2014) 

using unmanned surface vehicles (USVs) as an in addition to submarine gliders.  

 

For effective whole-ecosystem monitoring in the future, a range of autonomous 

platforms will need to be deployed within a marine monitoring network, including 

USVs, AUVs and gliders. Successful implementation of an autonomous monitoring 

network has already been demonstrated in the California Current Ecosystem, 
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where satellite imagery, vessel surveys, gliders, floats and moorings are used in 

combination to provide compatible data on ecosystem dynamics at various spatio-

temporal scales (Ohman et al., 2013). Satellite remote sensing provides 

information on large-scale surface processes, which is supplemented by 

submarine gliders measuring water column properties. Moorings and targeted 

vessel surveys utilize more powerful sensors working at high frequency, and are 

used to calibrate satellite and glider data; vessels are also used to run structured 

experimental surveys, which require ship-based equipment. Together, the 

sampling network efficiently provides a synoptic view of an ecosystem at multiple 

scales, which can significantly advance our understanding of marine ecosystem 

functioning and drivers of change. 
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6.5 Supplementary Material 

 
 
Sup.Figure 6.1: Composite satellite-derived front map of the survey area off 

southwest UK, based on data from 12 September- 17 October 2013. Red indicates 

warm-water (stratified) side of tidal mixing front, blue the cold-water (mixed) side. 

Line thickness equates to the strength of the front (the thicker the line, the stronger 

the front). Note the stratified waters to the west from tidally-mixed waters to the 

east (cf. Figure 6.1). (For interpretation of the references to colour in this figure 

legend, the reader is referred to the web version of this article). 
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Sup.Figure 6.2 Calibration profiles between ship (green) and U194 (blue) showing 

uncorrected chlorophyll a data, Red points show values from water samples ± 

standard deviation (N= 3). (For interpretation of the references to colour in this 

figure legend, the reader is referred to the web version of this article). 
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Sup.Figure 6.3: Temperature of surface waters (A and B, between 5-10m depth) 
and deeper waters (C and D, between 60-70m depth) as a function of time and 
longitude (A and C) and latitude (B and D). 

 

  
 
 

  
 
Sup.Figure 6.4: Map showing the area where the d-tag hydrophone on Zephyr 
was active (A) and recorded dolphin clicks (B), whistles (C) and dives with both 
and porpoises clicks (D). Black crosses refer to locations of dives without 
recordings. 
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7 GENERAL DISCUSSION 
6.1 Summary 

The primary objective of this thesis was to gain a better understanding of the 

ecological significance of tidal mixing fronts in shelf-sea ecosystems. The 

majority of studies concerning front-biota interactions are based on high-

resolution, but small-scale surveys to entangle the underlying mechanisms of 

bio-physical coupling. In contrast, this research employed large spatio-temporal 

datasets (up to 21 years and covering the entire Celtic Sea) to investigate the 

influence of tidal mixing fronts at regional scale. The breadth of the data allowed 

for the first time an analytical assessment of long-term variability of tidal mixing 

fronts, its effect on distribution of marine organisms from different trophic levels 

and across multiple species. The spatial scale made it possible to compare 

between more than one frontal feature and the length of the time series enabled 

accounting for seasonal and inter-annual variability occurring in natural 

systems.  

 

This thesis also takes a critical look at the shortcomings and advantages of 

currently available datasets and provides alternative sampling solutions to 

improve data collection in bio-physical coupling research. For example, this 

research highlights a range of issues with satellite-derived frontal metrics, which 

seriously can affect the outcomes of quantitative analyses. Yet, hardly any 

comprehensive information is available for scientists intending to use frontal 

maps in their research. In addition, satellite-derived datasets are useful to study 

large scale processes, but lack the resolution and multidimensionality (e.g. 

subsurface data) necessary to investigate mechanisms leading to front-biota 

interactions. At the same time, high-resolution surveys also have shortcoming, 

because they are usually undertaken over short periods of time (days to few 

weeks) and provide just a snapshot in time and space, often do not account for 

multiple trophic levels at once and are partially restricted to the surface (e.g. 

sightings or tracking data of megavetebrates). To resolve this problem, a proof 

of concept study was undertaken, using underwater gliders for synoptic data 

collection of physical parameters and across multiple trophic levels at high-
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resolution and throughout the entire water column, which provided some 

promising results. 

 

7.1 A guide to frontal metrics 
Chapter two highlighted complex issues with the use of satellite-derived frontal 

metrics in quantitative analyse, which have not been described in detail before 

and are largely unknown to many researchers using frontal metrics. The 

complexity of the frontal metrics themselves and the number of factors to 

consider when analysing them, call for the production of a comprehensive guide 

to the correct application of frontal metrics. This guide should be aimed at 

researchers not working in remote sensing directly and who are likely not aware 

of some of the here highlighted issues with satellite data.  

 

It is likely that even simple things, such as the choice of an appropriate metric 

for a given study or research question is made incorrectly, simply because the 

definitions of the various metrics are not always clear to everyone. Frontal 

metrics are based on sometimes complex algorithms, which can make it difficult 

to understand what information each metric provides. Some researchers might 

not be aware of the different meanings of the various metrics and assume they 

all represent information on frontal strength. While certain metrics are indeed 

similar, chapter two also illustrated profound differences in temporal variability 

between distinct metrics. Consequently, just the choice of a metric can 

significantly influences the outcomes of an analysis. 

 

A guide to frontal metrics should provide a list of currently available metrics, a 

simple description of their meaning and the information they entail. The guide 

could make some suggestions what type of analyses a metric might be useful 

for or not. For example, Fcomp could be useful for investigations of the 

influence of persistent, strong fronts on animal distribution. However it would not 

be recommended for temporal analyses because of its complexity. Fprob 

provides almost identical information, but is much simpler and variability in 

Fprob can be directly attributed to the ratio of valid to clear pixels. The 

description of each metric needs to include a comprehensive explanation of 
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their mathematical derivation. It could be useful to explain underlying frontal 

detecting algorithms with illustrative examples as well. 

 

Further sections of a guide to frontal metrics need to include discussions about 

factors to consider when processing and analysing frontal metrics. Scientists 

should be advised to think about e.g. how to define the sampling area or how to 

reduce noise from unwanted frontal segments that do not belong to the front of 

interest. Further discussion should concern the choice of statistic to describe 

the front when spatially averaging frontal metrics over the sampling area for 

time series analysis. For example, the spatial mean, median, maximum or 

variance will each provide distinct information on the spatial character of the 

front. Chapter two also revealed the need to account for Fclear in quantitative 

analyses in order to avoid wrong estimates of the temporal variability of frontal 

metrics. Ideally these issues are discussed with a remote sensing scientist 

before producing of the frontal maps for analysis. 

 

While chapter two aimed to illustrate some of the differences between 

commonly used metrics and provided advice on their processing and analysis, it 

only represents a snap-shot of what a detailed guide to fontal metrics could look 

like. Chapter two only considered temporal analyses of frontal metrics, but 

especially marine ecologists use them for spatial analyses. Although it appears 

that there are fewer issues to consider when using frontal metrics for spatial 

analyses, it might proof useful to explore the differences and potential caveats 

of frontal metrics in spatial analyses in more detail as well. 

 

7.2 Meteorological drivers of inter-and intraannual variability of 
frontal strength and persistence: potential implication of 
the effect of climate change on tidal mixing fronts and 
associated ecosystems 

This study provides first long-term statistical analysis of inter-and intrannual 

variability of frontal persistence and gradient strength in the Celtic Sea and 

identifies their key meteorological drivers. Frontal gradient strength (Fmean) 

displayed a natural oscillation from 1990 to 2010, with periods of stronger and 
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weaker fronts. Frontal persistence (Fprob) on the other hand, did not change 

significantly from 1990 to 2010 when accounting for Fclear and including 

temporal variables (factor ‘month’ and ‘year’) only. However, Fprob did show 

similar oscillating pattern as Fmean at the Ushant Front, when meteorological 

variables were included in the statistical analyses. It is possible that the 

statistical models overestimates an Fclear effect and the temporal variability in 

Fprob (and likely in Fmean as well) was caused by genuine fluctuations of the 

front in response to changing environmental conditions. 

 

The key meteorological drivers of temporal variability of frontal gradient strength 

and persistence at both fronts were related to the heat budget of the water 

column. Overall, net heat flux explained most of the variations in intraannual 

pattern, whereas SST was the most important contributor to interannual 

variability of Fmean and Fprob. The positive correlation between long-term 

variability of both frontal metrics and SST indicate a potential sensitivity of tidal 

mixing fronts to climate change. The long-term temporal variability of both 

metrics was small and the time series was not long enough to draw sound 

conclusions about a potential effect of climate change on tidal mixing fronts in 

the future. However, consequences could include an extension of the frontal 

season, strengthening of the frontal density gradients or spatial displacements 

of tidal mixing fronts.  Some potential know-on effects on ecosystems were 

discussed in chapter four. For example, elongated frontal season could affect 

dispersal of benthic larvae and other passive floating organisms and 

consequently, affect density and diversity of adult populations. 

 

Climate change is already impacting the ocean in several ways, for example 

through phonological shifts and trophic mismatch, leading to declines of 

sensitive species and the expansion of others, and resulting in competition with 

and displacement of local biota (Doney et al., 2012). Considering the diverse 

role that fronts play in the global oceans, climate-driven alterations in frontal 

occurrence could affect associated ecosystems. For instance, spatial 

displacement of fronts due to temperature changes or increased wind forcing 

can directly effect zooplankton distribution or the accessibility of foraging habitat 

for top predators (Constable et al., 2014).  
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On the other hand, fronts may be able to counteract the above scenarios by 

representing a location on the shelf where the exchange between nutrient-

depleted and nutrient-rich domains still functions. Beaugrand et al. (Beaugrand 

et al., 2000) found that inter-annual variability in zooplankton abundance in the 

Ushant Front region is much lower than elsewhere in the Channel, the Celtic 

Sea or Bay of Biscay. They related that a ‘buffering’ effect of the Ushant Front, 

where the relationship between biota and climate is reduced. Frontal regions 

could provide a physically more stable environment where primary productivity 

is enhanced even during less favourable climatic conditions, and act as a save 

haven from climate change for marine biota. 

 

7.3 Tidal mixing acting as boundaries for zooplankton 
distribution and dispersal 

Research on front-biota associations has largely focused on fronts as high 

abundance and biodiversity sites. Generally, there is an appreciation of fronts 

acting as barriers between distinct bioregions, but this particular role of fronts 

has received considerably less attention. Differences in abundance, diversity 

and composition of marina biota across fronts have largely been attributed to 

the often abrupt changes in the environmental setting. Taking a different 

approach, this research showed that the density gradient associated with tidal 

mixing fronts contributes to the observed changes in community structure of 

marine biota from one side of the front to the other. The results suggest that the 

Ushant Front partially restricts distribution and dispersal of the two study 

organisms, Calanus helgolandicus and echinoderm larvae. The fronts could 

therefore play an important role in influencing habitat connectivity of benthic 

adult populations. Climate change induced phenological shifts, such as 

spawning of the adult benthos population before frontal establishment could 

result in wider echinoderm larvae dispersal in the future. Furthermore, 

increasing SST may lead to an extension of the frontal season, stronger density 

gradients in the future and increase a barrier effect. Taking into account effects 

of climate variations on the barrier effect of tidal mixing fronts could help explain 

interannual variations in the benthic adult populations. 
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7.4 Tidal mixing fronts as important foraging sites for species 
with specialist foraging ecology 

Chapter five illustrates the role of tidal mixing fronts as foraging site for 

megavertebrates with specialist feeding ecology. The relationship between 

sightings probability of megavertebrates with specialist feeding ecology and 

frontal metrics, which represent frontal persistence or frequency was particularly 

strong. Specialist animals tend to be more vulnerable to alterations in their 

habitat or to variability in their food sources, because they do not have the 

means to react to changes as easily and just switch to other food sources 

(Peter E Robins et al., 2013). While a strong association between persistent 

fronts and these animals might be useful in identifying areas of conservation 

potential for vulnerable species, it might also have negative implications. Fronts 

are often places of elevated fishing activity (Ocampo et al., 2013) and 

consequently, there is an increased risk of fisheries interactions, e.g. food 

competition, risk of bycatch or physical trauma caused by ships or fishing gear, 

increased pollution, etc.  

 

On shelf-seas the overlap between human activity and marine biota is 

particularly high. It is therefore necessary to identify and protect regions on the 

shelf that are critical for vulnerable species, such as socialising or resting sites 

for cetaceans, nursing grounds for fish or important foraging areas for 

megavertebrates. Knowing that temporally and spatially persistent parts of a 

front are frequent feeding places for a range of marine species, could aid 

refining diversity zones for conservation goals. 

 

7.5 Assessing new technologies to improve data sampling of 
frontal characteristics and associated biota  

The use of frontal maps is currently extremely popular in various scientific 

disciplines to study spatio-temporal variability of fronts or their associations with 

marine biota. Frontal maps have the advantage of providing information of 

different frontal characteristics (e.g. strength, persistence) over large spatio-

temporal scales (30 years, global) for little money. However, this research 

illustrated a range of shortcomings of satellite-derived frontal metrics. There 



Chapter	7:	General	Discussion	

	 209	

always seems to be a trade-off between data resolution and quality versus 

temporal and spatial extent. The datasets used in this research are useful for 

identify broad scale patterns, but lack the resolution to understand the 

underlying mechanisms. Without information on bio-physical processes 

occurring at the subsurface and animal behaviour, a synoptic view on species-

environment interactions at frontal systems is impossible to achieve. One 

solution is the combination of different methodologies that cover multiple 

resolutions and scales, such as satellite imagery to manage large spatio-

temporal extents, biologging and vessel-based surveys for high-resolution 3D 

and behavioural information. However, linking different datasets incorporates 

some difficulties, because they are often sampled at different resolutions and 

often at different dates.  

 

Chapter six showed that new ocean technologies like submarine gliders can 

sample the oceans autonomously, be deployed over extensive time scales and 

potentially cover large areas. Moreover, they have the capacity to collect 

information on a range of biological and physical variables simultaneously. 

These technologies are still in the early stages of development and have some 

limitations. However, they have the potential to account for many of the 

shortcomings of current available methodologies combined. In addition, they 

can be used in combination with satellite-derived oceanographic an biological 

data. The satellite data can be used to refine and improve glider surveys. Find 

high frequency areas in the first place via satellite information and then send out 

gliders to selected locations. Likewise, identify core frontal season using long-

term satellite datasets and focus a glider survey on peak frontal periods. 

 

Future scenarios of effective ocean monitoring and dynamic marine 

management could encompass the deployment of fleets of autonomous 

vehicles, including surface and underwater platforms carrying multiple sensors.  

In combination with satellite imagery, three dimensional, high-resolution data of 

multiple parameters and locations can be obtained simultaneously. If a feature 

or event of particular interest is discovered, such as bio-aggregations at a front, 

coverage can be increased or directed vessel-based surveys be undertaken. 

This will provide a) much more useful data for the understanding of ecosystem 



Chapter	7:	General	Discussion	

	 210	

functioning than is currently achieved by isolated surveys, and b) the possibility 

to undertake dynamic ocean management, where conservation measures are 

adjusted in direct response to near real-time events. Furthermore, autonomous 

vehicles could be used to patrol sensitive or remote areas of the oceans and 

finally provide the coverage necessary to reinforce current management 

regulations.  
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9 APPENDIX 
9.1 Peer-reviewed publications: 

Chapter 5 ‘Assessing the potential of autonomous submarine gliders for 

ecosystem monitoring across multiple trophic levels (plankton to cetaceans) and 

pollutants in shallow shelf-seas’ was published under the same title in a special 

issue on underwater robotics in Methods in Oceanography 10 (2014). 
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A combination of scientific, economic, technological and policy
drivers is behind a recent upsurge in the use ofmarine autonomous
systems (and accompanying miniaturized sensors) for environ-
mental mapping and monitoring. Increased spatial–temporal res-
olution and coverage of data, at reduced cost, is particularly vital
for effective spatial management of highly dynamic and hetero-
geneous shelf environments. This proof-of-concept study involves
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integration of a novel combination of sensors onto buoyancy-
driven submarine gliders, in order to assess their suitability for
ecosystem monitoring in shelf waters at a variety of trophic lev-
els. Two shallow-water Slocum gliders were equipped with CTD
and fluorometer to measure physical properties and chlorophyll,
respectively. One glider was also equippedwith a single-frequency
echosounder to collect information on zooplankton and fish dis-
tribution. The other glider carried a Passive Acoustic Monitoring
system to detect and record cetacean vocalizations, and a passive
sampler to detect chemical contaminants in the water column. The
two gliders were deployed together off southwest UK in autumn
2013, and targeted a known tidal-mixing front west of the Isles of
Scilly. The gliders’ mission took about 40 days, with each glider
travelling distances of >1000 km and undertaking >2500 dives
to depths of up to 100 m. Controlling glider flight and alignment
of the two glider trajectories proved to be particularly challenging
due to strong tidal flows. However, the gliders continued to collect
data in poor weather when an accompanying research vessel was
unable to operate. In addition, all glider sensors generated useful
data, with particularly interesting initial results relating to subsur-
face chlorophyll maxima and numerous fish/cetacean detections
within the water column. The broader implications of this study
for marine ecosystem monitoring with submarine gliders are dis-
cussed.

© 2014 The Authors. Published by Elsevier B.V.
This is an open access article under the CC BY license

(http://creativecommons.org/licenses/by/3.0/).

1. Introduction

Shelf and adjacent coastal seas host highly productive ecosystems and are shared by an increasing
variety of stakeholders utilizing limited space, e.g. shipping, fishing, aquaculture, recreation, hydrocar-
bon and aggregate extraction, and renewable energy (Collie and Adamowicz et al., 2013; Sharples and
Ellis et al., 2013). These potentially conflicting demands require appropriatemanagement, e.g. through
Marine Spatial Planning, a complex task that is dependent upon high quality data and evidence
(Gilman, 2002; Douvere and Ehler, 2011).

In addition to the management of multiple stakeholders to ensure that ecosystem health and
services are maintained, additional data from shelf seas are required to meet international statutory
obligations such as establishment of Marine Protected Areas (MPAs) and implementation of the EU
Marine Strategy Framework Directive (MSFD) (European Union, 2008; Brennan and Fitzsimmons
et al., 2013). However, marine mapping and monitoring using dedicated research and survey vessels
is expensive, and offshore operations can be hindered due to weather constraints (Schofield and
Glenn et al., 2013). In addition, the spatial and temporal resolution of vessel-based data are often
insufficient to fully capture ecosystem dynamics, including the linkage of physical and biological
processes, predator–prey interactions, community structure, and the spatio-temporal variability of
different ecosystemcomponents (Day, 2008). Satellite remote sensing of the oceans can provide useful
supporting data at large spatial scales, but is restricted to the uppermost layers of the sea surface. Fixed
moorings and profiling floatsmay provide long time series, but the former only collects data at a single
point and the latter are difficult to spatially control (L’Heveder and Mortier et al., 2013).

Submarine (buoyancy-driven) gliders are a type of Autonomous Underwater Vehicle (AUV) that
oscillates through the water column and can remain unattended at sea for several weeks to months
(Rudnick and Crowley et al., 2012). Gliders carrying appropriate sensors can simultaneously monitor
a range of physical and biological parameters, and regular surface communications with satellite
allow their movement to be controlled and data to be uploaded in near real-time. However, gliders
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are relatively slow moving (20–40 cm/s horizontally), making them prone to drift in areas of strong
currents (Leonard et al., 2007; Davis and Leonard et al., 2009). Their sensor load is limited and
each mission necessitates a balance between battery life, mission duration, sampling frequency, and
data quality (Willcox and Bellingham et al., 2001). Despite these limitations, the scientific research
community is increasingly focusing on gliders as a tool for monitoring of features at the meso- and
sub-mesoscale, including highly variable and dynamic phenomena such as oceanic fronts, eddies and
upwelling regions (Davis and Ohman et al., 2008).

Traditionally, gliders have been deployed with a basic set of sensors that enable measurement of
physical oceanographic parameters such as temperature, salinity or currents (e.g. Perry and Sackmann
et al., 2008; Ruiz and Pascual et al., 2009; Bouffard and Pascual et al., 2010; Merckelbach and
Smeed et al., 2010; Todd and Gawarkiewicz et al., 2013) and lower trophic levels of the ecosystem
(i.e. phytoplankton and zooplankton, e.g. Baumgartner and Fratantoni, 2008; Niewiadomska and
Claustre et al., 2008; Fox and Gower et al., 2009; Frajka-Williams and Rhines et al., 2009; Guihen et al.,
2014). More recently, new sensors have been integrated onto gliders that can measure abundance
of higher trophic level organisms, e.g. fish and cetaceans (e.g. Baumgartner and Fratantoni, 2008;
Ferguson and Lo et al., 2010; Klinck andMellinger et al., 2012;Meyer-Gutbrod and Greene et al., 2012;
Baumgartner and Fratantoni et al., 2013; Send and Regier et al., 2013). In addition, glider ‘fleets’ are
increasingly used to establish ocean monitoring networks rather than single platform deployments
(e.g. English and Chuanmin et al., 2009; Alvarez and Mourre, 2012; Bouffard and Renault et al., 2012;
Alvarez and Chiggiato et al., 2013). However, until now, there has been limited effort devoted to
the simultaneous measurement of physical parameters and multiple biological components of the
ecosystem using gliders.

This contribution describes a deployment of gliders carrying sensor loads capable of simultane-
ously monitoring multiple marine ecosystem components, from physical parameters and chlorophyll
a fluorescence (CTD and fluorometer) to zooplankton and fish (echosounder), and cetaceans (hy-
drophone). This ‘proof-of-concept’ study involved the deployment of two shallow-water gliders off
southwest UK in autumn 2013, targeting a known tidal-mixing front in a productive inner-shelf envi-
ronment. By targeting a frontal area, the gliders were expected to encounter steep vertical and hori-
zontal gradients in physical parameters and potentially elevated levels of biomass. In addition, fronts
in UK shelf waters are considered as potential targets for spatial protection measures (e.g. MPAs;
(Miller and Christodoulou, 2014)) and are therefore a particular target for multi-trophic-level moni-
toring.

The aims of the paper are therefore to: (1) describe the various sensors that were deployed on the
gliders, (2) provide an overview of glider and sensor operations during the autumn 2013 deployment,
(3) present some initial scientific results and examples of collected data, and (4) discuss some of the
benefits and issues that arose from the glider missions. The intention is that this study will aid future
assessment of submarine gliders as a suitable platform for cost-effective, long-term monitoring of
shelf sea ecosystems.

2. Survey area

The survey was conducted west of the Isles of Scilly, off southwest UK (Fig. 1), where shelf waters
are <100 m deep. Here, tidal flows to the northeast and southwest peak at ∼75 cm/s during spring
tides, and are weakest towards the northwest and southeast. Residual currents flow northwest and
northwardswith speeds of up to 5 cm/s (Pingree and Lecann, 1989). Shelfwaters to thewest of the Isles
of Scilly are seasonally stratified (typically from late spring to late autumn), whereas inshore waters
around the islands themselves remain mixed as a result of tidal–topographic interactions; a series of
seasonal bottom and surface tidal-mixing fronts occur at the boundary between these stratified and
mixed water masses (Simpson, 1981). Frontal dynamics lead to cooler, nutrient-rich waters being
transferred into the photic zone and thus enhancing primary production (Pingree and Holligan et al.,
1976; Simpson andTett et al., 1982),which can in turn lead to fronts (including the Isles of Scilly fronts)
becoming hotspots for higher trophic levels such as marine mammals (Beaumont and Austen et al.,
2007; Leeney and Witt et al., 2012). The recognition of a wide variety of important marine habitats
around the Isles of Scilly has led to the designation of the Isles of Scilly Marine Conservation Zone



L. Suberg et al. / Methods in Oceanography 10 (2014) 70–89 73

Fig. 1. Map of survey area and glider positions. Inset shows geographic overview of the survey area and depth contours (dark
blue = deeper water; white = land). Enlarged map shows land in grey (Isles of Scilly and west Cornwall). Dots represent
glider GPS positions (blue: Zephyr; orange: U194); thin black lines indicate glider tracks between positions, based on linear
interpolation. Large grey arrows indicate the approximate location of the Isles of Scilly tidal mixing front determined by remote
sensing Fig. A.1. Numbered dark grey lines indicate the initial (1) and revised (2) transects. Shaded areas represent traffic
separation zones (TSZ). Note thatU194 locations are only based uponGPS fixes received following re-deployment on 04October
2013 (cf. Table 1 and Fig. 2). (For interpretation of the references to colour in this figure legend, the reader is referred to the
web version of this article.)

Table 1
Key events in chronological order.

Date Event

12/09/2013 Deployment
14/09/2013 Zephyr d-tag memory card full (no data stored hereafter) until re-deployment
17/09/2013 U194 ‘‘beached’’
21/09–03/10/2013 Recovery and repairs U194
04/10/2013 Re-deployment U194; exchange Zephyr d-tag
10/10/2013 Zephyr d-tag stops recording: no power supply due to damaged cable
21/10/2013 Retrieval of Zephyr
13/11/2013 Retrieval of U194

(MCZ) in 2013 (Defra, 2013). In addition, the waters around the Isles of Scilly are valuable for marine
recreation and tourism (Beaumont andAusten et al., 2007). There is also significant commercial fishing
activity in the area, including a nearshore industry for shellfish and crustaceans (Beaumont andAusten
et al., 2007). There are three traffic separation zones (TSZ) surrounding the islands due to high levels
of shipping traffic (Fig. 1).

3. Methods

3.1. Gliders

Weused two shallow-water Slocum gliders, Zephyr andU194 (Fig. 2), developed by TeledyneWebb
Research Corporation, which are specifically designed for shallow-water operations (<200 m). A
detailed description of the glider can be found in Webb and Simonetti et al. (2001), but here we
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Fig. 2. (A) Picture of U194 showing ES853 echosounder on the underside of the glider and (B) picture of Zephyr (wings not yet
attached), showing the d-tag hydrophone and silicone rubber passive sampling sheets attached to the glider body.

focus on aspects relevant to this paper. Slocums move through the water column in a saw-tooth
motion induced by changes in their buoyancy. A pump transfers seawater in and out of a holding
chamber, which results in a change to the vehicle’s density; this leads to a sequence of sinking and
rising, which is translated into a forward motion by the attached wings. The average horizontal speed
is 20–40 cm/s and vertical motion is 10–20 cm/s. Dive depth can be regulated by either a pressure
sensor or an altimeter. Due to the shallow depth and varying bathymetry, we used the altimeter
with an inflexion height of 10 m above the bottom to maximize dive depth. Forward and backward
shifting of the battery packs controls dive angle; a rudder in the tail fin controls the yaw. When at
the surface for communication, an air bladder at the tail is filled for additional buoyancy. Two-way
communication is via Iridium satellite connection, allowing for near real-time transfer of subsets of
data andmanipulation of mission settings. Navigation is by Global Positioning System (GPS) when the
vehicle is at the surface, and via dead reckoning during dives.

3.2. Glider sensors

3.2.1. Oceanographic sensors
Both gliders were equipped with the standard Slocum science package, which includes a non-

pumped, low-drag, continuous profile Sea-bird SBE-41 CTD (temperature, conductivity and pressure)
and WET Labs ECO pucks (BB2FLS, Zephyr; FlbbCD-SLK, U194), providing combined measurements of
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chlorophyll a fluorescence, coloured dissolved organicmatter (CDOM), and backscatter. The excitation
wavelengths were 470, 370 and 700 nm, the emission wavelengths 695, 460 nm. The ECO pucks
were mounted in the science bay, facing downwards. Also included are an Aanderaa Oxygen Optode
4835 and an altimeter. CDOM and backscatter provide information on organic and inorganic material
in the water-column, which would be useful for an in-depth examination on ecosystem dynamics
along a tidal mixing front. However, in this study, only temperature and chlorophyll a fluorescence
measurements are considered for demonstration purposes, which were obtained on a 1 Hz sampling
frequency. All acquired data were stored internally and a subset transmitted via Iridium each time the
glider surfaced.

Ensuring data quality from autonomous vehicles is an important, but potentially difficult task. The
issues can be reduced by using stable instruments (such as ship-borne CTD rosettes) with calibrations
pre- and post-deployment. Therefore, we used two ship-based CTD casts, one taken directly after
Zephyr retrieval (21st October 2013) and one taken at day 38 (19th October 2013) of the U194mission
to correct the glider data (temperature and chlorophyll a)where necessary. Due to the problems of ‘‘in-
mission’’ calibration (e.g. aligning the ship and glider position),wewere unable to take CTD casts at the
same time and location as U194. Therefore, we present the ship-based profile with the nearest spatio-
temporal U194 match (∆ time: 27 min; distance: 7.65 km). Additional water samples at surface and
bottom were taken for chlorophyll a measurement verification. A subset of oceanographic data was
stored on theNational Oceanography Centre (NOC) sftp server andmade available to theMetOffice via
the British Oceanographic Data Centre (BODC), for inclusion in their Forecasting Ocean Assimilation
Models (FOAM).

3.2.2. Echosounder
In addition to the standard science payload, glider U194was equipped with an Imagenex ES853: a

self-contained, single-beam 120 kHz echosounder (Fig. 2A). The ES853 was mounted in a science bay,
aligned centrally along the short axis of the glider and at an angle of 64° from the long axis (towards
the nose). This ensured that when the glider was in a downward glide (typical dive angle of −26°),
the transducer pointed directly downwards, analogous with the downward-looking orientation of a
ship’s echosounder. The echosounder operates with a pulse length of 100µs, beam angle of 10°, range
of 100m, configurable gain of either 20 or 40 dB, andmeasuresmean volume backscattering (Sv, dB re
1 m−1) per range bin interval of 0.5 m. It requires power of 0.25W, drawn from a 24 V DC supply, and
can output values to a PC or record data to internal storage. The ES853 has a dynamic range of 120 dB
and records signals as integer values, thus the resolution in signal strength is reduced compared with
typical floating-point recording of larger, ship-based echosounders.

The glider-integrated ES853was controlled via serial port and polled at a frequency of 0.25Hz,with
data stored on the glider’s internal memory. Upon retrieval of the glider the data were downloaded
and processed following Guihen et al. (2014), where raw echo-intensity data were converted to mean
volume backscattering strength (Sv), using the active version of the SONAR equation (Urick, 1983)
and calibration and manufacturers’ constants for echosounder receiving response and source level.
Glider position data are used to locate individual pings in time, depth and aspect. These data were
then processed using Myriax Echoview software (version 4.80), including subtraction of time-varied
gain amplified background noise (after Watkins and Brierley, 1996), and accounting for variability
in aspect of the transducer (after Dunford, 2005) and depth of the echosounder. Due to operational
difficulties, the ES853 was not calibrated using standard sphere methods (Foote et al., 1987), so data
shown here are relative. However, Guihen et al. (2014) showed that a calibrated ES853, mounted
on a glider, provided quantitative estimates of zooplankton distribution comparable to a ship-borne
echosounder, providing a suitable sampling strategy is employed. As a result we are confident that
the ES853 data provide a relative index of zooplankton distribution.

3.2.3. Passive acoustic monitoring
Glider Zephyr was equippedwith a Passive AcousticMonitoring (PAM) system based on amodified

d-tag sensor (Johnson and Tyack, 2003). The d-tag was mounted in the glider’s aft wet space close to
the buoyancy bladder, with the hydrophone on top of the glider just in front of the rudder (Fig. 2B).
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Power was taken from the glider’s main batteries. The sensor was configured to sample at 480 kHz,
and an automatic detector was implemented to detect the narrow-band high-frequency clicks of
harbour porpoise Phocoena phocoena (Villadsgaard et al., 2007). A 2 ms waveform clip of detected
clicks was stored to flash memory. Recordings were also made of acoustic data decimated to a sample
rate of 96 kHz for offline detection of other cetacean species and the measurement of noise. Although
recordings were made using a lossless compression format which typically gives a compression ratio
of 4:1 (Johnson et al., 2013), continuous recordingwould have filled available storage in approximately
two weeks. The recorder was therefore programmed to operate for 10 out of every 40 s and only at
water depths >40 m.

Recovered data were processed offline with PAMGuard software (Gillespie et al., 2008) to detect
cetacean clicks andwhistles and tomeasure noise in third octave bands between 22Hz and 45 kHz. An
operator (KG) viewed all detections manually, viewing click waveforms and whistle time frequency
contours, and listening to sections of data to confirmdetections and classify groups of transient sounds
as either ‘cetacean clicks’ or as ‘pump noise’.

3.2.4. Passive sampling devices for trace organic contaminant monitoring
Passive sampling devices made of a thin layer of polymer were deployed on Zephyr (Fig. 2B). These

polymer sheets aremade of AlteSil R⃝silicone rubber (24 cm×28 cm×0.5mm thick), andwere Soxhlet
extracted with ethyl acetate before further soaking in methanol. Performance reference compounds
(PRC; perdeuterated polycyclic aromatic hydrocarbons and fluorinated polychlorinated biphenyls)
were then uniformly spiked into the batch of samplers according to amethod similar to that described
by Booij et al. (2002). Samplers were kept in closed containers at −20 °C until deployment. Control
samplers were used to assess possible contamination during transport, deployment and retrieval
operations, and tomeasure initial PRC concentrations. Two sampling sheets were placed on top of the
glider and fastened using cable ties (Fig. 2B). A thin sheet of aluminium foil (muffle furnaced prior to
exposure) was placed between the samplers and the glider body to minimize possible contamination
of the samplers by direct diffusion from the glider hull itself.

After retrieval, the surface of the samplers was thoroughly cleaned in the laboratory to remove
any bio-fouling before static batch extraction with pentane (three times 300 mL over 72 h). Extracts
were combined and reduced in volume. The solvent was changed to dichloromethane before clean-up
by gel permeation chromatography. The extracts were then reduced in volume and analysed by gas
chromatography–mass spectrometry for polycyclic aromatic hydrocarbons (PAHs), polychlorinated
biphenyls (PCBs) and other chlorinated organic compounds. Field and laboratory procedures have
been described elsewhere in more detail (e.g. Allan et al., 2010, 2013).

3.3. Glider mission

Both gliders were deployed southwest of the Isles of Scilly from the RVCEFAS Endeavour on 12
September 2013, in order to conduct repeated transects over the targeted tidal-mixing front (Fig. 1,
‘transect 1’). The approximate location of the front was monitored prior to the survey via satellite-
derived front maps (Miller, 2009). A ship-based pre-deployment transect was performed in order
to ensure the area was free of static fishing gear (which is common in this area and represents a
potential hazard to any glider) and to take repeated CTD and water samples to affirm the transect
was located over the target front. A ship-based transect was performed on 21 October 2013 along the
glider survey line (Fig. 1, ‘transect 2’), in order to (1) compare the ES853 echosounder data with those
collected using the calibrated multi-frequency (38, 120 and 200 kHz) split-beam Simrad EK60 on the
RV CEFAS Endeavour, and (2) to collect CTD and water samples for U194 calibration purposes. Due to
glider control problems encountered during the mission, the initial glider transect (Fig. 1, ‘transect
1’) was shifted to the north of the Isles of Scilly on 24 September 2013 (Fig. 1, ‘transect 2’). Zephyr
was recovered from the RV CEFAS Endeavour on 21 October 2013 and on this occasion, a CTD cast
was conducted for glider-sensor calibration. Due to quickly deteriorating weather, retrieval of U194
had to be abandoned and the glider was picked up via fast-boat three weeks later on 13 November
2013.
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Fig. 3. Timeline glider deployments (blue shading: Zephyr; yellow: U194) and sensor activity, represented by black lines.
Dates indicate the beginning of each week of the deployment, white boxes provide information on sensor malfunctions. (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

4. Results

4.1. Mission summary

Strong tidal flows and northwards density currents deflected both gliders to the northwest of the
Isles of Scilly soon after deployment on 12 September 2013 (Hill et al., 2008). Unable to counteract
these currents, U194was pushed into very shallowwatersWest of the islands on 17 September 2013,
where manoeuvring was impossible and the glider needed to be recovered. Emergency recovery and
subsequent repairs were carried out between 20 September and 04 October 2013 (Table 1).

U194 was redeployed on 04 October 2013 via fast-boat northwest of the Isles of Scilly. This
also provided an opportunity to update faulty software on the Zephyr d-tag; both gliders then
resumed their mission. The planned glider transect was repositioned to the north of the western
TSZ (Fig. 1), where tidal flows and currents were weaker and where Zephyr had been located for
most of the previous three weeks. Using a more dynamic piloting approach (e.g. regularly adjusting
waypoints according to tidal flows, changing current correction setting), control of the flight path of
U194 was much improved. In contrast, piloting of Zephyr became increasingly challenging following
redeployment, possibly due to the hydrocarbon sensor sheets loosening and adding extra drag to the
vehicle (making it more susceptible to current drift). Nevertheless, both gliders executed the mission
without any further problems until retrieval. A summary of key events and a timeline of sensor activity
is given in Table 1 and Fig. 3, respectively.

Over the six-week deployment, the two gliders performed a total of 5474 dives (each dive
comprising one up and downcast, based on dives of ≥10 m) to a maximum depth of 101 m (Zephyr)
and 104 m (U194) (Table 2). The total horizontal distance covered was 2389 km, with an average
distance of ∼0.9 km between GPS fixes.

4.2. Physical environment

Fig. 4 shows the glider data is in good agreement with measurements obtained from ship-based
CTD-casts. However, U194 chlorophyll a displayed a significant offset (Fig. A.2) and data shown here
are corrected based on the vessel-profile by applying an ordinary linearmodel and adjusting the U194
chlorophyll a data by the slope and offset (U194corrected = U194raw × 1.33+ 0.084). Although there is
a slight offset between Zephyr and ship chlorophyll a, no correction was applied, because the water
samples suggest that the glider fluorometer gives a better reflection of the true chlorophyll than the
vessel data. No correction of temperature measurements was necessary.

Glider Zephyr predominantly sampled thermally stratified waters during its mission, although it
crossed the targeted tidal-mixing front several times in the first 500 h (Fig. 5A, Fig. A.3). A strong
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Table 2
Mission statistics. Statistics only considers dives of≥10m (to exclude non-
mission dives) andGPS fixes of≥100mapart.U194 statistics based on post-
redeployment dives only.

Statistic Zephyr U194

Total deployment days 38 39
Total number of dives 2654 2821
Total horizontal distance (km) 1080 1309
Mean horizontal distance b/w GPS fixes (km) 0.9 0.85
Max distance b/w GPS fixes (km) 13.7 10.3
Mean dive depth (m) 44.55 40
Max dive depth (m) 101.49 103.89

Fig. 4. Comparison between ship and glider derived temperature and chlorophyll for Zephyr (upper panel) and U194 (lower
panel). Green: Ship; blue: glider; red points show chlorophyll a from water samples ± standard deviation (N = 3). (For
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
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Fig. 5. Time series plots of temperature and chlorophyll concentration of both gliders against depth (panels A–B, Zephyr; panels
C–D, U194). Time refers to hours since themission start on 12 September 2013 at 1200 h. Note shifted time axis for U194, which
only considers data since re-deployment from 04 October 2013.

thermocline at 20–40 m depth is particularly evident after ∼500 h (Fig. 5A). Elevated levels of
chlorophyll a fluorescence are visible in the water column towards the base of the thermocline,
particularly around 300 h (Fig. 5B). Fluorescence increases notably where the thermocline crops
towards the surface in the frontal region, e.g. during a frontal crossing at∼200h (Fig. 5B). High levels of
chlorophyll a fluorescence remain visible even after the equinox (21 September 2013;∼200 h), which
is usually taken as the end of the primary production period elsewhere on the UK shelf (Weston et al.,
2005).

Glider U194 also predominantly sampled thermally stratified waters throughout its mission, but
spent less time in frontal regions (Figs. 1 and 5C). Subsurface chlorophyll maxima at ∼30 m depth,
associated with the thermocline, are clearly visible in U194 profiles until ∼800 h into the mission
(Fig. 5D). The deployment of U194 was substantially longer than that of Zephyr(Fig. 3), and included
a major storm event on 27 October 2013 (1080 h into the mission, Fig. 5C). Interestingly, the water
mass remained stratified (althoughmuchweaker) after this storm event, although surface waters had
cooled significantly and the thermocline depth increased to ∼50 m (Fig. 5C).

An interesting feature visible on the Zephyr temperature profile is the lack of an obvious
relationship between bottom temperature gradients and surface gradients, particularly around 400-
600 h (Fig. 5A). Consistently high surface temperatures were experienced throughout this period
(>15 °C), whereas the bottom temperature alternated between ∼11–13 °C. In general, the transition
zone along the bottom appears wider than at the surface (Fig. 5A, Fig. A.3). In addition, clear bottom
front crossings occurred on nine occasions, whereas the surface front was intersected six times only
(Fig. 5A, Fig. A.3).

4.3. Echosounder

The ES853 120 kHz echosounder, integrated onto U194 (Fig. 2A), successfully recorded acoustic
data from the water column during the first five-day deployment (Figs. 3 and 6). Unfortunately,
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Fig. 6. Echograms of glider-integrated ES853 at 120 kHz (A) and equivalent vessel based EK60 120 kHz (B). Distance between
the two sites 43.3 km. Features such as the seabed, fish shoals and zooplankton scattering have been indicated. Gain thresholds
for both echograms were set to −70 dB.

after redeployment a technical error prevented communication between the echosounder and the
glider and, as a consequence, acoustic data for the rest of the mission were not stored on the
internal memory of glider and echosounder. Focusing on the downcast, when the echosounder is
vertically orientated and most comparable to a ship-based echosounder, typical features observed
in echograms include the seabed and fish shoals (Fig. 6A). Similar acoustic features were observed
in an echogram derived from the ship-based echosounder in the same area at the same time of year
(Fig. 6B).

A band of scattered targets, consistently present within 20–25 m of the glider echosounder during
both down- and up-casts (Fig. 6A), was interpreted to represent small organisms such as zooplankton.
The vessel-based echogram at 120 kHz revealed similar scattered targets throughout the water
column, with some evidence for elevated concentrations at ∼30–40 m depth associated with the
thermocline (Fig. 6B). Due to the reduced signal-to-noise ratio of the glider echosounder, these small
targets were only observed within a limited range of the transducer. In contrast, the stronger water
column targets related to fish shoals were recorded throughout the water column on glider data
(Fig. 6A). These targets appeared similar to those recorded from RV CEFAS Endeavour during its annual
pelagic fish survey in the area (Fig. 6B), and were thought to consist of boarfish (Capros aper). Due to
differing ping rates (4 vs 0.25 s−1) and vehicle speeds (5 ms−1 vs. 0.3ms−1), the horizontal resolution
of acoustic data obtained from the glider was nearly twice as high compared to the vessel (1.2 m vs.
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2.5 m per ping), which suggests that the fish shoals imaged on the glider echogram are possibly small
examples of these boarfish shoals.

A noticeable feature on glider acoustic profiles is the presence of high backscatter patches in the
uppermost water column, observed down to ∼20 m water depth during upcasts (Fig. 6A). Adverse
weather conditions, with large waves or swell, are known to introduce bubbles into surface waters;
however, weather conditions were favourable during the period that these features were observed so
this cause is doubtful. Technical issues, such as side-lobe detection of the sea surface, are also thought
to be unlikely as these patches were not always present, absent during previous trial deployments,
and no changes had been applied to the echosounder settings. Vessel-derived echograms did not show
the same features, although the transducer depth of the vessel-based echosounders was 8.2 m below
the surface and so did not cover the surface layer. It is therefore possible that these high backscatter
patches have a biological origin, representing organisms restricted to surface layers. However,
their unusually high backscatter, widespread occurrence, and consistent appearance throughout
the deployment, also make this an unlikely source. Therefore, further investigation is required to
determine the true origin.

4.4. Passive acoustic monitoring

The power cable to the d-tag acoustic sensorwas damaged during or soon after installation, so PAM
data were only collected between 04 and 10 October (Fig. 3). These data included 2413 10s recordings
over 291 separate dive cycles, with an average of eight recordings per dive. Harbour porpoise clicks
were detectedduring two separate dives, althoughone of these consisted of only a single click. Dolphin
clicks andwhistleswere detected during 194dives: 145 of thesewere clicks only, 49whistles only, and
42 both (formap of locations of recordings see Fig. A.4). Fig. 7 shows thewaveforms and power spectra
of a typical dolphin and porpoise click. No other obvious noise sources, such as the pitch batterymotor
were apparent in the data.

Noise attributable to the glider pump was recorded on 169 occasions. The times of these noises
corresponded to the timeswhen the pumpwas ‘on’ in the glider log files, typically occurring for only a
few seconds at the bottomof each dive. Fig. 8 shows the distribution of noise in third octave bandswith
the pump on and the pump off. Median noise levels with the pump off are generally low indicating
that the system can be used to make accurate measurements of ambient noise. Noise levels at all
frequencies are considerably higher when the pump is in operation. However since the duration of
these noisy periods is relatively short, it will have little effect on overall survey effort.

4.5. Passive sampling devices

Recovered silicone rubber sample sheets were visually inspected for bio-fouling before analysis (as
this can affect the uptake of contaminants into passive samplers); bio-fouling levels were found to be
very low compared to static exposures. Significant dissipation of performance reference compounds
(PRC) was observed from sample sheets. PRC dissipation was used to estimate sampling rates using
a published procedure (Booij and Smedes, 2010). These rates were in the range of 3–7 L d−1

depending on the chemical. Sampling rates were normalized to a standard surface area (Huckins
et al., 1993) and compared with those observed during static or other mobile deployments of
passive samplers e.g. Booij et al., 2007; Allan and Harman, 2011; Lohmann et al., 2012); Table 3).
Sampling rates for the glider-mounted passive samplers used here are in a similar range to those
commonly observed for static deployments, whereas mobile exposures with high velocities tend to
achieve high sampling rates (Table 3). The PRC data from this passive sampler exposure (i.e. 50%
dissipation for d10-phenanthrene) indicate that sampling was time-integrative for substances with
octanol–water partition coefficient (log Kow) above 4.5. Since gliders are launched for periods of
weeks to months, these exposures can still detect polycyclic aromatic hydrocarbons (PAH) and
polychlorinated biphenyls (PCB) in the lowpg L−1 range, i.e. levels atwhich these compounds typically
occur in oceanic waters.

Freely dissolved concentrations of PAHs ranged from just over 1 ng L−1 for phenanthrene down
to below 10 pg L−1 for higher molecular weight PAHs. Polychlorinated biphenyls (PCBs) were found
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Fig. 7. (A) waveforms and (B) power spectra of detected dolphin and porpoise clicks using the d-tag hydrophone on Zephyr.

Fig. 8. Spectrum-level noise measurements at third octave intervals for times when the Zephyr pump was on and when the
pump was off. The three lines for each situation represent the median values and the lower and upper 90% intervals.

at levels below 10 pg L−1 (except for PCB congener 28 with a concentration of 32 pg L−1). The
freely dissolved concentration of hexachlorobenzene was 45 pg L−1. These concentrations were not
corrected for temperature or salinity, but are generally in the range of those measured in open waters
of the North Atlantic.

5. Discussion

In this ‘proof-of-concept’ study, two submarine gliders were equipped with sensors capable of
simultaneously measuring physical properties of the water column and multiple trophic levels, in
order to test their potential for ecosystem monitoring. The results highlight the advantages and
current limitations of utilizing gliders as autonomous platforms for the outlined purpose. The key
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Table 3
Passive sampling rates, typical exposure times, and limits of detection for various passive sampler deployment modes.

Deployment
mode

Sampling Rs
(L d−1)a

Exposure time Limits of detection
(pg L−1)b

Refs.

Static 1–20 0.5–3 months 0.3–30 (Vrana and Schuurmann, 2002; Allan et al.,
2010; Prokes et al., 2012; Allan et al., 2013)

Mobilec 18–27 4–6 days 3.0–7.0 (Booij et al., 2007)
Mobiled 70–200 5 h and 48 h 1.0–30 (Allan and Harman, 2011; Allan et al., 2011;

Lohmann et al., 2012)
Calibratione 60–200 15 days 0.2–0.6 (Booij et al., 2003)
Gliderf 3–7g 39 days 2.0–4.0 Present study
a For a standard semipermeable membrane device sampling surface area of 460 cm2 .
b Limits of detection in water for PAHs/PCBs in the linear phase of uptake (Cw,lim = mlim/[Rst]) with a arbitrarily set mlim of

0.5 ng per sample.
c Ship-based measurement using the ship’s continuous water supply (water velocity in the pipe of 15 cm s−1).
d Samplers towed behind a benthic trawl net (1.2–1.4 knot); towed behind a research vessel.
e During sampler calibration with water velocity of 90 cm s−1 and water temperature of 30 °C.
f Average glider velocity through water of 20–40 cm s−1 (horizontal velocity).
g Sampling rates corrected to a surface area of 460 cm2 .

outcomes relate to operational aspects, current sensor technology, instrument calibration and data
validation.

5.1. Glider operations

The two gliders successfully completed their missions, which lasted for just under 40 days and
which each comprised >2500 dives to depths of up to 100 m over total horizontal travel distances
of 1000–1300 km. The gliders continued to collect data in weather conditions that stopped research
vessel activity in the region, including a particularly severe storm on 27 October 2013 (Fig. 5C).

The two major operational challenges were flight control and alignment of the two glider
trajectories in space and time. Although previous deployments have demonstrated that gliders are
capable of following a proposed transect in areas of strong tidal flow (e.g. Leonard et al., 2007), this
proved extremely challenging in the present study (Fig. 1). This is likely due to the combination of
strong tidal and non-tidal residuals acting on the vehicles together. In order to fully understand the
effect of hydrodynamics on our gliders, a detailed analysis is required including currents, tides and
meteorological forcing in relation to the glider tracks and flight settings, which is beyond the scope of
this paper.

The flight of U194 was significantly improved by applying a more dynamic piloting approach,
including e.g. increased monitoring, modifying dive angle and current correction settings, and
adjusting waypoints depending on currents and tidal state. Hybrid Slocums equipped with a thruster
are also now commercially available (Jones, 2012), which should further aid future deployments in
tidally dominated environments. Furthermore, ongoing modelling and simulation research, dealing
with optimal path planning and influences on glider trajectories, can be used to aid the survey design
(e.g. Fernandez-Perdomo and Hernandez-Sosa et al., 2011; Ting and Mujeebu et al., 2012).

Aligning the flight of multiple gliders is a key requirement in whole-ecosystem monitoring, as
the sensors required to simultaneously measuremultiple ecosystem components cannot currently be
integrated onto a single vehicle due to limited payload capacity and energy constraints. In addition,
certain instruments need to go onto different platforms due to acoustic interference problems
(e.g. active echosounder and passive hydrophone). In order to obtain meaningful data on multiple
parameters simultaneously, the vehicles should be aligned in time and space; ideally the maximum
distance between the vehicles should not exceed the scale on which the variables change. This
is a challenging task, because gliders equipped with different sensors will display specific flight
behaviours, e.g. due to different ballasting and external sensor configurations. For example, the
hydrocarbon sheets used on Zephyr in this study are likely to have added extra drag to the vehicle
resulting in different flight behaviour compared toU194 (cf. Fig. 1). If time and budget allow, extended
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trials focusing on simultaneous flight prior to a mission could improve piloting for individual gliders
and, therefore, trajectory alignment.

5.2. Sensors

Throughout themission, CTD and fluorometer sensors on both gliders providedwater-columndata
at a spatio-temporal resolution and frequency not attainable through ship-based surveys or satellite
imagery. For example, Zephyr crossed the Isles of Scilly tidal-mixing front several times (Fig. 5A),
with collected data highlighting the spatial offset of the surface and bottom fronts (Fig. 5) as well as
chlorophyll maxima associated with the thermocline (Fig. 5B); these features would not be detected
using remote sensing data. Glider U194 dominantly sampled stratified waters, and monitored change
in the water column from seasonally stratified to mixed over a period of six weeks (Fig. 5C); within
this period the glider continued collecting data during the severe storm event on 27 October 2013.
Despite the high resolution and amount of information collected, file sizes were small enough for a
subset of data to be transmitted via Iridium during the mission.

The newly integrated ES853 echosounder and d-tag passive acoustic monitoring system provided
promising data on the spatial distribution of higher trophic-level organisms. Thehydrophone recorded
numerous cetacean clicks and whistles from different species during the six days of operation (Figs. 7
and A.4). The echosounder was capable of detecting targets, including fish and zooplankton, similar
to targets detected by vessel-based data echosounders (Fig. 6).

The novel hydrocarbon sheets trialed here can easily be attached to gliders and AUVs, and
collect supplementary information on water quality. This has particular application for regulatory
monitoring, e.g. in response to European legislation such as the Water Framework Directive and
the Marine Strategy Framework Directive. The sampling scheme can be extended from hydrophobic
compounds (as used in this study) to samplers specifically designed to sample hydrophilic substances
and metals.

Limitations of glider-integrated instrumentation include the need for data calibration and valida-
tion, particularly over long-term surveys. CTD and fluorometer calibration procedures are generally
undertaken during glider deployment and retrieval using calibrated ship-based CTDs and by taking
water samples. However, depending on survey area and season, a considerable amount of bio-fouling
can affect the glider-integrated instruments; this causes sensor drift in a non-linear fashion, which
is difficult to account for with calibration procedures at the beginning and end of a mission. In addi-
tion, collection of water samples remains essential for phytoplankton biomass estimations or species
identification.

Although the echosounder and PAM system are capable of collecting data on the distribution of
higher trophic level organisms over large spatio-temporal scales, they are significantly harder to
calibrate compared with the physical sensors. Single-beam single-frequency echosounders provide
a limited capability for target identification, which are normally undertaken using multi-frequency
discrimination methods (e.g. Korneliussen and Ona, 2003). However, these instruments are currently
too large and powerful to be integrated into underwater gliders. To establish fish specieswith absolute
certainty, verification via net sampling also remains essential. Size–length relationships needed for
target strength model parameterization for conversion to biomass and information on age-class
distribution are additional parameters that can only be acquired with dedicated net sampling from
vessel-based surveys. There has been some success at classifying cetacean whistles collected by PAM
systems to species level (Gillespie et al., 2013), although considerable problems remain in estimating
absolute animal abundance from glider-based data. Critical data for the estimation of abundance are
the range at which animals are detected and either the rate of vocalization or the ability to isolate and
count individuals (Marques et al., 2013). Gliders are too slow moving to use target motion analysis
to localize animals in the water columns, as is commonly done for sperm whales (e.g. Lewis et al.,
2007) and vocalization rate is poorly known for most species. Finally, echosounder and PAM system
development should focus on methods for summarizing the complex data to enable transmission of
a subset of collected data, rather than after retrieval. This would enable the glider to target, on the fly,
hotspots of animals.
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Fig. A.1. Composite satellite-derived front map of the survey area off southwest UK, based on data from 12 September–17
October 2013. Red indicateswarm-water (stratified) side of tidal-mixing fronts, blue the cold-water (mixed) side. Line thickness
equates to the strength of the front (the thicker the line, the stronger the front). Note the strong tidal-mixing front west of the
Isles of Scilly, separating stratified waters to the west from tidally mixed waters to the east (cf. Fig. 1). (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of this article.)

6. Conclusions and recommendations

This proof-of-concept study has highlighted some of the advantages and current limitations
of utilizing submarine gliders for the purpose of ecosystem monitoring. Advantages include cost
efficiency, capability of working in adverse weather, and collection of 3D water-column data at high
spatio-temporal resolution over periods of weeks to months. This is not achievable with other single
platforms, but is essential in order to detect change and its effect on an ecosystem, e.g. breakdown
of seasonal stratification, impact of short-duration storm events. All of the novel glider-integrated
sensors used in this study delivered useable data, although they could only provide information
on distribution of biological indicators rather than accurate estimates of abundance or biomass.
More broadly, glider sensor calibration and data validation remain challenging and dependent upon
supporting infrastructure (ships, moorings), so acquired data are often only suitable for qualitative
analysis. In addition, for the purpose of multi-vehicle surveys, aligning glider trajectories and flight
control are significant issues that require further improvement (especially in dynamic tidally-
dominated environments). Nevertheless, the promising results achieved in this study have led to
a further deployment targeting oceanic fronts off southwest UK (planned for autumn 2014) using
unmanned surface vehicles (USVs) as an in addition to submarine gliders.

For effectivewhole-ecosystemmonitoring in the future, a range of autonomous platformswill need
to be deployed within a marine monitoring network, including USVs, AUVs and gliders. Successful
implementation of an autonomous monitoring network has already been demonstrated in the
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Fig. A.2. Calibration profiles between ship (green) and U194 (blue), showing uncorrected chlorophyll a data. Red points show
values from water samples ± standard deviation (N = 3). (For interpretation of the references to colour in this figure legend,
the reader is referred to the web version of this article.)

California Current Ecosystem, where satellite imagery, vessel surveys, gliders, floats and moorings
are used in combination to provide compatible data on ecosystem dynamics at various spatio-
temporal scales (Ohman et al., 2013). Satellite remote sensing provides information on large-scale
surface processes, which is supplemented by submarine gliders measuring water column properties.
Moorings and targeted vessel surveys utilize more powerful sensors working at high frequency, and
are used to calibrate satellite and glider data; vessels are also used to run structured experimental
surveys, which require ship-based equipment. Together, the sampling network efficiently provides a
synoptic view of an ecosystem at multiple scales, which can significantly advance our understanding
of marine ecosystem functioning and drivers of change.
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Fig. A.3. Temperature of surface waters (A and B, between 5–10 m depth) and deeper waters (C and D, between 60–70 m
depth) as a function of time and longitude (A and C) and latitude (B and D).

Fig. A.4. Maps showing the areawhere the d-tag hydrophone on Zephyr was active (A) and recorded dolphin clicks (B), whistles
(C), and dives with both and porpoise clicks (D). Black crosses refer to locations of dives without recordings.

Appendix

See Figs. A.1–A.4.
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