HJNIVERSITY OF

Southampton

University of Southampton Research Repository

ePrints Soton

Copyright © and Moral Rights for this thesis are retained by the author and/or other
copyright owners. A copy can be downloaded for personal non-commercial
research or study, without prior permission or charge. This thesis cannot be
reproduced or quoted extensively from without first obtaining permission in writing
from the copyright holder/s. The content must not be changed in any way or sold
commercially in any format or medium without the formal permission of the
copyright holders.

When referring to this work, full bibliographic details including the author, title,
awarding institution and date of the thesis must be given e.g.

AUTHOR (year of submission) "Full thesis title", University of Southampton, name
of the University School or Department, PhD Thesis, pagination

http://eprints.soton.ac.uk



http://eprints.soton.ac.uk/

University of Southampton

Faculty of Engineering and Applied Science

Jet Noiss Source Location

by

Stewart Alexander Lindsay Glegg

Thesis submitted for the degree of
Doctor of Philosophy in the
Institute of Sound and Vibration Research

January 1979



Guotation

"If your experiment needs statistics, you ought to have
done a better experiment”

Lord Rutherford
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UNIVERSITY OF SOUTHAMPTON
ABSTRACT
FACULTY OF ENGINEERING

INSTITUTE OF SOUND AND VIBRATION RESEARCH

Doctor of Philosophy

JET NOISE SOURCE LOCATION
by Stewart Glegg

This thesis describes the development of a technique which evaluates
the relative strengths of noise sources on jet engines. At the outset
the technique, known as Polar Correlation, had been shown to work in
practice, and the purpose of this project was to refine it into s
method suitable for general application.

In this thesis each aspect of this technique has been covered,
starting with its theoretical background and concluding with its
application to jet engines. Also included in this work is a discuss-
ion of the practical application of the technique, the development of
data analysis systems, and experimental results on a number of different
rigs.

The Polar Correlation technique samples the wavefield produced by =z
linear distribution of acoustic sources. From these measurements a
resolution limited source image is obtained by inverting the wavenumber
spectrum of the acoustic source distribution. The theoretical back-
ground to the technique, and the implications of the approximatiana
which are required, are outlined in Chapter Two. The practical aspscts
of the technique and its application are described in Chapter Three. A
major part of the work has been the development of data analysis systems
which provide fast and efficient data reduction. Several different
methods have been used and these are described in Chapter Four. The
application of the technique to hot and cold model air jets, and full
scale jet engines (specifically the Rolls Royce RB.211) are described
in Chapters Five and Six.

In conclusion this technique has been used successfully for the
location of jet noise sources at both full and model scale, and data
analysis facilities for the technique have been established at both ISVR,
Southampton University, and Rolls Royce o Lig,
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CHAPTER 1: INTRODUCTION

1.1, INTRODUCTION

One of the major aspects of controlling the noise output from
a complicated machine such as a jet engine is the evaluation of the
areas to which noise reduction techniques can be most effectively
applied. Only when the relative significance of each noise source
is known can the most effective action be taken to reduce the oversll
noise output. While this is a very general problem which is signif-
icant in many applications of noise control, the work described in
this thesis is limited to the evaluation of the noise sources on asro-
engines. On & modern aero-engine there are several different sources
of noise and several channels through which this noise may escape
to the acoustic far field. For instance engine fan noise is trans-
mitted either upstream and out of the engine inlet, or downstream
and out of the by-pass duct exit, while combustion noise is emitted
mainly by the hot core exhaust (see Figure 1.1). As well as these
sources there also exists jet noise caused by the turbulent mixing
of the jet exhaust with the outside medium. Determination of the
relative levels of these sources permits the development engineer to
concentrate acoustic treatment on those sources where the greatest
net benefit is anticipated.

The simplest and most widely used technique of estimating the
strengths of acoustic sources on jet engines is prediction and spectral
analysis. If the spectral characteristics of each type of source can
be predicted, then the measured frequency spectrum will show the level
of each source. However this technique is limited to sources with
known spectral characteristics, and it is only possible to different-
iate between sources which do not contribute equally at a particular
frequency. Although these methods have been used for many years in
the aircraft industry, they are not very satisfactory because too much
has to be assumed about the acoustic sources. Therefore there is a
requirement for technigues which measure the relative strength of each
source within a distribution at a specified frequency, without the
necessity for the source characteristics to be known in advance. This
thesis will describe a technique, known as Polar Correlation, which
may be used to evaluate the relative strengths of sources along the

axis of an aero-engine.
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1.2. THE POLAR CORRELATION TECHNIQUE

Bafore reviewing the many different methods which have been used
to evaluate sources of noise, the principle of Polar Correlation will
be introduced. The noise seurces on a jet engine emit acouatic waves
which propagate into the acoustic far field, and the fluctuations at
any point in this field are determined by the strength and distrib-
ution of acoustic sources on the engine. For example consider three
simple harmonically fluctuating sources on a line as illustrated in
Figure 3.1. The wavefield at a fixed instant in time for each sourcs
in isolation is illustrated on the left of this figure, and the oversll
wavefield is given by the sum of these three. The principle of source
location on which Polar Correlation is based can be demonstrated by
considering this simple model. Polar Correlation evaluates the source
strength distribution by teking measurements on a polar arc of constant
radius in the acoustic far field (see Figure 3.1). First consider
the source at A in isolation: since this lies at the centre of the
polar arc, at any fixed instant of time the fluctuating pressure on
the polar arc will be constant, as illustrated by the top diagram on
the right of Figure 3.1. However the waves from the sourcse at B cross
over the polar arc, and so at any fixed instant in time there will be
a variation of pressure around the polar arc. This variation is
shown on the right of Figure 3.1 and is found to be cosinusoidal as &
function of the sine of the angle 'o{'. Similarly for the source at
C whioch lies further downstream from the polar arc centre. In this
case the polar arc passes through more peaks and troughs of the wave-
field and the variation of pressure as & function of sin(of ) yields a
cosine wave of higher frequency.

When all three sources are radiating at the same time the total
wavefield on the polar arc will be given by the sum of these three
cosine waves, illustrated on the bottom right of Figure 3.1. However
each cosine wave represents & term in the Fourier series which repres-
ents the total wavefield. The amplitude of each cosine wave is
determined by the strength of the source, and the frequency by the
location of the source. It is a relatively simple matter to solve
this Fourier series to determine the strength and location of each
source. In the more general case, socurces are continuously distrib-
uted along the axis of an aero-engine, and therefore the Fourier series

iilustrated here, becomes a Fourier integral.
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However in the case of asro-engines the acoustic sources are
also randomly fluctuating, which means that the effective source
strength at any frequency will vary with time. Therefore it is
necessary to consider an averaged source étrength. This may be
obtained by considering the cross power spectral density® on the
polar arc. This quantity is chosen because it retains the important
phase relationships of the randomly fluctuating field which are
required to evaluate the source distribution. It will be shown in
Chapter 2 that there is a Fourier integral relationship between the
distribution of source strength and the cross power spectral density
in the acoustic far field. This integral relationship may be
inverted numerically to yield a resolution limited image of the
acoustic source distribution.

It should be noted that in principle only an "epparent" image
of the source distribution can be obtained. The word "apparent" is
used in this context because there are many different source distrib-
utions which can create the same acoustic far field. Therefore
there are many different reconstructions which can be obtained from
the same set of far field measurements, and the results which are
obtained depend on the assumptions made about the source distribution.
These assumptions constitute the model of the source distribution and
the value of the reconstructed image depends on the accuracy of this
model. This point will be considered in more detail in Chapter 2,
and the rest of this chapter will describe some of the other methods
of source location whiech have been used.

1.3, LITERATURE REVIEW
1.3.1. Sonar

The first engineering application of measuring acoustic waves
to determine their source originated in the Great War with the develop-
ment of sonar. This technique was developed by Solokov and its ‘
principle application is the detection of submarines. Like Polar
Correlation, sonar techniques use an array of traneducers to evaluate
an acoustic wavefield. From these measurements the angle of arrival
of the acoustic wave is estimated, and this yields the bearing of its

*The cross power spectral density is sometimes referred to as the
¢ross spsctral density in other texts.
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source to the array; by using two arrays, two bearings are obtained
and this enables the position of the source to be evaluated. Sonars
can be either active or passive, the former relying on reflections

of a reference acoustic signal, while the latter relies solely on the
noise emitted by the target. There is a large amount of literature assoc-~
jated with sonar,and very sophisticated techniques have been developed
to enhance resolution (e.g. Davids, Thurston and Mueser (1952), van
Buren (1973)), and to reduce signal to noise ratios (Brown and Reynoulds
(1959)). Although Polar Correlation and sonar have a great deal in
common, their application is very different. In Polar Correlation it
is the relative strengths of sources at approximately known locations
which are required,while with sonar it is the detection of a single
source in a noisy environment which is evaluated. Therefore in
developing Polar Correlation to date, little use has been made of the
more sophisticated techniques used in sonar analysis. However, there
may be some aspects of sonar technology which can be used in the future
to optimise the Polar Correlation technique.

1.3.2. Holography

Another method of source identification which has been developed
is acoustic holography. This is a method of measuring the acoustic
wavefleld on a plane so that it may be reconstructed either optically
or numerically to give an image of the sources contributing to the
hologram,

In its active application holography is used to obtain the
image of reflecting objects, which are illuminated using sound waves.
However,in order to overcome resolution problems the sigze of the
illuminated objects must be very much larger than the acoustic wave-
length of the reflected sound. Therefore in most examples of this
technique ultrasonic waves have been used (Mueller (1971), Aoki (1970),
El-Sum (1969))

Passive holography has also been used in a number of applicet-
ions. For instance a comprehensive study of vibrating plates using
holographic methods was underteken by Watson (1973). In his study
Watson measured a microphone signal on a plane in the acoustic far
field of the vibrating plate; this was then added to the signal used
to drive the plate and the combination illuminated an intensity
sensitive diode light on the back of the microphone. By scanning
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the microphone over the hologram plane and photographing the diode
light, an optical hologram was produced. Illuminating the hologram
with laser light then gave the image of the field from the vibrating
plate. Similar results have been reported by Greene (1969), who
recorded the distribution of hologram intensity directly without
recourse to optical processing.

Passive holography used to determine the location of a single
source producing Gaué?an noise is reported by MacDonald and Shulthesis
(1968), and Hahn (1975). Also Uhes et al (1975) have reported using
holography to identify the source of gear noise. However holography
is very sensitive to signal/noise errors and so Sasski et al (1977)
have developed a more sophisticated method of signal processing using
polyspectra. Numerical examples show this provides improved images
but this method can only be applied to quasi-periodic sources.

From this review of holographic techniques it would appear that
some of the major problems with source location on Jet engines have
not been attempted. First there is the practical problem of applying
a holographic technique to a full scale Jjet engine on an open air test
bed, and secondly the application of this method to source distribut-
ion with partial spatial coherence has not been investigated. These
problems may result in limitations of the holographic technique, which
could prove difficult to overcoms.

1.3.3. Measurement of Jet Noise Socurce Distributions

One of the environmental noise problems of the last twenty
years has been the effect of jet aircraft noise on the community close
to airports, and this has resulted in a considerable amount of reseerch
into all aspects of jet engine noise. The mechanism which causes Jet
noise was originally explained by Lighthill (1952) in terms of the
turbulent mixing process between the jet and the medium into which it
exhausts. However to improve the understanding of jet noise it is
useful to have some knowledge of the distribution of noise source
intensity in the Jet, and it is this objective which has inspired &
number of investigations into the acoustic source distributions along
model air Jjets.

Some of the earlier attempts to measure source distributions
in jets have concentrated on evaluating various properties of the
turbulence and relating these to the acoustic output by theoretical
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considerations (see for example Dyer (1959), Maestrello & McDavid
(1971)). However more recently a number of techniques have been
developed which measure directly the distribution of sowrce strength
along both model and full scale Jets, and in this section each of
these methods will be reviewed.
a) Shields

The first attempts to measure the distribution of acoustic
source strength within a jet from acoustic far field messurements
alone utilised shields to eliminate part of the source distribution
(Potter & Jones (1967), Bishop et al (1971)). The principle of this
method relies on"what cannot be seen cannot be heard", which considering
the discrepancy in wavelengths between optics and acoustics is perhaps
an oversimplification. More recently, Damms (1977) has developed a
theoretical interpretation of this type of measurement, and this has
been applied to some data from the RB.211 engine (Beasley (1977)).
The problem with this method is that the Jjet engine has to be modelled
not only as a line source but alsc as a number of individual sources.
The advantages of this technique are that first,the individual socurces
can be placed at locations where point sources are known to exist,
thus theoretically giving infinite resclution and secondly, the direct-~
ionality of each of these modelled sources can be evaluated. However
there are also some major disadvantages: first,as the number of
modelled sources are increased, the method used to calculate the source
levels becomes numerically unstable and secondly, there is a major exp-
erimental problem in applying this method to a full scale jet engine.
On the RB.211 a screen 28m 1long and 10m high was used in 26 different
locations. This programme took several days to complete and required
& number of engine runs. Compared with the microphone array tech-
niques which have been used to obtain similar information on a single
engine run, the shield technique would appear to have major practical
disadvantages.
b) Causality Correlation

An ingenious technique of source location, known as Causality
Correlation, has recently been developed by Siddon (1973). This
technique has primarily been developed to measure jet noise sources

although in principle it may also be used on other source mechanisms.
To describe this technique it should be noted that the contribution



-7=

of an acoustic source to the far field intensity depends not only on
the fluctuations of that source but also on its interference effects
with other sourcesg. Therefore to predict the acoustic far field
from source measurements alone requires the evaluation of not only
each source amplitude but also its cross-correlation with every other
source, Attempts to measurs this complete description of the sources
in model air Jjets have never been successful because of the enormous
measurement programme required and the fundamental difficulties of
measuring the source strength. Therefore Siddon has proposed a
method of source strength measurement which automatically includes
the interference between each source.

The principle of Siddons technique is to cross-correlate source
fluctuations with the acoustic far field signal. Since the far
field signal includes contributions from all the sources within the
distribution, all interference effects are automatically included, and
the resultant correlation at the appropriate time delay specifies the
effective radiated intensity of the source fluctuations being measured.

The advantage of this method is that it offers a direct link
between a local region of the source and a specific far field observer,
thus avoiding the resolution problem associated with the other far
field methods. However,it should be noted that when considering the
complete source distribution, probe measurements must be taken at
intervals which are small compared with the acoustic wavelengths in
order to account for interference éffects, and to ensure integral
closure (i.e. the integrated source intensity gives the far field
level). There are also a number of quite severe practical problems
which may offset the advantage of ideal resolution, in particular:-
i)  Although the method offers at least an order of magnitude saving
in experimental effort compared with source measurement alone, the
level of effort required is still very appreciable and leads to a
degree of detail beyond that required in all but the most fundamental
resesarch applications.
i1) Application of this technique requires a quite detailed knowledge
of the noise producing mechanisms involved,since this determines the

quantity to be measured by the source probe.
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iii) The employment of a probe in the source region raises the problem
of probe generated noise. The criterion for probe noise is partic-
ularly severe for causality correlation (see Siddon (1973)), since

it must be negligible compared to that generated by the locally corr-
elated source region in which the probe is located. Thisg is a severe
restriction and more seriously, there is no obvious experimental method
of ensuring that it is obeyed. The probe noise could frequently be
negligible compared to that produced by the total source region, while
8till being the dominant contributor in the locally correlated region
in which it is placed. 1t is noted however that remote sensing
devices, for example the Laser Doppler Velocimeter for velocity measure-
ments, could eliminate this particular problem area.

iv) Finally it should be noted that the amplitude of the correlations
to be measured will frequently be small, the average correlation
coefficient being of the order of the reciprocal of the square root

of the number of locally correlated regions contained in the total
source array. Damms (1977) has also pointed out that they could also
be appreciably smaller than this if a significant part of the 'source'
signal is composed of the convection of a frogzen pattern of fluctuat-
ions past the probe, as these will not contribute to the far field
pressure.

In conclusion, it would appear that these difficulties make
Causality Correlation unsuitable as a general purpose source location
technique. Its application is probably restricted to specific
research problems, but even here considerable care in its practical
implementation is required if erroneous or misleading information is
to be avoided.

c) Acoustic Mirrors

The first attempts to use the focusing properties of concave
surfaces for source location in the context of aerodynamic noise appear
to be those of Grosche (1968) and Chu et al (1972) (see also Grosche
(1973)). The former used an elliptical mirror while the latter a

parabolic one. The parabolic mirror focuses all rays arriving
parallel to the mirror axis onto a microphone placed at the focal
point. This is strictly only appropriate for a source at infinity,
but it has been shown by Glegg (1975) that in practice this is not a
severe restriction. It should be noted, however, that the parabolic
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mirror can only locate the line (i.e. the mirrar axis) on which the
gsource must lie, and does not havs resolution along this axis.
However, the elliptical mirror focuses radiation from a source placed
at one focal point to a microphone placed at the other. It therefore
provides three dimensional focusing which can be an advantage.

The characteristic of acoustic mirrors which permits their use
a8 source location devices is that the path length from the source at
one focus to the microphone at the other, via the mirror surface,are
equal, Thus if the amplitude and phase of wave emitted by the source
is constant on the surface of a sphere centred on the source, all the
rays will arrive at the microphone in phase and interfere construct-
ively to yield a large signal. Alternatively,if the sourcs does not
lie on the focus, the rays reaching the microphone will have different
path lengths and will interfere destructively, resulting in a smaller
microphone signal.

However, the requirement for omnidirectional amplitude and phase
restricts such techniques to evaluating the effective monopole source
strength. It should be emphasised that this is a common feature of
all far field source location techniques and is an example of the
inherent non-uniqueness of the relationship between the acoustic far
field and the source distribution (Ffowcs-Williams (1973), Kempton
(1976)). However, the image of a source with directional character-
istics similar to jet noise has been investigated by Glegg (1975) and
it was shown that the effect of the directionality was not severe,
merely degrading the resolution of the mirror.

While acoustic mirrors have been very successful as source
location tools at model scale, there is a major practical problem in
applying the seame technique to full scale engines where the wavelengths
of interest are very much longer. 1t may be shown that to obtain
resolution of about 5 acoustic wavelengths, the mirror diameter must
be about 50-75% of the customary far field measurement distance. On
a full scale engine this could result in mirrors which are at least
10 m in diameter, and an accurate scanning mechanism for this mirror
would obviously introduce ma jor mechanical problems on an open air
test site. Consequently acoustic mirrors have never been developed

for full scale engine testing.



-40-

d) Microphone Arrays

Perhaps the major practical problem of using acoustic mirrors
for source location on jets is their lack of applicability to different
test rigs. A mirror is a large and expensive apparatus and has to be
optimised for & particular application. Consequently there are major
practical problems in designing and building a mirror which may be
used on a number of test rigs at both model and full scale. As a

result,microphone array techniques have been developed which provide
equal ability to resolve sources as the mirror, and may be applied to
many different rigs. In principle a microphone array technique is
merely a simplification of the mirror. Rather than sample a segment
of the wavefield and acoustically construct a source image, the micro-
phone array samples the wavefield at specifiic points, and constructs
the source image using signal processing techniques.

In the last five years a number of microphone array techniques
have been developed specifically for the evaluation of Jjet noise
sources. It would appear that the most widely applied of these tech-
niques are the Acoustic Telescope (Billingsley and Kinns (1976)) and
Polar Correlation (Fisher et al (1977)), while other techniques due
to Parthasarathy (1974), Kinns (1976) and Maestrello and Liu (1976)
have alsc been reported with a limited set of experimental results.

The Acoustic Telescope and Polar Correlation were developed con-
currently at Cambridge University by Billingsley and Kinns, and at
Southampton University by Harper-Bourne respectively, both under the
sponsorship of Rolls Royce (1971) Ltd. Although these two techniques
work on different principles, it has transpired that there is very
little difference between the results which can be obtained using
either technique. A detailed comparison by Damms (1977) concludes
that theoretically there is no difference between these methods, and
80 the only advantages of one method over the other must result from
practical considerations. In this respect each technique has its own
advantages, which depend on the particular requirement of each test.
The advantage of the Acoustic Telescope is its very fast date analysis
which enables source distributions to be computed in real time; however
it can only be applied using a specially developed mini-computer and
it does not provide any intermediate storage medium between the

microphone signals and the computed source distribution. Conversely
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Polar Correlation requires a longer data analysis procedure but has
the advantages of providing an intermediste data storage medium, and
requiring less sophisticated data analysis systems.

The source location method used in the Acoustic Telescope relies
on the same principle as sonar techniques. The Telescope consists
of a linear array of equally spaced microphones in the acoustic far
field, and may be focused onto a source in the distribution. The
focusing 1is achieved by linearly summing the signals from each micro-
phone in the array at the time delay appropriate to the acoustic
propagation time from the source to each microphone. Therefore
focusing 1is achieved in the same way as the acoustic mirror. The
Polar Correlation technique however samples the signals in the acoustic
far field in a similar way using microphones on a polar arc and
utilises the relationship between amplitude and phase of these signals
at specific frequencies to construct a wavenumber spectrum of the
source distribution. Inverting the wavenumber spectrum provides an
image of the source distribution. Since both techniques sample the
wavefield using similar methods, a number of the principles developed
in this thesis on wavefield sampling are equally applicable to both
techniques.

In order to compare these two methods with other microphonse
array techniques the principle of each will be described and their
limitations discussed.

i) Parthasarathys' Method: In this technique the signals from two

microphones in the acoustic far field are cross correlated. Then by

assuning that each source in the distribution is uncorrelated and
produces pure white noise, the evaluated cross correlation gives the
distribution of source strength intensity along the jet. The fallacy
of this method lies in the assumptions made about the noise sources. Jet
noise sources do not necesserily produce purely random white noise
signals, and the source spectrum may vary along the axis of the Jjet.
In principle this method is limited by these assumptions to very
specific applications and the results presented (Parthasarathy (1974))
do not provide particulafly well resolved source distributions.

ii) Binaural Source Location: This method was developed by Kinns
(1976) and evaluates the centroid of a source distribution from the
measured phase between two closely spaced microphones in the acoustic
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far field. In common with other source location techniques this
method assumes that the jet noise sources lie on the centre line of
the jet, and in principle this method is the gzero aperture limit of
Polar Correlation. While this method locates the source centroid
exactly (within the limitations of its source strength definition) it
provides no resolution and therefore gives no information about the
distribution of sources. Consequently it is of only limited applic-
ation.

iii) Maestrellos' Method: This technique developed by Maestrello
and Liu (1976) uses a microphone array similar to that of Polar
Correlation, with microphones equally spaced on a polar arc in the

acoustic far field. By cross correlating the signals between each
microphone it is shown that there is a double wavenumber integral
relationship between the measurements and the cross spectral density
between sources in the distribution. This relationship will be demon-
strated in the development of the theory pertaining to Polar Correl-
ation in Chapter 2, and it is at this stage that the two methods
diverge. In Polar Correlation the source strength is defined so
that interference effects between sources are included in a single
source strength definition, which reduces the relationship with the
measurements from a double to a single wavenumber integral which may
be inverted. In Maestrellos' method the double integral is solved
using a curve fitting procedure. There are two criticisms of
Maestrellos' work: first his analysis does not admit the existence
of phase relationships between coherent sources, and this automatically
excludes any convected source model of Jjet noise. Secondly, no
analysis of measurement error sensitivity has been undertaken and
according to Yardley (1974) this is likely to cause uncheracteristic
errors in the numerical inversion procedures used to obtain source
digtributions.
1.3.4. Conclusion

In this section an attempt has been made to review all the
relevant methods of acoustic source location. Specifically we are
interested in methods which can be applied to the evaluation of sources
on jet engines. Although there are many methods which have been
applied to model scale Jjets, there are only two which have been used
without major practical difficulties at both full and model scale:
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these are the Acoustic Telescope and Polar Correlation. It has been
shown that although these two techniques use different methods of
analysis, they are capable of producing the same results and are
subject to the same limitations. The choice of technique therefore
depends on the requirements of a particular test.

In the following chapters, development work om the Polar Correl-
ation technique will be described. However due to its close relation-
ghip with the Acoustic Telescope a number of the principles developed
are equally relevant to both tehcniques, particularly those relating
to the sampling of wavefields. It is hoped that this work will go
some way to justify the claim that Polar Correlation is at present one
of the two more sophisticated techniques for evaluating the distribut-

ion of source strength along jet engines.
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CHAPTER 2: THE THEQORY OF SOURCE LOCATION TECHNIQUES WITH PARTICULAR
REFERENCE TO POLAR CORRELATION

2.1. INTRODUCTION

This chapter describes in detail the theoretical background to the
Polar Correlation technique. However since this technique has a great
deal in common with other source location techniques used to evaluate
the source distributions on jet engines, a number of the thecrems devel-
oped have a far more general application. .

The basic restriction of source location methods which use one
dimensional microphone arrays, such as Polar Correlation or the Acoustic
Telescope (Billingsley & Kinns (1976)), is that the source distribution
must be modelled as an effective line source. Therefore the starting
point of this chapter is the solution to the wave equation which des-
cribes the acoustic field from such a distribution of sources. From
this the principle of the wave number spectrum and its extension to
Polar Correlation is developed.

One of the purposes of this chapter is to evaluate the signific-
ance of the assumptions and restrictions which are implicit in the
application of Polar Correlation. These are discussed in terms of the
evaluated source image, and the effects of axial resolution, aliasing
lengths, and three dimensional effects are demonstrated. These effects
are not solely a feature of Polar Correlation but are equally important
in other methods of souree location.

One of the inherent problems with any method of source location
which uses measurements in the acoustic fer field is the non-uniqueness
of the results. This ambiguity arises because there are many different
distributions of sources which cause the same acoustic far field;
however from the far field information alone any source location tech-
nique can only define one apparent source distribution. This can be
defined as the equivalent monopole source distribution, which may, in
principle, be replaced by many other distributions of higher order
multipole sources. At first sight this ambiguity might be considered
so catastrophic that all far field source lo¢ation techniques are rend-
ered useless. However in practice the acoustic far field information
is rarely the only information available. When undertaking an experi-

ment of this type it is probable that the approximate location of each
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source is known, and the information required is the relative level of
each source within the distribution. To a certain extent this over-
comes the ambiguity of the results since they may be checked against

' this additional information.

One of the problem areas of practical source location techniques
is their application to randomly fluctuating sources with arbitary
spatial ccherence. This aspect is discussed in some detail and two
different definitions of source level are developed. The first defin-
ition gives the effective source strength as seen by an observer at a
reference position, and the second defines the relative strength of each
region of coherent sources. The latter definition requires that each
coherent structure is the same throughout the source distribution, and
is therefore of limited application, whereas the former definition is
more general but is also more difficult to both measure and interpret.

Finally it should be noted that this chapter is entirely of a
theoretical nature and no attempt has been made to describe theorems in
terms of their practical application. Therefore any reader who is
only interested in applying this technique should immediately turn to
Chapter Three, where the principles and application of this technigue
will be described without so much mathematical analysis.

2.2, THE WAVENUMBER SPECTRUM PRINCIPLE
The acoustic signal from a linear array of sources of strength

q(y,t) may be defined by the integral
L -]

p( ,t) = j «y,t - r/a)) dy/r (2.2.1)

-
This is the well known solution to the wave equation in an acoustic

field free trom retlections; the pressure p(® ,t) may be taken on a
polar arc of constant radius R (see Figure 2.1) and the distance 'r' is
defined as the propagation path length between the source at 'y' and
the measurement point,

By taking the Fourier transform of both sides of this equation,
a complex valued acoustic field strength is defined at the fixed

frequency 'w':
o
r~ ~ iKr
P () = [ 1,0 & aye (2.2.2)
-ed

where K = w/ao = 2%/N .
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At this stage it is convenient to note that in the acoustic far
field, where the polar arc radius R is very much greater than the
length of the source distribution L, the propagation path length can
be approximated by r = R - ysineA + o(zi); this is a fundamental
approximation to all that follows and é%é effect of ignoring higher
order terms in this series will be demonstrated later in this chapter.

Further, in the amplitude term of 1/r, the dependence on 'y' may
pe dropped altogether without any significant loss of accuracy, and

the complex acoustic field is defiined as

iKR A N
P () =% ‘( 3, () o HRYSINX 4y T (2.2.3)

This eguation shows a Fourier transtform relationship between the
distribution of source strength and the complex pressure amplitude on
the polar arc, and the gquantity ﬁLJ(Ol) is known as the wavenumber
spectrum of the source distribution Eu)(y). This suggests that by
taking the inverse Fourier transform of ﬁg () as a function of
Ksinel '*, it is possible to evaluate the distribution of source
strength G, (¥).

2.3. PHYSICAL PROBLEMS OF WAVENUMBER SPECTRA

It has been shown in the previous section that in principle the
wavenumber spectrum may be used to evaluate the source distribution
from measurements in the acoustic far field. However in practice there
are several physical limitations which prevent an exact solution being
obtained. These problems restrict the solution of the wavenumber
spectrum so that at best only an apparent source image may be evaluated.
This section will discuss the physical restrictions which are imposed,
and their effect on the apparent source image.

a) Resolution

In order to evaluate the inverse Fourier transform of a function
such as the complex acoustic field, ﬁl)(d), it is necessary to measure
this function between the intinite limits -w{ Ksinw(s0 . However
this is physically impossible since measurements can og%? be made
between the finite limits —Ksind & Ksinu{Ksino where sin o Z1. In

order to investigate the significance ot this restriction, it is conven-

#* (Note : 'K* is kept constant)
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ient to multiply the acoustic field measurements by an arbitary
weighting function which is zero outside the limits of the measurements.
The infinite limits to the integral may then be used and the measure-
ment restrictions are defined by the effects of the weighting function
on the source image.

The measurable source image, 'EI(y), can theretore be calculated
from the inverse Fourier transtorm of the acoustic field, %:got ), mult-
iplied by an arbitary weighting function w(Ksin®{) which is zero outside

the measurement limits of ¥ Ksin 0(m:

V)
a}(z) = 'éjw'r'f 2); (%) w(Ksinu ) g1k zsink d(Ksinw ) (2.341)
-ed

where w(Ksin®t) = O when |Ksin|2Ksin X

A property of Fourier transforms is that the inverse transform of
the product of two functions yields a convolution integral of the type
(Churchill (1972), p.393)

5 iKR
a(z) = 7 j §_ () w(y-2) &y (2.3.2)
~e0

where W(y) is the inverse Fourier transform of the weighting function
w(Ksin® ) and ?f& (y) exp(iKR)/R is the inverse transform of the acoustic
rield p, (ot ), as defined by equation 2.2.3.

This shows that the effect of the limited range of measurements
and the choice of weighting function is to smooth the finer detail of
the source image. Since the choice of weighting function is arbitary,
the amount of smoothing on the source image can be controlled to a
certain extent. For instance two typical weightings which may be used
are the rectangular weighting and the Bartlett (triangular) weighting
defined by:

Rectangular: w(Ksinst ) = 1.0 |Ksina| £ Ksind (2.3.3)
0.0 |KsinKl ¥ Ksine(

L1}

1- IRsin«l IKsin«] £ Ksinx
Ksina(m
0.0 |Ksinda| 2 Ksin®

Bartlett: w(Ksing( )

The source images of a simple point source using these weightings
are shown in Figure 2.2, and the width of the main lobe in these images

specifies the resolution of each window.
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In order to demonstrate the dependence of the window function
W(y) on the aperture angle 'o(m' and the wavenumber 'K', it is
convenient to speecify W(y) and the weighting function w(¢) as Fourier

transform pairs: i.e.

W0
w(y) = -2—%,-‘[‘ w(Ksin ) e295i8% g(ksinx) (2.3.4)
~ad
To eliminate the effect of the aperture angle it is useful to note that
all weightings are functions of Ksin® /Ksin o(m = X, and so 2.3.4 may

also be written as

2
W(y) = 'éj-i? Ksinb(mj‘ w(x ) oTSIn KX gy (2.3.5)
~—o0

where we have substituted x = Ksinv(/KsinD(m

Then by defining a normalised window function Wﬁ which is indepen-
dent of wavenumber 'K' and aperture angle 'me' and related to the

welghting function by the Fourier Transform
)
1 . i;
WN(y) = -é-ﬁ-‘rw (x) e I* ax
—ul)

it follows from 2.3.5 that
W(y) = KsinoC . WN(KysinoLm) (2.3.6)

This result, which shows that the window function depends upon
Kysina(m, demonstrates that the resolution, or width of the main lobe,
will be inversely proportional to Ksino(m. Also the peak level of the
window will be proportional to KsinOLm while the area beneath the curve
remains independent of Ksinv(m.‘ Therefore good resolution is obtained
using large aperture angles 'g('m and high fregquencies so that 'Ksinb(&
is large.

The weighting/window functions discussed above are identical to
the weighting/window functions used in spectral analysis (Blackman and
Tukey (1958)). There are many different types of these functions,
and in general these have either large side lobes (e.g. the rectangular
window in Figure 2.2) with a narrow main lobe or smaller side lobes
(e.g. the Bartlett window Figure 2.2) with a broader main lobe. In
this application the main requirement is for the best resolution without

negative loops in the window f'unction, and it was found that of the
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standard window functions, the Bartlett most closely satisfied thess
criteria, Therefore the Bartlett window has been used as standard in
all the source images presented in this thesis.
b) Aliasing

In order to evaluate the source image as defined by equation
2.3.1, it is necessary to measure the function 3;,(0L) as a continuous
function of the wavenumber space variable 'Ksin®'., In practice
however it is only possible to evaluate'ﬁ“,(ot) at a finite number of
points in space. This effectively imposes a further physical restric-
tion on the source image which may be defined as the aliasing problem.
Zhis problem applies not only to Polar Correlation, but to any scheme
which uses discrete measurements in the acoustic far field.

In order to demonstratsﬂfgisagzob%ggﬁgng%dﬁibi Eiéﬁiiiﬂﬁﬁt array

which evaluates the field at equal locationigﬁ in 'sinK'. The complex

field at the nth location is given by

60

iKR -iKyn&
P(n) =g J?i(y)e TS gy
3 R [A

- o)
Alternatively this equation may be written as
o0

L Jlm . o -1K|. ynA
p(n) = & exp(iKind) g g, (y-L)e ay

R ~ 0

By choosing KLnd, = 2%Wn, the term exp(iKInA) is unity, and it
follows that the measurements 5;,(n) cannot differentiate between the
source distributions §(¥), Gu(¥-L) +.... T, (ytul). Therefore the
source image calculated from the measurements 55,(n) must pe periodic
with period 'L', and errors will occur if the source distribution is
significant outside the limits y = : L/2, where L is defined by the
spacing L = N/A (since K = 2w/ .)

c) Three Dimensional Effects

The model considered in Section 2.2 consisted of a linear array
of sources on the y-axis. However in practice the type of source
distributions to be considered are those from aerc engines which have
finite dimensions perpendicular to the y axis. Therefore it is
necessary to consider the conditions under which the three dimensional
source distribution may be considered.

Starting with the solution to the wave equation in three dimens-

ions gives, on a polar arc of radius R, at the angle 'eo('
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p(& ,t) = j” 0'(¥, t-r/a ) 4y, 4y, dy4/r (2.3.7)
Y4¥2Y3
By taking the Fourier transform with respect to time of this equation

we obtain:

B, (%) = [ @ ™ ay, @, ayy/r (2.3.8)
Y4593
In the three dimensional case the far field approximation for the path
length 'r’ is given by
r =R ~ y,;sink -y,cosk+ .e.n. ngir)
and in the amplitude term 1/r, the Yy Yo dependence in this approxim-
ation may be ignored without significant loss of accuracy. Therefore

equation 2.3.8 may be written:

~ iXR ~o pe= =iKy,sini =ik X
p,(%)=¢ “‘J\ q: (5) e Yy SIK T 008N 4y, dy,dy 5 (2.3.9)
T3
When the Yo dimension is small such that Ky2 &1, then exp(-iKyzcos x) =1

and an eguivalent linear source strength may be defined as

E“ (Y1) = ff Zw (57) dy2 dy3 (203010)
Y2y3
such that
re 3 o - - “
P (%) = g™ f q, (7)) e Hoqsin®ay, (2.3.11)
I

which is equivalent to equation 2.2.3.

This demonstrates how the source distribution may be considered
as a line source providing the dimensions in the Yo direction are very
much less than a wavelength so that Ky, 1.

This condition may be relaxed slightly if the wavenumber spectrum
is only evaluated over the limited range of z KsinO(m. In this case

it is necessary that Ky2(1—cos o(m) &£ 1 so that the integral
- =ik 8
ff 0! (3) 255 ey,
y2y3

is independent of ¢ over the range -o(m< “<°fn The effective linear

source strength may then be defined as:
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T, (7)) = ff ) ¢ Y2 ay, &y, (2.3.12)
To¥ s
which is identical to 2.3.10 when Ky2<3: 1.

While this gives the condition under which the cross axis dimen-
sions may be ignored, the effect of working outside these limitations
will be discussed in a later section.

2.4, AMBIGUOUS SOURCE DISTRIBUTIONS

The relationships derived in the previous sections assume that

the acoustic field may be described in terms of the solution to the

wave equation:
@

p(o,t) =f oy,t - /a) dy/r

However it has been emphasised by Ffowcs Williams (1973), (1974)
that this solution is not unique, and there are many source distribut-
ions q(y,t) which give the same acoustic field. This has been very
concisely demonstrated by Kempton (1976) who has illustrated the equiv-
alence of acoustic fields from a monopole source at 'y' and a multipole
cluster at the origin 'y=0'. This follows from a Taylors series
expansion of the acoustic field from the monopole of strength A(t):
(see Kempton (1976))

0

1 ¢ @)™ 3R (4 1

-~ A(t—r/ao) = Z = SE | R A(t—R/ao)J (2.4.1)
n=o

This series converges whenever R>{R - r|. In the acoustic far

field terms of order 1/R2 may be ignored in the derivatives and in the

expansion R-r = ysine + ..... O(y%/R). Therefore

0 . n n
% A(t—r/ao) - % ggb (—y81§:(/ao) sln A(t4ﬁ/ag) (2.4.2)

Each term in this series is characteristic of a multipole of

order 2" and strength
f(—y/ao)n/nﬂ 2% A®%) (2.4.3)
\ J otn
located at the origin y = 0. It should be noted however that the far
field approximations leading to 2.4.2 are not strictly necessary since

gach term of the series 2.4.1 describes a multipolés field,
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This demonstrates how the same acoustic field has been generated
by two distinctly different mechanisms, and it is therefore very
importaent that this ambiguilty should be considered when interpreting
the results from far field source location techniques.

To investigate this further consider the source image calculated
from the field of a multipole of order Zn, whose strength is given by
2.4.3, using equation 2.3.1. First it is necessary to take the Fourier
transform of 2.4.3 with respect to time, so that the acoustic field at
the fixed frequency 'w ' is defined as

g’% () = (-iKysinx )™ A, /n! . 'IeiiKR

where A, is the Fourier transform of A(t). Then the source image is

given as o0
iKR e
%
?{I(z) = -é-}‘;-f (-iKysinw )© -ﬁ-% . § W (Esini)e X258 % a(ksinu )
-y °

which may be evaluated using the properties of Fowrier transforms

(Churchill (1972) p.471,(3)) to give

ikR
o) = Rt () Sé_g W 2) (2.44)

Therefore the source image from a multipole of order 2" is the nth
derivative of the window function W(z); also note how this is a very
complete result since the scurce image from a cluster of multipoles
of ascending order, whose strength is given by 2.4.3, is defined as
: 00
L -k 1 @20 g
n=o0 * z

The series in this equation sums to the window function W(z-y),
and the source image represents a monopole located at 'y', from which
the source strengths 2.4.3 were derived. Therefore the source image
reveals the monopole nature of the source distribution, but conceals
its true nature which may consist of a number of interfering higher

order sowurces.

2.5. THE EXTENSION TO "WHITE NOISE" SOURCE DISTRIBUTIONS WITH ARBITARY
SPATIAL COHERENCE

The discussion so far has been limited to sources whose fluctuations

are known for all time, and therefore have exact representations in the

frequency domain, However in practice it is necessary to apply source
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location techniques to randomly fluctuating sources, whose Fourier transform
with respect to time can only be estimated from a limited record. This estim-

ate has to be used because the source strength in the frequency domain, and
thus the far field pressurelﬁg(d ), will depend not only on frequency

but also on the time of evaluation. Therefore to obtain a meaningful
result it is necessary to consider an averaged quantity with non-zero

mean., In order to preserve the phase dependence in the far field it

is found that fthe natural quantity to consider is the cross power

spectral®* density, defined as the averaged cross product between'én(u~)

at two points in the acoustic far field.

As before the acoustic far field trom an almost linear array of
sources will be considered on a polar arc of radius 'R' (see Figure 2.1).
The cross power spectral density will be taken between a reference point
on this arc, defined to be at the angle '?5', as shown in Figure 2.1,
and a second point at an angle 'e '. The cross power spectral density
is defined as the averaged value of the cross product of the acoustic

field variables at these points.
N

Ry () = 2[5 () 5.0(p ) (2.5.1)

The location '?5' is defined as the reference point, at which the
phase will be zero. This may be taken as any point on the polar arc.
Therefore evaluating the cross power spectral density‘RB (%) in terms
of the source strengths given in 2.2.3, the following relationship is
obtained:

~ ’ . 1K =i .

Rp(m) = ff EX[E () a’w*(zz} oiKysin K -iKzsin dedz

V z o (2.5.2)
Then by defining the average source level as seen at ';3' by the integral

over z of the cross power spectral density of the source strengths,

MEVENPCIEN . o
Ex[qm (¥) Ay (2) |including the associated phase lag to B's deee

15?, (y) = %2 Ex['é’m (y) ‘:1',:(22] eiK(y—z)sinF az (2.5.3)
it is found that
Fp () = T oMot in gy (2.5.4)

*This quantity 1s sometimes referred to as the cross spectral density.
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This defines an equivalent wavenumber spectrum for randomly
fluctuating sources, which are typical of the sources of noise assoc-
iated with aero-engines. As before by taking the inverse Fourier
transform of Ep (= )‘L as a function of K(sinx -sin F), the distribution
of the source level Qi?’(y) may be obtained. The gsame restrictions in
terms of the resolution, aliasing and three dimensional effects apply,
and the principle of evaluation is identical.

2,6, INTERPRETATION OF THE SOURCE STRENGTH PARAMETER.
The source strength for randomly fluctuating sources has been

defined as
5’? (y) =é—:.£ Ex [a:(y) a/‘:(iy eiK(y_z)Sin?dz (2.6.1)

This may be interpreted as the effective source strength as seen
by the reference microphone at ' g '. To demonstrate this consider
the power spectral density of the acoustic field fluctuations at 'P 'y

defined as

P(p) = Rg(p) - mx [(p) 3(p)] (2.6.2)
From equation 2.5.4 it follows that
PB) = | 8. (y) a (2.6.3)
P £ P

Thus the power spectral level at 'B' may be defined by the integral
of the source strength parameter 515 (y). However from this result it
appears that since P(P) is entirely real, then only the real part of
5? (y) is significant, its imaginary part being of zero integral scale.
This feature can be established by considering 2.6.1 in 2.6.3 and
integrating over y and z.

However the interpretation of 5 (y) is not particularly clear.
When deriving the pointwise source strength ?fw (y), its definition was
relatively simple, as the complex amplitude of fluctuations at 'y'.
The complex nature of this parameter describes the relative phase of
the fluctuations at the point 'y!'. However in the case of randomly
fluctuating sources relative phase is only meaningful if the sources
are correlated and Exiqa(y)q:( z)] %0, y+z. The significance of a
source at 'y' depends not only on the magnitude of the fluctuations at

that point but also on their interactions with other neighbouring
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source fluctuations, and any cancellations which may occur. Since
the definition of EP (y) (see 2.6.1) includes an integral over ‘'z'
relative to the position 'y', including the path length differences
to 'B' (given by the exp(iK(y-z)sth) term), these cancellations are
automatically included. Therefore it appears that‘§P (y) is & pertin-
ent definition of the effective source strength, because it identifies
the relative significance of each part of the source distribution as
seen by the observer at "& ', However only the real part of this
function is significant to the observer since the imaginary part is of
zero integral scale, and has no clear physical interpretation. It
should be noted, however, that this definition is ambiguous since it
does not identify any interference effects. Therefore it is possible
to eliminate a section of the measured source distribution and create
stronger effective sources due to the lack of destructive interference.
2.7. THE EVALUATION OF COHERENT SQURCE DISTRIBUTIONS

It has been shown that the complex acoustic field at the fixed
frequency 'w ', on a polar arc of radius R, is related to & linear

distribution of sources by the integral (2.2.3).
L]

iKR . .
To(x) = 2 |7, () IRy (2.7.1)
)

However if the sources are randomly fluctuating it is necessary
to consider averaged frequency components, and it was argued in section
2.5 that the natural quantity to consider was the cross power spectral
density between two points on the polar arc., It was shown how &
source strength parameter could be evaluated for sources with arbitary
spatial coherence. In this section the special case will pe considered
where all the sources within the distribution are completely coherent;
this means that each source is driven by the same input, so that the

source strength parameter may be re-defined as

T () = AN L) (2.7.2)
where the amplitude and phase of Q(y) is invariant with time. A typical
example of such a distribution might be a vibrating pipe which is driven
by a single source, but emits acoustic waves throughout its length.

The acoustic emission at any point will then have a fixed amplitude and

phase relationship to every other point on the pipe.
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This situation may be easily recognised from measurements in the
acoustic far field because each point in this field will be completely
coherent. To demonstrate this feature consider the C.P.S.D. on the
polar arc defined by equations 2.5.1 and 2.5.2, which may be written

in terms of 2.7.2 as

E‘ﬁ(d) = %2 J:I. a(y) E*(z) . Ex DI(&))’ZJ eiKySinx ~iKz'3iande
v (2.7.3)

This may be re-arranged in the simplified form of

5%(9() :2—13‘-}-5“-1-9—) Ex[lz(oo)lzj (2.7.4)
R

v w7 : ;
where A(®¢ ) = j Q(y)emysm“dy
¥
The P.S.D. at any point ® can be defined from this result by letting

=ol, giving
v 2 2 2
P ) = |K()]? Bx [|2(0)] 2] R (2.7.5)
The coherence of this field can be established simply from the definit-

ion of cocherence

b;?(u) = |§§(o¢.)\/ P(w ) P(?l)

which may be seen from 2.7.4 and 2.7.5 to be unity.

In order to determine the relative amplitude and phase of each
point in the distribution, Q(y), it is necessary to measure A(o( ) and
invert the Fourier integral

B(w) = | §y) oTsintyy

¥
The inversion of this integral has already been fully discussed,

and in this section methods of measuringtz(vi) will be considered.

Since the field is completely coherent, it is unnecessary to
measure the variation of the C.P.3.D. on the polar arc. The amplitude
variation of K(O‘) can be determined directly from the P.S.D. defined
in equation 2.7.5,suitably normalised to eliminate the constant factor
Ex [lI(aJ)\ZJ /Rz. Also required is the phase Of:K(M ) and since the
field is ccherent this may be measwred directly by comparing the signals
between two points on the polar arc. In meny cases this may be the
simplest way to take the measurements, but it is also possible to

measure A(of) using the C.P.S.D., normalised by the P.S.D. at the
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reference angle P . This gives

~ o~
Re(*)/p(p) = A /%(p)
By specifying B to be the phase reference point, K(P) is
real valued and the normalised source strength parameterlzky)/A(P )
can be evaluated. This result emphasises the importance of amplitude
and phase narmalisation inherent in both methods of measurement.
Since the source strength definition 2.7.2 is purely relative this
normalisation is unavoidable.
2.8, PARTIALLY COHERENT SOURCE DISTRIBUTIONS
2.8.1. Introduction

When sources are randomly fluctuating it is necessary to define

& gource strength parameter which utilises a time average of their
fluctuations. However the averaged strength of a source at any point
does not specify its effective radiation since its interference with
other sources must be allowed for, and the extent of these interference
effects will depend on its coherence with adjacent sources. In
section 2.5 a pointwise source strength parameter was defined so that
it included the interference effects of all associated sources; however
this parameter has certain problems of interpretation and so in this
section an alternative source strength parameter will be discussed.
Rather than consider the source distribution as a number of point
sources, in this section the distribution will be considered as a
number of coherent source regions. A distribution of randomly fluct-
uating sources may be modelled as the superposition of a number of
coherent source regions. Each of the sources within a particular
region are defined as having completely coherent fluctuations which are
statistically independent of the source fluctuations in another region.
Then by allowing these regions to overlap, partial coherence may be
obtained between the total fluctuations at any two points, To illus-
trate this, consider the diagram below which shows two coherent regions

of sources.
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Since all the fluctuations in one region are coherent, the fluctuations
at the points 'x' and 'z' will have a fixed amplitude and phase
relationship. However the point 'w' is in a completely different
region and therefare will be statistically independent of the source
fluctuations at either x or z. In the overlapping section of these
two regions there exists partial coherence, so the total fluctuations
at the point 'y' will be partially coherent with the fluctuations at
the points x, z and w.

The advantage of this approach to source strength definition is
that all interference effects have been isolated into specific regions.
The distribution of sources within a region specifies all the inter-
ference effects of sources within that region and will account for all
their effective directionality in the acoustic far field. Any number
of these independent regions may be superimposed and the acoustic field
'will include their statistically independent contributions. In this
section the source strength parameter will be developed so that it
defines the effective strength of each of these independent regions, as
if they were an effective point source with its own directionality.
This point source will be assumed to lie at the centroid of this region
and the source distribution then becomes a distribution of statistic-
ally independent point sources. It will then be shown that this
source strength definition has certain practical advantages to the
application of the Polar Correlation technigque. |
2.8.2. General Definition of Socurce Strengths

As before we will start by considering the acoustic field from

a linear array of sources, only in this instance the source fluctuations
will be defined as a function of the two space variables 'y' and 'z',
where 'y' defines the distribution of statistically independent regions
and 'z' the distribution of sources within each region. Thus the

source strength parameter takes the form q(y,z,t), which specifies the
fluctuations at the spatial location y+z, associated with the region
located at 'y'. By taking the Fourier transform of the fluctuations with
respect to time and utilising the wavenumber spectrum principle described
in section 2.2, the complex acoustic field at the fixed frequency W'

may be defined from %guation 2,2.3 as:

f’;\(o( ) = %lKRJ‘J qm (v,2) e-j‘K(y*'z)Sin“ dydz
~0
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In this definition ﬁ;(ot) is the complex acoustic field on a poler arc
of radius R which lies in the far field of the source distribution.
This result differs from equation 2.2.3 in that a double spatial
integral has been used to allow for the definition of source strengths
in terms of cocherent regions.

However since randomly fluctuating sources are being considered,
an averaged quantity must be used and so we are led as before to define
the cross power spectral density between fluctuations in the acoustic

field. This is defined as

Rg () = = [F(x) ¥p)]

and is related to the source parameter as (2.8.1)
o0
o - . s Y
Rg () =_;_ ﬂ“ EXE(y1,z1)?;/*(y2,z2)]e iK(y,+2,) sinu+iK(y,+z,) sin
W
R - dy, by, dz, dz,

However since source fluctuations associated with the region yy ere
independent of those associated with Yo the above integrand will only
exist when Yy = Vo

Also the variation of this integrand with %y 52%p describes a distri-
bution of completely ccherent sources with phase relationships which will
not vary with time. The source strength at (y1,z1) will have a fixed
relationship with the source strength at (y1,zz). This may be extracted
from the value of Ex[ﬁ&y1,z1) a:Sya,za)], in terms of a function g&ygz)
which describes the amplitude and phase relationships between different

locations in the region 'y'. These amplitude and phase relationships
mey be conveniently normalised so that

<0

I'éfu (y,2) dz = 1.0

bt -]

and from this the integrand of 2.8.1 may be defined as
EX[qw(y1’z1)q<:(Y2szz)} = Qw(sq )gp (y1,z1) EN*(Y1332) S(y1'Y2) (2.8.2)

where the normalising function Q, (y) is

00 @ =[] =T, (5,27 #5,2,)] as,as,

This function Q‘J(y) defines a source strength parameter which depends
on the total strength of the coherent region, and it is real valued
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because of the double integral and complex conjugate nature of the
integrand.

It is noted that this definition of the integrand of equation
2.8.1, given by 2.8.2, has allowed the separation of the variables
Yo%y s8ye Therefore integration with respect to each of these
variables may be carried out directly. This is simplified by defining

the function which results from the zy and Zg integrations as
[/

~ ~ -iKzsino
Doy (¥, ) =jaw(y,z) g e dz

~—cd)

so that equation 2.8.1 can be written in the form
o}

o~ 1 ~ ~ -iK : —at

Ry () = = S Q,, (¥)Dey (3, o )D, #(y, e y(sin« sm‘s)dy (2.8.3)
~o0

2.8.3. Interpretation of Parameters
The result given in equation 2.8.3 defines a relationship

between the cross power spectral density of the far field signals and
the sowrce strength parameters Q, (y) and oﬁw (y,% ). These parameters
may be interpreted quite simply: the function Qm(y) represents the
total integrated souwrce strength of all sources within a coherent region
whose centroid is specified to lie at 'y', and (5,, (y,% ) represents the
directionality of that region. The latter is demonstrated when the
power spectral density on the polar arc is considered. This may be

obtained by allowing ™ to equal ‘\3 in equation 2.8.3 end gives
08
1 ~ 2
P ) =4, [ o, 0 15,0012 oy (2.8.4)
-0

Thus the overall directionality of each coherent region is specified by
As

]D(y,o( )lz, and this accounts for all the interference effects between
coherent sources. '

2.8.4. Elimination of Directionalities
In order to cast equation 2.8.% in a form which is more amenable

to solution it is necessary to eliminate the dependence of the direction-
ality functions on 'y'. This assumes that the constitution of each
coherent region, and consequently their directionalities, are identical.
This would appear to be an unjustified assumption and in a later section
the implications will be eValuated. However it should be noted that
the results from many other source location techniques which have been
used on model and full scale jets (Billingsley & Kinns (1976), Grosche
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(1973) ,Laufer et al(1976), Parthasarathy (1974)) have been interpreted
assuming no correlation between adjacent sources. This implies that
there is no directionality in the acoustic field which is a far grosser
assumption than assuming that each coherent region has the same direct-
ionality.

Therefore the directionalities ’5“ (y,% ) in equations 2.8.3 and
2.8e4 are assumed independent of y and replaced by 31o< ) giving

R (%) = dgocga*gg) J‘ a, (v) e -iKy(sinx -sinB) .
r?

P(x ) = \Eg;g\z [ e, &

Then by considering the complex coherence on the polar arc, defined by

Cg (%) =Ry () /V/ B(«) B(p) (2.8.5)
the following relationship is obtained

E () = ei'é(“ )-14(p )J Q'(y)e-ﬂ{y(smx -sinF) (2.8.6)

where Q'(y) = H(Y)/j Q(y)dy defines a source strength parameter normal=-
ised to unit area, and A( ) defines the phase directionality of d.(a‘ ).
If it is assumed that A(® ) = O then equation 2.8.6 represents a
particularly convenient form of the wavenumber spectrum relationship
which may be inverted to yield the distribution of the source strength
parameter Q’(y). The restrictions of inverting this equation have
already been discussed and the distribution Q'(y) may be interpreted as
the distribution of effective surengths of coherent regions, normalised
to unit area., This is the major result of this section and has some
significant advantages over the earlier formulations given in this
chapter. First the complex coherence C? (o ) is an easier function to
measure than the cross power spectral density Rﬁ (ot ) used in earlier
formulations. This arises because of the narmalisation procedure used
in equation 2.8.5, which dispenses with the requirement to calibrate
each microphone used to measure the acoustic signals. Secondly the
source strength Q'(y) is by definition real valued which means that

a’p(o() will be symmetrical about @& =-’\3 s 10
Ty () = Cx(=ot)
) = -
® [ e
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Therefore only positive values of «-Pneed be evaluated, which automat-
ically halves the number of measurements required. Finally Q'(y) has
a much clearer physical interpretation than the definition of source
strength develcped in section 2.5.

However this result depends on two significant assumptions.
First it is assumed that the directionalities of each coherent region
are identical; and secondly it has been assumed that the phase direct-
ionality A(A ) is zero. The first of these assumptions will be
evaluated in section 2.9 where it will be shown that it does not result
in significant errors, and the second assumption will be discussed
in the next sub-section.
2.8.5. The Effect of Phase Directionality

The problem with the phase directionality term A(ol ) is that it

cannot be measured using the power spectral density function and so is

not eliminated by the normalisgtion procedure given in equation 2.8.5.
To demonstrate its significance consider the features which cause this

directionality of phase: i1t is defined as the phase of the function
d(ol ) given by

R
i) = [ (a) o Hesinmg,
LY

where a,, (%) describes the distribution of amplitude and phase of

sources within a coherent region, and is normalised so that it integ-

rates to unity
o0

X aw(z)dz = 1.0

-oh
This specifies the imaginary part of‘gu,(z) as having zero internal
scale. Also this function has been defined as having its centroid at
z =0, Since the imaginary part is of zero internal scale it is most
useful to define this centroidal location in terms of the real part of
3; only. Thus the centroid is defined from
o0

chm(z) dz = z

-0

c

where 3; (z) = ¢, (2) + id , (z)
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Source distributions with these features have been investigated
by Kinns (1976) and it is shown that when KLsin® is small (where L
represents the length of the coherent region), the phase (% ) is
given by

gt ) = -_If’sinzo( f d“(z) zzdz - O((KLsinot)7)
2 -cA

Thus phase directionalities will be of the order (KLsinOC)z, and their
magnitude will be dependent on the distribution of the imaginary part
of z; (z). In general these phase directionalities will be negligible
when ccherent regions cannot be resolved, i.e. KLsinx & 1; however
when the aperture and coherence length scale is large enough then phase
errors are likely to be important.

As an example, consider a coherent region which is typical of
Jet noise having a linear variation of phase with z. Thus the distrib-
ution of sources within the cohsrent region is given by

1% 2

8, (z) e

where a,,(z) is real and a, (0)%0. Then the phase directionality is

given by ©
A(D() g EZS'___}_H;ES_ j &&(Z). 220 Sin( ‘52) dz
-0

This integral will be zero whenever a, (z) is symmetrical about
z=0, and in general the phase directionality will depend on the skewness
of the distribution of sources within the coherent region
2,8,6 Summary

This section has considered the evaluation of a source distrib-
ution which includes randomly fluctuating sources with arbitary
coherence. The problem of defining the source strength for this type
of source distribution is making the correct allowance for the effects
of interference. This section has used an approach which groups
source interference effects into complete units, and the strength of
each unit is evaluated using the source location technique. The
previous definition given in section 2.5 differs from this approach in
that the source strengths at two different points are dependent on

each other due to their coherence which will result in interference

effects.
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The definition presented in this section has been shown to have
two important practical advantages, providing the assumptions of the
theory are reasonable. The first of these advantages is that only
one sided transforms are required and the second is that all measure-
ments are normalised. However when dealing with two strongly coherent
point sources, separated by a large number of wavelengths this defin-
ition is ambiguous since the effective source will be located between
the two real sources. In this situation the definition given in
section 2.5 will locate the sources correctly, and therefore may be
considered more accurate., In conclusion, the choice of source strength
definition depends on the possibility of this ambiguity. In the source
distributions which are to be considered in this thesis, two strongly
coherent point sources separated by a large number of wavelengths are
not of major importance, The only case when this effect is likely
to occur is on a Jet engine when the noise emitted by the inlet is
coherent with the noise emitted by the bypass duct or hot core exit at
frequencies above 1000 Hg. Therefore the second choice of source
strength parameter has been used throughout so that the major practical
advantages of one sided transforms and normalised data may be realised.
2.9. NUMERICAL EVALUATION OF APPROXIMATIONS
2.9.1. Far Field Approximations

Throughout this chapter it has been assumed that in the acoustic
far field the path length from a source at 'y', on the axis to the
measurement point at 'o/ ' on the polar arc (see Figure 2.1) may be app-

roximated by the first two terms in the series:

r =R - ysino + ZE (1-sin%x )

B

(see section 2.2)
In this section the significance of this approximation will be evaluated
by considering the errors caused by ignoring the third term in this
series. These errors will be calculated by evaluating the source image
from a more accurate definition of the acoustic far field which includes
the third order path length term. The acoustic far field is defined,
using & more accurate form of equation 2.2,3, as

jmw

2 2
o~ -iKysinot iKy (1-sin>
(o) =2 g, (y) 75T T L (1-sin'e ) 4

]
o
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The source image is then obtained by evaluating the inverse
Fourier transform of the acoustic far field multiplied by the weighting

function w(KsinoL) (see equation 2.3.1)

iKzsinet

qI (z) = 2_“_‘[ ¥ (’) w (Ksinw e d(Ksing )

By combining these two definitions it is found that
)

iKR 2 . 2
J : (y)e:\Ky / j w (Ksined )e~ 1K(y—z)smp( iKy“sin‘x

o e
qz(z) = 2¥R 2R
-9 dyd(Ksine()

This result may be defined in the more convenient form of a convolution

between the source distribution and a window function:
[}

iKR o
G =2 | 3,00 ¢ Pwyma) oy

o
where o0

2 .2 ) )
W' (y,y-z) = JZTVS { w (Ksin“)e-:l{y _%%1_10(1 e-lK(y—z)s:Lnoc

—ol

This shows that the effect of the third order path length term on the

source image is to modify the window function which operates on the

d(Ksinok)

source distribution. Therefore the differences between the modified
window and the standard window function define the errors caused by
making this path length approximation.

The magnitude of these errors will depend on the phase factor

Kyzsinzo(/ 2R

This will clearly be worst at the extreme end of the source distribution
where y = Y and will also be affected by the aperture angle X o in a
typical application the aperture is reduced at higher frequencies to
avoid aliasing errors while maintaining the same resolution '1' (see
Chapter 3). Thus 'sinot ' is proportional to A /1 and the phase factor

¢ which describes the maximum phase error has the following dependence:

Y

1

2 . 2
¢=KYSlD.xm =T
2R

o>
N

For a fixed ratio of source length Y to resolution 'l' this factor
is dependent on N/R. Therefore it will be a maximum st low freguen-

cies where large apertures are used.
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Typical values of g for some of the tests reported in this thesis

are given below

sin olm Y N R £
RB 211
Jet Engine 0.642 L0 4.5 100! 461
Model Jet
ISVR 0,866 2u" 104" 120" 1.089

In Figures 2.3 - 2.5 the window functions for values of g between

5

.592 and 10,17 are presented. These results show that when

o]
-

ke

may be shown that distortions will occur at displacements y 2 33'.

i

5% 10 = 3,142 then significant distortion occurs to the data window.

is noted that the array used on the RB.211 exceeds this limit and it

However this is not a particularly important pert of this distribution
(see Figures 6.2 and 6.3) and significant distortion is not apparent.

2.9.2. Three Dimensional Effects
The complex acoustic far field is defined for a three dimension-

&l source distribution ?1’“ (y) by equation 2.3.6 as

Ay =Ky sin® -iKy.cos¥ .=
fjj q,, (Fe 74 2 ay
492 3
It was argued in section 2.3 that if Ky2(1-coso<m)<< 1, then the

three dimensional effects could be ignored. In this section the

practical limitation of this restriction will be evaluated.

oo

‘i%(oc) =

Consider the source image from a three dimensional source distrib-
ution, evaluated using equation 2.3.1.
)
g - P " . ~-iKy. cosu] -iK(y,-z)sin
qI(z) = 7R JJJJ 'y (y)l w (Ksinw J)e V2 J e 1
LR T dyd(Ksine)
Evaluating the integral with respect to (Ksin®) gives the source

image as the triple convolution

iKR .
10 0[] oo v g w o
V43573
o]
f{ W (Iisinot)eﬂ{yz(1"°05 “)) e-ﬁ((y1-—z)sino(
d(Ksink) (2.9.5)

where
1
W (yp07y-2) = 55
b~ o]
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This last equation describes a window function with which sources
anywhere in space are convolved. In the case when W(yz,y1-z) =

W(o,y,l-z), the source image equation 2.9.4 reduces to

ar(z) = ﬁﬂmj W(o,y,-2) fj 2, (3792 o5
Y4 Joy3
The inner integrals of this equation are equivalent to equation
2.3.4Land represent an equivalent on-axis source distribution. There-
fore the limits to the on axis approximation can be described by the

limits of the approximation that

W(y2,y1“z) = W(O:y‘l"z) (209-6)

To evaluate the limits to this approximation it is necessary to
consider the integral 2.9.5. Clearly for values of Ky2(1-cos ’(m) X1,
the approximation 2.9.6 holds. For values of Ky2 3> 1 this integral
may be evaluated using the principle of stationary phase (Papoulis
(1962)). However the region of interest lies between these two limits
and so the high wavenumber solution will not be described in detail.

However the result for y2>> ¥4~z will be quoted as
©

2
(5,07, ) -.:)-i- /%—y"—'z-jw(z) cos (K(Zgé_z.) - Tr/z») dz  (2.9.7)

-
(Note: real part only)

where W(z) is the on axis Bartlett window function,

To evaluate these effects when Ky2(1—cos o(m) o¢ 1 a numerical
study was undertaken., The critical parameters are the maximum
aperture angle O(m and the non-dimensional off axis displacement yz/}\ .
The results of the numerical study are shown in Figures 2.6 - 2.8 giving
window functions for source displacements of yz/)\= 0, 5, 10, 15, and
aperture angles ¥ _ = 100, 300, 60°.

These results show that for the small aperture angles of 10°
there is no significant error for displacements up to 15A. However
for the larger apertures there is a significant error for all displace-
ments. Also note now that at the larger apertures the asymtotic form
given by 2.9.7 is apparent. From the results given in Figure 2.6 it
would appear that a limit of

Yo /5 (1-—coso(m) £ 0.25

ensures no off axis displacement error. This also ensures that
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Ky2(1—cos O(m) £ /2, which seems a logical limit.

2.9.3. Evaluation of the assumption of Uniform Directionalities.

In section 2.8 it was shown how a source distribution could be
modelled by a number of regions of coherent sources. It was then
assumed that if the source distribution was dominated by a particular
type of coherent region, then all the coherent regions within the
distribution could be taken as identical. In this section this assump-
tion will be evaluated.

In order to simplify the analysis the definition of sourcse

strength given by equation 2.8.3,

O, A
Uo(y) Ny, ) D *(v, B)
will be used (where Q. (y) describes the relative level of the coherent

region located at y, E(y,d) its far field directionality). Two
different regions of coherent scurces will be considered, which possess
the far field directionalities 31(0() and 32(06) and are of relative
strengths Q, and Q,.  Specifying these two regions a distance 'l

apart gives the far field cross power spectral density from 2.8.3 as

II{O(O&) = §2 {Qf 51(9(.)131*(0) + Qg 52(04)92*(0)3‘11‘151’1“?

(2.9.8)
and the power spectral density at 'ol ' as

_1 1 2y 2 2\ 2

P(ot) = 2| & |2 ()] < + Q5 | Dy(at)] | (2.9.9)
Also the complex ccherence is defined
(and A~ . %
C(6t) =K (=) /P ) P¥(p) (2.9.10)
and is then used to specify a source image defined as
©

1 ~ - iKzsine _, . .

qI(z) = % Co(o() w (Ksinet )e d(Ksinec ) (2.9.11)

-
Two cases zre of interest and will be considered separately:
A
1) when QﬂD1(O( )IZ»QS 15,(«)1? ana D,(#) and T,(¥) are both real valued.

. A A
In this case p(u():-‘ézmzln,(d)lz so that from 2.9.9 and 2.9.10

(, +S_22_ Dy( =) Tp*(o) ~iKlsing )
l Qf D (w) B,%(o) ° J

g;(u ) o
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This shows how the effect of the different directionality is
localised onto the less significant source. When the source image is
calculated using 2.9.11, the most significant source at y=o will be
evaluated correctly in its normalised and resolution limited form, while
the secondary source has the image:

R A A
L (Qz 2 [ Dp(w )Dy(0))
qI(Z) = 5 ‘Q—) l,ﬁm po; OJ W(Ksinv()e
17 = a d(Ksin &) (2.9.12)

iK(z-1)sin®

The differing directionalities therefore modify the weighting function
used to calculate the source image, and therefore give a different

window function on the secondary source.
A typical example of this effect is given by a jet noise source

distribution with the directionality
AL -
D( ) = (1-M _sin&) n

which dominates a tailpipe noise source at the nozzle exit which is

omnidirectional. Then

¥
V'l AL

Dy(a) Dylo) _ (1-4 _sing )"
qlet ) J3to

In Figure 2.9 examples are given of the window function imposed
on this secondary source for values of n = 1,2,3, with Mc = 0.7,

This result shows that very little error is incurred dus to this

approximation.
2) When the two sources and their associated directionalities are of

the same order of magnitude, then the assumption that the power spectral
density P(el ) is dominated by the field from one of these sources no

longer holds.
The complex coherence is given in terms of the sources as

" ) - Qjﬁj(«f‘ﬁ‘j(o) . ggﬁzcxz'sg(o) K1sin
?E(«)PE o) rP“z‘(«)?‘z‘(o)

o)
Considering each term in this relationship separately, and calculating

their individual source images gives similar results. Taking the
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source at y=o0, the source image is given by
0 .
elﬁ{( * )-i4(o) w(Ksinot ) exp(iKzsin®) d(Ksin )
244 2 = 2 v L
';:'— (1o S210C" = (), QZ\D‘Sﬁ‘?z
N ST ATIIED B S TS

where g(® ) represents the phase of the source at this location. If

this phase 1s not allowed for it will cause phase distortion in the
source image. However in many cases such as jet noise or omni-
directional sources A(o¢ )-4(o) may be taken as zero and so this term
will be overlooked in this evaluation.

Two examples will be considered, first the window associated with
an omnidirectional point source which is equally significant as a jet
noise source (i.e. Q = Qz) which has the directionality

Dz(ok) = (1 - Mcsinu)“n
so that the associated window function is given by

y <o

2—‘2" - __1_ . .
Woz) = ET-.I‘J‘ {1+(1—I‘:’Icsin0( ) Zn} 2 w (Ksine ) eles:m“ d(Ksin )
)

and secondly the window associated with a jet noise sowrce of the same
directionality as above, when it is associated with an omnidirectional

source of egual significance. This will be given by
4 8 -1
W (z) = f—{-‘( {1+(1—Mcsin)+2n} ® W (Ksinw) eFZR% g(ksine)
-D

The results are shown in Figures 2.10 and 2.11 and demonstrate
that very little error is incurred, the correct engineering result
always being given.
2.10 CCHCLUSIOKN

In this chapter the theoretical basis of the Polar Correlation
technique has been described. Starting with a simple model of the
source distribution, the principle of the wavenumber spectrum was
developed and resolution and aliasing effects were demonstrated. Also
the various approximations used in each step of the theory were evalua-
ted using numerical examples,

The ambiguity of the source distribution evaluated from the
acoustic far field was discussed and it was shown how the evaluated
source image was the equivalent distribution of monopoles which resulied

in the measured acoustic far field.
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The wavenumber spectrum principle was then extended to the
evaluation of randomly fluctueting sources with arbitary spatial
coherence. Two approaches to this problem have been considered and
two different definitions of the evaluated source strengths are
obtained. The first definition of source strength describes a dis-
tribution whose value is the effective strength of the source at
that point, including any interference effects, as seen by the
observer at the reference angle. The second definition, however,
groups coherent sources into isolated units and the source strength is
defined as the relative strength of these units. In order to evaluate
the distribution two assumptions have to be made. First it is assumed
that each coherent region has an identical directionality and secondly
that each has no phase directionality. It was shown that these
assumptions are reasonable for the type of source distributions which
will be measured in this thesis, the only exception being on a jet
engine when noise from the inlet is strongly coherent with noise from
the by-pass duct exit. #When these assumptions are reasonable the
second definition of source strength provides two major practical
advantages: the ability to use one sided transforms and the normalis-
ation of data; neither of these can be realised by using the first
definition. Since the majority of source distributions to be eval-
uated in this thesis may be modelled using the second definition, the
significant practical advantages which it offers will be used in the

following chapters.
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CHAPTER 3: PRACTICAL ASPECTS OF POLAR CORRELATION

3.1. INTRODUCTION

This chapter is intended as a self-contained practical guide to
Polar Correlation, which may be read without reference to Chapter 2.

t is hoped that it will enable the experimentalist to carry out a
source location experiment without the detailed knowledge of the theory
which has led to the development of this technique. However in order
to undertake a source location experiment, the basic principles of the
tschnique must be understood, and these are described in the next
seotion. In this references will be given to the relevant sections in
Chapter 2 so that the detailed theory may be referred to if required.

As with any experiment, the results from the Polar Correlation
technique are only meaningful if they are interpreted correctly. It
should therefore be remembered that any source location technique,
using far field information alone, only evaluates the equivalent
distribution of monopoles (see Section 2.4) and the interpretation of
the source strength parameter depends on its definition (2.6 and 2.8).
In general these techniques should only be applied to source distrib-
utions which are virtually omnidirectional over the region of the far
field being used for measurements, and they work well in this situation.
However when the distribution contains elements which have very strong
and markedly different directionalities, and therefore acoustically
large correlation regions, the source location results will need careful
interpretation.

3,2. THE BASIC PRINCIPLES OF POLAR CORRELATION ;

To evaluate the distribution of sources along the axis of an
aero~engine it is necessary to model the acoustic source distribution.
Therefore the aero-engine is considered as a linear array of acoustic
monopole sources, and the technique then determines this distribution
using a method based on the wavenumber spectrum principle.

To illustrate this principle consider three simple sources 4, B
and C on a line which represents the axis of the aero-engine (see
Fig.3.1). Pirst consider the case when each source is radiating at a
fixed frequency so that each souwrce in isolation causes a spherical
pattern of waves. At any fixed instant in time these wave fields will

have peaks and troughs of pressure amplitude as illustrated on the left
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of Figure 3.1. Measurements can then be taken on a polar arc of
constant radius, and from these the strength and location of each
source can be identified. Taking for example the source at A in
isolation: since this liss at the centre of the polar arc, at any
fixed instant of time the pressure amplitude on the polar arc will be
constant, as illustrated by the top diagram on the right of Fig. 3.1.
However ﬁhe waves from the source at B cross over the polar arc, and
so at any fixed instant in time there will be a variation of pressure
amplitude around the polar arc. This variation is shown on the right
of Fig. 3.1.and is found to be cosinusoidal as a function of the sine
of the angle ‘@& '; similarly for the source at C which lies further
downstream from the polar arc centre. In this case the polar arc
passes through more pesks and troughs of the wave field and the varia-
tion of pressure amplitude as a function of sin(®) yields a cosine
wave of higher frequency.

When all three sources are radiating at the same time the total
wave field on the polar arc will be given by the sum of these three
cosine waves, illustrated on the bottom right of Figure 3.1. However
each cosine wave represents a term in the Fourier series which repres-
ents the total wave field. The amplitude of each cosine wave is
determined by the strength of the source, and the frequency by the
location of the source. It is a relatively simple matter to solve
this Fourier series to determine the strength and location of each
source.

In the more general case sources are continuously distributed
along the axis of the aero-engine, and therefore the Fourier series
illustrated here, becomes a Fourier integral. The theoretical back-
ground to this form of solution is given in Section 2.2.

However in the case of aero-engines the acoustic sources are
randomly fluctuating, which means that the effective source strength
at any fregquency will vary with time. Therefore it is necessary to
consider an averaged source strength. This may be obtained by consid-
ering the cross power spectral density on the polar arc. The reasons
for choosing this quantity are fully described in Chapter 2, and may
be summarised as follows: the pressure amplitude in a harmonic

acoustic field at any instant may be defined by p(t) = A cos(Wt+d)
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which is sometimes more conveniently described in complex notation as
irexp(iwt), where p(t) is given by the real part of this expression.
The phase # is included in the complex definition of‘z'z A exp(iﬁ)

and describes thse relative phase between signals at two different
points in the field. When sources are not radiating harmonically it
is necessary to consider averaged guantities such as the power spectrum
(defined as the expected value of AZ) or the cross power spectrum
between two points (defined as the expected value of K; z; , ¥ denoting
complex conjugate). For source location the phase dependence of the
acoustic far field is required and so the cross power spectrum is
found to be the natural quantity to consider. It is shown in Section
2.5 that the relationship between the cross power spectrum and the
source strength as viewed from the angle 'P' in the acoustic far field

is given for continuously distributed sources by

0
Ry () = JE (y) o W(sinK-sin) o (3.2.1)
P B
where e

(1{ (%) is the c.p.s.d. between p(K ,t) and p(?;,t)
and 23'? (y) is the source levelas viewed from ? .

(see Fig. 2.1 for notation)

This may be recognised as a Fourier integral relationship which
may be solved to yield the distribution of source strengthJE% ().
Clearly measurements should be taken as a function of (simX -sin? ),
however in the rest of this section‘? will be taken to be zero for
convenience.

It must be remembered that the c.p.s.d.'ﬁg(vﬁ) can only be
measured in practice at discrete points on the polar arc, and only
over a limited range of 'Ksine{'. This imposes certain restrictions
on the evaluated source image which are fully discussed in Section 2.3.
In the rest of this section the implications of these restrictions will
be discussed.

Solving for the Source Image

In order to solve for the source strength it is necessary to

evaluate the inverse Fourier transform:

0
Eo(y) = -f;,-.f 'i{o(b() oIS 5 (xoiny) (3.2.2)
hat- Y
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The solution to this integral for measured values oflﬁg(“,) at
discrete points over a limited range of 'Ksineot', is an identical
procedure to the evaluation of a narrow band power spectral density
function from an autocorrelation function (see Fig.3.2). Therefore
the physical problems of only having a limited range of measurements
at discrete points have exact analogies in each case.

Consider Figure 3.2, and note that the autocorrelation function
is only defined over a limited renge up to a maximum delay Tmax' The
influence of this maximum delay on the Fourier transform procedure is
to define the frequency resolution of the power spectrum. Also the
autocorrelation function has only been evaluated at discrete time
delays separated by intervals of 'T'. In the frequency domain this
effectively defines an aliasing frequency, which is the maximum
frequency component which the power spectrum can possess. Further
if the autocorrelation function includes higher frequencies than this
aliasing frequency, then the evaluated power spectrum will contain
'aliasing' errors. These concepts are clearly described in Bendat
and Piersol (1958), but it is useful to realise that the evaluation of
the source distribution obeys the same criteria. First the maximum
aperture angle of the measured date defined by 'Ksin&(m', determines
the axial resolution of the source image.*  Secondly, the interval
between measured data points 'K&, as shown in Figure 3.2, defines the
aliaging length of the source distribution. If the amplitude and
phase data contain contributions from sources outside the limits of the
aliasing length, then the source image will contain aliasing errors.

One of the discrepancies of this analogy is that the autocorrel-
ation function is real valued, while the cross power spectral density
is a complex valued function. The Fourier transform of the auto-
correlation function, because it is real valued, yields a symmetrical
(even) function of frequency, while the Fourier transform of the
complex valued cross power spectral density yields a function which is
not necessarily symmetrical about y = O. The aliasing criteria for
the power spectrum therefore applies in principle between z fﬁax’
although the negative frequency has no meaning. However in the case
of the source distribution, negative locations -y refer to points
forward of the origin, and so the aliasing limits of : L/2 define the

* A normalising factor of 27 must be included in the definition of the
resolution width, as the Fourier transform is with respect to 'Ksine('
rather than Awk
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total aliasing length of the source distribution to be 'L', This is
shown schematically in Figure 3.2,

In conclusion therefore it has been shown that the source dis-
tribution may be evaluated from the inverse Fourier transform of
measurement taken on a polar arc. The rest of this chapter will
discuss the way in which these measurements should be taken.

3.3, THE REQUIREMENT FOR A TWO-SIDED TRANSFORM.

Another application of the power spectrum analogy is to describe
the effect of two-sided transforms. It is noted that the autocorrel-
ation function is always symmetrical about the zero time delay & = 0,
and this ensures that the power spectrum is always a real valued
function (i.e. its imaginary part will be zero for all frequencies).
This provides a major reduction in data processing since the auto-
correlation need only be evaluated for positive time lags, the negative
time lags being defined as identical. A similar utilisation may be
considered in the evaluation of the far field cross power spectral
density; if it can be assumed that the source level Qo(y) is an entire-
1y real valued gquantity and has no imaginary part, then the far field
cross power spectral density will be symmetrical about Ksined = O,
therefore only half the measurements need be taken., It may be shown
that this assumptign is only Jjustified theoretically if all the sources
along the axis are effectively uncorrelated, so that their cross power
spectral density Exxgzs(y) azﬂzl] only exists when y = z (see 2.6).

In that case it follows that the acoustic far field will be omni-
directional, (i.e. the power spectral density on the far field polar
arc will be constant). It should be noted that to date all source
location measurements on model or full scale jets (Fisher et al{(1977),
Billingsley and Kinns (1976), Flynn and Kinns (1976), Grosche (1973),
Laufer et al (1976j)have been interpreted using this assumption, which
is strictly incorrect since Jjets are not omni-directional acoustic
sources. However if the jet is considered as a number of regions of
correlation, which may be summed as independent radiators of sound,
then the overall directionality in the far field is determined by the
summed directionality of each correlated region. Then by making the
much less restrictive assumption that each correlated region has the
same directionality, the far field may be corrected for this effect so

that the field from an equivalent array of uncorrelated sources is
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obtained. This field will be symmetrical about Ksin® = 0, and so
only positive values of sin®{ need be considered, halving the number
of measurement points required.

However the evaluation of the efflective source directionality
can only be achieved in terms of its amplitude. A region of correl-
ated sources may possess directionality of both amplitude and phase,
but the far field power spectral density will only define the amplitudse
term. The phase term is unmeasurable since it cannot be differentiated
from the phase variation in the field due to the location of the source.
Therefore it is necessary to assume that there is no phase direction-
ality associated with the source distribution. It has been demonstra-
ted in section 2.8 that in the case of jet noise this assumption would
appear valid. However the type of error which is likely to be caused
by ignoring phase directionality is a distortion on the evaluated image
similar to those described in terms of signal processing by Papoulis
(1962).

To summarise these concepts we will first consider a distribution
of sources which are completely uncorrelated and so their distribution
gives no far field directionality. The C.P.S.D. in the acoustic far
field can be derived from equation 3.2.1 by replacing the source
strengthla.(y) by an omnidirectional, real valued distribution Q(y),

which defines the mean square level of each source; thus
00

E?(o() = JQ(y) (et “sieply (3.3.1)

- ol
However each of these uncorrelated point sources may be given a

s
directionality D(X ) which results from their multipole nature, or
equivalently (see section 2.4) a distribution of monopoles about 'y'.
If this directionality is the same for each source then equation 3.3.1

may be modified to include th%i effect as follows:

FL (%) = B(w) 5Cp) f o) Rk =sing gy (555

—y
The concept put forward in this section is that this second

equation may be reduced to the form 3.3.1 by normalising out these
directionality factors.
In order to normalise equation 3.3.2 it is necessary to measure

the directionalities D(®) and 'E(gs ). If it can be assumed that these
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have zero phase then they can be measured using the power spectral

density et & and P . The P.S.D. can be defined from equation
3.3.2 by allowing o to equal’? giving:

o
re) = |52 [ ) a (3.3.3)

Thus by defining the guantity

Cp(®) =Ro (%) /J/R(=) P(p) (3.3.4)

h will be referred to as the complex coherence, it is found from

3.3.2 and 3.3.3 that
80

§ oy &

o

3
&
l.J
¢
&
=]

Therefore by defining Q'(y) as the distribution of source strength
normalised to unit area, i.e.
1)
1 /
A = W) [ W) a
ke ]
we obtain from 3.3.5
o)
~ - . . e
T = [t oHlemn iy (5.3.6)
¢ o
This is a Fourier transform relationship which is identical in
form to equation 3.2.1, and methods for inverting this equation to
[ard
obtain Q'(y) from B (st ) are described in section 3.2. However this
formulation has two distinct advantages over the form given by 3.2.1,
first 03 (¢ ) is a normalised quantity which greatly simplifies the
calibration of the measured signals, and seoondly'zr (=) will be

symmetrical about Swd-S\nPp=90; as a qu.c\'uav\ oﬂ\a

SN =SSP .

This is a direct result of Q'(y) being defined as a real valued quantity
and is of major practical significance since only positive displacements
(sinot -sin\3) need be measured.

The detailed theory which has led to this result is described in

section 2.8 and some of the approximations which have had to be made
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are evaluated numerically in section 2.9 and experimentally in
Chapter 5.

This approach not only results in two major practical advantages
but also provides a definition of source strength which is easy to
interpret. The distribution ¢'(y) defines the relative strength of
the coherent region associated to the location 'y'. Since this
ccherent region may be the result of a point multipole or an equivalent
distribution of monopoles, resolution within that region is ambiguous
snd of secondary dmportance. This approach provides the location of
the strongest region of the source distribution which is the prime
objective, *

3.4, MICROPHONE ARRAY DESIGN

It has been shown in sections 2.3 and 3.2 that the design of the
microphone array determines the resolution and the aliasing length of
the source image. Since the number of microphones available for a
source location test s inevitablyllimited, it is important that the
microphone array should be designed to satisfy the necessary aliasing
and resolution criteria using the minimum number of microphones.

The first requirement of the microphone array is that it should
be able to resolve two point sources separated by a distance 'd’.

It is shown in 2.3 that these sources are resolved if the angular

aperture covered by the microphone array satisfies the condition

sin (°%ax)2>'%./d

where

A\ = acoustic wavelength.

In practice it has been found that this criterion is a little
optimistic and a better criterion is

sin (Nmax) > 1.5 2/a (Zele1)

For an array which includes N microphones equally spaced in 'sine( !
it follows that sin (Q&ax) = (N-1)4&, where A is the spacing between
the microphones. However the microphone spacing also determines the
aliasing length of the source iumage. This was discussed in section
2.%.and it was shown that to avoid aliasing errors on a source distrib-
ution of length 'L', the microphone spacing '& ' must satisfy

AL AN/ (3.4.2)
(WoTE: X = 27 /X in Fig.3.2)

*15 Wl e Rt K b zewe e Wos  Sockiw
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These two criteria depend upon the acoustic wavelength of the source
image under consideration, while the requirements for the resolution
and aliasing length are determined by the physical dimensions of the
source. For example, consider the case of a high by-pass ratio engine
for which it is necessary to resolve‘point sources at the by-pass duct
gxit and the hot core exit, without aliasing a distant source at the
engine inlet. In order to prevent aliasing the microphone array must
e designed using egquation 3.4.2 for the spacing, with N\ taken as the
minimum ascoustic wavelength which will be considered, and 'L' as the
length of the engine®.  Thus

A = r, /L

mixn
However, the resolution criterion 3.4.1 must be satisfied using
the longest wavelength to be considered in the tests, and 'd' equal
to the separation between the by-pass duct and the hot core exit. Thus
sin( o(max) = (N-1)A = 1.5. )\max/d.
Combining these two equations gives the required number of microphones

N as
N mex

(3.4.3)

e

N-1 = 1.5 :
min
This result shows how the required number of microphones depends
not only on the ratio of the resolution to the aliasing length but also
on the ratic of minimum to maximum acoustic wavelengths to be considered.
Typically the ratic of L/d for an engine such as the RB.211 is just less

than 6, so the required number of microphones is given in this case by

N-1 =8 ( >\nmc/)\m,n)
Therefore to cover a fregquency range of 500 Hz to 4000 Hz requires 64
microphones, plus a reference microphone.

This number of microphones is often impractical and therefore
to reduce it the graded microphone array has been developed. A graded
microphone array consists of a number of overlapping sub-arrays, each
of which is designed to cover a limited frequency range (see Fig.3.3).
By overlapping these sub-arrays the required number of microphones is

reduced to a minimum, while still satisfying the criteria given above.

*Note this example assumes no sources downstream of the hot core. In
practice these should be included in defining the aliasing length.
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If the frequency range in the previous example is separated into the
octave bands 500-1000,1000-2000, 2000 - 4000 Hz, then the required number
of microphones to cover any of these bands in isolation will be 16. To
satisfy the anti~-aliasing criteria 3.4.2 in the highest frequency band
2000 - 4000 Hz, the microphone spacing in this sub-array must be A =
>Ein/r’ and adequate resolution will be provided using 17 microphones
at this spacing. However in the middle frequency range 1000 - 2000 Haz,
the wavelengths are halved and so a microphone spacing of 24 is adequate
to prevent aliasing. The resolution criterion is satisfied using 17
microphones at intervals of 24, giving a total aperture of 324 .

However this array will overlap the higher frequency array in the first
half of the arc, and so only 8 additional microphones are required to
cover the second half of the arc. Therefore to cover the freguency
range of 1000 - 4000 Hz, 25 microphones are required. A similar phil-
osophy may be applied to the lowest frequency range of 500 - 1000 Hz,
which may be covered with an additional 8 microphones. Therefore by
using a graded microphone array the required number of microphones is
only 33, giving a major reduction on the previous estimate.,

A general expression for the required number of microphones using

a graded array can be given using 3.4.3 with ggx/)hin =2,
-3k Loy 2 L
N-1 =32+ 1.53 (M=1) = 1.5 = (M+1) (Bodaly)

where M is the number of octaves to be covered.

Although this provides a major reduction in the required number of
microphones, it is often found that this number is still unavailable. 4
further reduction 1s possible if interest is limited to the octave band
centre frequencies only. This allows the array to be deéigned using
the same principle as before, only with %bx/)ﬁin = 1 for each sub-
array. To consider the highest frequency in isolation requires only 9
microphones, at a spacing of & . To consider 2000 Hz in isolation
however requires 9 microphones at a spacing of 2A (see Fig.3.3), but
by overlapping the arrays only an additional 4 microphones are required.
Similarly with 1000 Hz and 500 Hz, so that finally a total of only 21
microphones are necessary. A general formula for the number of micro-

phones in a reduced microphone array is given by

-1 = 1.5 -g + 0.75% (M'=1) = 0.75% (M'+1) (3.4.5)

where I{' is the number of octave band centre frequencies of interest.
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In conclusion therefore it has been shown how the very large
number of microphones required for an equally spaced microphone array
can be reduced significantly using the graded array, without loss of
detail in the source image. Further by limiting interest to the octave
band centre frequencies, the reduced graded microphone arrasy offers a
further reduction in the required number of microphones. This reduced
microphone array may be used for frequencies between the octave centre
band values, but the resolution criteria 3.4.1 will not be satisfied in
these ranges. It should be emphasised that any microphone array cannot
be used outside its aliasing limits, since this will create non-
correctable errors in the measured source distribution. Although these
concepts have been discussed in terms of the Polar Correlation technique,
they also apply equally well to any other source location technique
which uses a microphone’array, for example the Acoustic Telescope,
Billingsley & Kinns (1976).

3.5. DATA ACQUISITICH AND ANALYSIS

The previous sections of this chapter have described the basic
principles of the Polar Correlation technique, and this section will
discuss the specifications for data acquisition and analysis.

a) Microphone Layout.

When specifiying a Polar Correlation test it is first necessary to
ensure that the source distribution is effectively a line source. In
general source distributions are three dimensional but they may be mod-
elled by an equivalent acoustic line source providing the data acquired
is independent of the distribution of sources across the axis. These
effects have been discussed in sections 2.3 and 2.9, and it was illust-
rated that providing the largest cross axis dimension in the source

distribution satisfies the criterion:

}\-Z- (1-cos°(m) £ 0.25
where z 1s largest cross axis dimension
A 1is the acoustic wavelength
anis the maximum aperture angle,
the distribution may be modelled as a line source. This may determine

an upper limit to the resolution available in certain circumstances.
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Next the polar arc radius must be chosen, and this must be large
enough to satisfy the acoustic far field criterion. This has been
discussed in section 2.9 end it has been shown that the source furthest
from the polar arc centre is most likely to deviate from the far field
path length approximation over the microphone array. It is therefore
most advantageous to position the polar arc centre in the middle of the
source distribution. The far field criterion depends upon the follow-
ing factors:

i) The polar arc radius in wavelengths R/

ii) The maximum source displacement and the maximum aperture of

the microphone array. The critical factor is given by

¢ = xvsin®el - A Y2
2R R 32
where Y is the maximum source displacement and 'd' is the resolution of
the arrzy ziven by 4 = X,/&nanr This demonstrates that this type of
error is a meximum at low fregquencies where A/R is greatest for a
given resolution 'd@'. The numerical study in section 2.9 has shown
that significant errors will occur when @ is greater than W= 3.142
(see Pigure 2.3). Therefore the polar arc radius should be chosen
to ensure that @ satisfies this criterion at the lowest frequency to be
considered. The location of microphones on the polar arc has been
discussed in section 3.4 and will not be considered here. However it
is dimportant that the microphones should be equidistant from the polar
arc centre, since any discrepancy will introduce path length errors.
The acceptable limit to this is only a fraction of the smallest wave-
length to be considered. This has caused some diffdiculty in the past
and the simplest measurement method used to date has been a piece of
piano wire pivoting on the polar arc centre and tensioned by a spring
balance. The exact distance of the microphones to the polar arc
centre is not critical providing they are all equidistant.

Ideally Polar Correlation tests are done in an anechoic environ-
ment. However in many cases it is necessary to use open air test
beds, with inherent ground reflection problems. To eliminate these
effects ground level microphones should be used, the criterion being
that the microphone height should only be a small fraction of the

shortest wavelength to be considered.



-5l -

In certain circumstances it may be convenient to use only a
reference microphone and a traversable microphone which is placed at
each location on the polar arc in turn., While this is time consuming
it does reduce the amount of equipment required. In this case the
acoustic emission of each source must remain statistically stationary
throughout the test.

b) Recording Standards

It is usually most efficient to record real time signals on
magnetic tape for subsequent data analysis. Normal recording stand-
ards are usually adequate providing the frequency response of the tape
recorder covers the range of interest. In general each microphone
signal must be recorded simultaneously with the signal from the refer-
ence microphone. Therefore it does not matter whether a two-channel
or multi-channel recorder is used providing the acoustic emission from
the sources remains statistically stationary throughout the recording
time. In many cases multi-channel recording is considerably more
efficient and when multi-channel data acquisition computers are used in
the subsequent data analysis, considerable speed advantages may be
gained. However when only a reference and traversable microphone are
available, two~channel recording has to be used and the data acquisition
time increases markedly.

Normally about 45-60 seconds provides ample data for subsequent
analysis, including time for tape acceleration and computer response
time.
¢) Calibration.

Apart from the usual pistonphone calibration procedures, which
define the gain on each channel, it is imperative that the whole data
analysils system is calibrated for phase. This is obtained most effic-
iently in anechoic surroundings by a loudspeaker test.

A loudspeasker is placed at the polar arc centre (or at a known
displacement on the axis) and driven by white noise (or alternatively
a tone if reasonable white noise levels cannot be obtained). The
loudspeaker diaphragm should face the reference microphone. The
complete data acquisition and analysis procedure is carried out on
this source and the eventual phase data should be related to the source
position by

g = 21;_1 [sin(“) - sin (?’ﬂ

oX o R localie ta,
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where iS is angle of reference microphone
and y is displacement of source from polar arc centre.

The deviations from this give the phase calibration, which should
be deducted from subsequent phase measurements.

The advantage of the procedure is that it calibrates the whole
system, However in an outdoor test a loudspeaker calibration of this
type can introduce errors due to atmospheric effects, wind etc, which
are as large as the microphone location errors. Therefore phase
calibration of the microphone layout is assumed to be exact, and
calibration of the tape recorder and data analysis system can be
obtained by recording the same white noilse signal on each tape recorder
channel., This provides a phase calibration which allows for tape
recorder head skew and phase characteristics of filters.,

d) Wind and Environmental Data.

Apart from the wind, other environmental data (such as humidity)
is not required for Polar Correlation tests. The only reason for
which it may be needed is to obtain the level at the reference micro-
phone under normalised conditions for subsequent comparison of source
distributions. Source levels are calculated relative to the level at
the reference microphone and therefore this is the only level which
needs to be calibrated accurately.

However wind effects are very important since they will alter
the time of flight of the acoustic signal from the source to each
microphone.  Wind calibration procedures will be discussed in a later
section but for these to be accurate the wind strength and direction
must be known.

e) Data Analysis Requirements.

Date analysis is an extremely important topic which will be
discussed in detail in Chapter 4. The purpose of this sub-section
is merely to outline the requirements.

To calculate the source distribution it is necessary to obtain
the complex coherence between each microphone in the sub-array and the
reference microphone. The complex coherence is defined as the cross
power spectral density normalised by the power spectral density of the

two relevant signals, and will be complex in its definition.
*
?3'(0\) = Ex pr(d) p@&?‘)] _
i g 2 291 2
‘,LX lpw(o()l J Ex lpw(PM -]j 2
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Calculation of this quantity may be obtained using specialised
data analysis facilities which are now available in most major centres.
Several different systems will be described in Chapter 4.

Because of the random nature of the signals this guantity can at
best only be estimated with a certain statistical error. This may be
calculated and it will be shown later how it affects the source dist-
ribution. The accuracy of these estimetes depends upon the BgT
product (where Bg is the effective frequency bandwidth and T is the
length of time averaging) used in the data analysis, and as a guide
line this should be at least 300 using a microphone array as described
in section 3.4. A larger BgT product is required when a different
type of microphone array is used, which requires a linear interpolation
procedure to calculate the source distribution. This will be dis-
cussed in the next two sections, but the larger time averaging require-
ment is necessary because the interpolation procedure force fits the
estimated data.

3.6, CALCULATION OF SOURCE DISTRIBUTLIONS
Historical Note
The Polar Correlation technique was originally developed to

evaluate the source distributions in turbulent jets. In the initial

studies careful measurements were made of the variation of amplitude
(coherence) and phase in the acoustic far field of cold subsonic model
alr Jjets in anechoic surroundings. It was found that for this type

of source distribution the amplitude function decayed monotonically
with increasing angular separation, and the phase was nearly linear.

It therefore appeared reasonable to assume that the analytic form of
these functions could be approximated by linear interpolation between
suitably spaced measured values. The interval between the measurement
points was determined by the detailed variation of the amplitude func-
tion, and this was found to be most significant at small angular separ-
ations; at larger angular separations, the amplitude was found to vary
slowly. Therefore measurement points were chosen so that they were
closely spaced at the small angles, and the spacing increased at larger
angles of separation. This measurement scheme, using linear interpol-
ation, made a good approximation to the analytic form of the amplitude
and phase, and therefore very clear detail was obtained on the image

source distributions.
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However, when this measurement scheme was applied to a high
by-pass ratio engine, where several point sources of sound were present,
the assumed monotonic decay of the amplitude function and linear
variation of phase was not found. This result was not entirely
unexpected, and emphasised the necessity for a further investigation
into the evaluation of source distributions from measurements.

Linear Interpolation

The purpose of a microphone array is to define the measured data
in sufficient detail to obtain the source distribution. Ideally an
infinite number of measurement points are required, so that this data
is described exactly, and the integrals giving the source distributions
may be solved analytically. However, an approximation may be made
to the analytic solution if the amplitude and phase varies linearly
between measured points, so that unmeasured data may be described by
interpolation procedures. This has the advantage that optimum use
is made of a limited number of measurement points, describing the
resolved source image exactly, without aliases.

An illustration of the type of data for which this method works
well is given in Figure 3.4. It is shown that the amplitude and
phase are well defined by the measurement points, and the resultant
sowrce distribution is given in Figure 3.5.

The problem associated with this method is that the microphone
array usually has to be designed before the details of the source are
known; it is therefore possible that the results from a specific test
may be rendered useless if the microphone array does not describe the
data in sufficient detail to define an analytic integral. TFor example
if two point sources are added to the distribution given in Figure 3.5,
then the amplitude and phase in the acoustic far field will oscillate
rapidly with angular separation, Figure 3.6. It is seen that the
microphone array used in the previous example is not sufficient to
describe this data, and the resultant source distribution is grossly
in error, Figure 3.7. This problem is clearly associated with the
more widely spaced microphones which have been placed at larger angles
of separation. If these microphones are eliminated from the array,
then a more accurate source distribution is obtained at the expense of

resolution,



Fourier Series Solution

An alternative method of obtaining the source image is to use
a Fourier series solution for the measured data. This requires the
data to be measured at equal spacing in 'sini ', and defines the
source image between fixed alias limits :L, which are determined by
the microphone spacing. Within the limits of aliasing and resolution,
the source image is then an exact solution of the measured data, and
any errors built in by interpolation procedures are eliminated. The
theory of the Fourier series solution is given in Appendix I, where

it is shown that the source image is given exactly by

M
') = Bo) Z, Tal) oy exp(-2mwiny/L)

(A computer programme which evaluates this equation is listed as

Computer Progremme I)

where Q'(y) is the resolution limited source image; Cm is the complex

coherence at microphone location 'm'; Wm(M) is the weighting function

(see 2.3), ~ 'L' is the aliasing lengthjamd 2M+l 1s fRe Gl homlen of wark vophams

In order to compare the two methods of solution, the examples
given previously have been solved using a Fourier series on the same
number of measurement points equally spaced over the same aperture
angle, giving the same resolution. The results are illustrated in
Figures 3.5 and 3.8, and it is clear from these that the Fourier
series solution is mgﬁﬁugggigggle than linear interpolation, giving
the result with error in both cases,

Perhaps the greatesthédvantage of the Fourier series solution
is that it is exact within easily defined limits. Linear interpol-
ation however is only exact if the amplitude and phase data is
compatible with the microphone array.

For these reasons it was decided that the Fourier series solution
should be used exclusively and the discussions which follow are des-
cribed in terms of this method.

3.7. THE EFFECT OF MEASUREMENT ERRORS ON POLAR CORRELATION.

i) Introduction

Any measurement scheme, especially if it uses random noise
signals, has associated with it a certain band of measurement errors.

To evaluate such a scheme it is important that this error band should
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be known, so that the resulis may be interpreted correctly. The
purpose of this investigation was to evaluate the errors associated
with Polar Correlation, and to demonstrate both theoretically, and
by numerical example, their effect on the source distribution.

The errors which occur in Polar Correlation measurements are
of two types; those associated with the positioning of the micro-
phone array, and those associated with the estimation of coherence
and phase of the microphone signals. In theory these two types of
error may be considered together, since the effect of either will be
to cause the measured coherence and phase to differ from its true
value. These errors are then transmitted to the source distribution,
and it is the amount of distortion produced which gives the criterion
for the accuracy required from the measurements.

There are two different methods available for obtaining the
source distribution from the measured data. First the linear inter-
polation method which takes an analytical Fourier integral of the
data by interpolating between measured points, and second, the Fouriex
series solution which uses the measured values as coefficients of a
series.

Both these methods will be discussed and the relative efficiency
of each will be evaluated. TFinally a criterion will be given which
defines the accuracy required in the estimation of measured values,
and the amount of signal averaging for this to be achieved.

ii) Linear Interpolation

It has been found in practice that the linear interpolation
method is not particularly tolerant of measurement errors, and requires
consistently good accuracy at all the measurement points. Since the
method linearly interpolates between measured values of coherence and
phase, any measwrement error is *transmitted by interpolation so that
it affects a significant region about the measured point. However
no method of calculating the extent to which such errors are apparent
in the source distribution has been found since they critically depend
on the shape of the data and how the interpolated points with associ-
ated errors fit the ftrue form of the functions. Unfortunately it
does not appear possible to evaluate the average statistical errors

for a general source distribution. Therefore to develop a criterion
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for the required accuracy of the measurements using this method, it
is necessary to ensure that the data has been measured extremely
accurately, so that errors of measurement do not increase the errors
of interpolation. The theory which considers the accuracy of
coherence and phase estimators is given by Jenking & Watt (1968)

and shows that phase measurements are considerably less accurate than
coherence measurements. It is shown that the variance of a phase

estimator is given by

VerT#l = 14 § 4 -1])
28T | Ic1 2 ‘J
where C is the true coherence between the two signals
T is length of time averaging
B is frequency bandwidth.

Therefore at low values:of coherence C , a large BT product is
required to obtain high accuracy. For instance to ensure that the
phase error is less than 10% of 2W in 95% of the measurements the BT
product at 10% coherence must be 1111.0. In practice a BT product
of 1000 has been used successfully.

iii) Fourier Series Solution

The PFourier series solution for obtaining source distributions
from the measured data is much more amenable to evaluating the trans-
mission of error than linear interpolation. This is because the
errors may be considered separately from the source distribution and
therefore their statistics can be defined. The extent of the source
distribution errors can therefore be given in terms of their variance,
and this is related to the variance of the measurement errors.

This relationship will be demonstrated in two stages: first,
the dependence of the variance of the source distribution errors on
the measurement errors and secondly the dependence of the measurement
errors on the signal averages. This gives a relationship between
the source distribution error and the accuracy of processing the
signals.

In principle the Fourier series solution is expected to be more
accurate than linear interpolation for a given accuracy of signal
processing. This occurs because the Fourier series essentially fits

a curve through all the measurement points available and therefore
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averages the error associated with each estimated value. However
linear interpolation fits a curve to pass through each measurement
and therefore does not provide any additional smoothing and therefore

transmits more errors.

iv) Transmission of Errors to the Source Distribution

In order to evaluate the manner in which errors of measurement
are transmitted to the source distribution, the measured values of
complex coherence are defined for each microphone asiaxm (where the
subscript 'm' refers to the microphone numysy). This may be defined

as the sum of a true value Cm and an error Em;

La 4 Lo d [ >4
c! =C + E
m m m
The errors in the source distribution depend on the way in which the
measurement errors E; are transmitted.
The source distribution may be calculated from these measurements
using equation 3.6.1, and will include the transmitted errors €(y)
P(o) M ~
' Tlv) = (s J]
Q'(y) +2y) = £M 00 1 Ca * B

Oz -

e-21rimy/L

The errors in the souwrce distribution are therefore directly related

to the errors in measurement by the Fourier series

M ~ R

f{ w (1) E e-ZVrlmy/L
m m

= —M

19
o

R -

Since only the real part of the source distribution will be
considered only the real part of these errors need be evaluated.
o4 L
When Q(y) =€ (y) + if&(y) and E = A + iBm it follows that

M
( ) = P(O r os + sin 7
EG) =B 2 W) a0 2Tay) + Bysin 2Ty

Since Am and Bm are random variables it is not possible to
define E(y) exactly. However a measure of the error transmitted to
the source distribution is given by the variance of § (y) defined as

L/2
1 2

Var[i(y)} = T j £°(y) a

~-L/2
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Using the definition of £ (y), this variance is given by the

equation

L/2 ¥ "
ver [£)] = Eo) £ 2w
L m= -} n= =N
-L/2
x fA A cos (_2_1%21) cos (E_IL_YIX)

Lmn

2% my . 2w ny

+ AmBncos( T ) Sln( L )
. 2

+ BA sin (—T;—ﬂ) cos (2__‘%&2)

+ BB, sm(——gz) sin (M)J dy

When this equation is integrated over y the orthoggnal properties
of the integrands simplify the result considerably (Churchill (1963)),

7

giving

2 M
Var[_z(y)] = -P—Ij%i’l . %‘ mé N wi (1) LA‘“ 2

. o~ 2 2 2 . . < s
Since \Em\ = A "+B_~, this result may be simplified to

M
2 o 2 ~.2
Var[i (y)] =P (o) £ W (M) \Eml

2 m= =M

2L
~ D . N
If the errors \Em\ are evenly distributed over all the micro-
phones then this result may be simplified using the expected value of
P4

{ Enltzz

o2 vy iren ivi2] 2 2
m:f:M w e () [Em\ Ex [\Em\ ] mé‘-m WS (u)

The summation on the right is defined as the inverse of the

effective bandwidth of the data window
M
2,1 ] -1
voy={ & w2w
e (m:i-M m =y
so that the variance of the error in the source distribution is defined

2 2
_P(0) Ex!lEm\ J
Var[E(y) = 2L2 Yo (M) (3.7.1)

as
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The effective bandwidth of various types of data window is
easily computed, for example

Ye(M) 1/24 for a rectangular window

Ye(M) 3/(2M + 1/M) = 3/2M for a Bartlett window

The result 3.7.1 defines the variance of the error associated
with the source distribution. These will be distributed about the
true distribution, and this variance is a measure of the average
difference between the measured and true source distribution. It
is reasonable to assume that the errors in measurement will be normally
distributed with zero meau. This means that the errors in the source
distribution will also be normally distributed and over 63% of the
curve measured values will lie within one standard deviation (equal
to the square root of the variance) of the true values. Therefore

the standard deviation is a good measure of the typical error and may

be defined as

(3.7.2)

2Y zI&x;
L

However since P(o)/L = J; Q(y)dy/L is representative of a typ-

ical level in the source distribution an effective percentage error

is given by

L = Ex [tim‘ZJ x 100% (3.7.3)

In order to evaluate the permissible percentage error and also
to test this theory, a set of numerical examples were considered. The
true data from an example of a typical Jjet engine noise source dis-
tribution, which included two point sources and a Jjet nolse region (see
Figure 3.9), was calculated. Various sets of errors, generated by
random number tables with normal distributions, were added to this
data to simulate measurements and these were transformed to give the
source distribution inclusive of errors. This could then be compared
with the true source distribution calculated from the true data, and
the standard deviation of the source distribution error was calculated
from the differences. The results are shown in Figures 3.9 - 3.14
for average errors, Bx [ 1% A J between 0.001 and 0.02, Plotting the
standard deviation of the source distribution error against Ex[}E'\%l
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from both theory (equation 3.7.2) and practice demonstrates the
accuracy of the theoretical result (see Figure 3.15).

From these results it is also possible to consider a subject-
ively permissible percentage error in the evaluated source distrib-
utions. The typical source level in these examples is P(o0)/L = 0.0562
and so Figures 3.9 and 3.10 have a percentage error of less than 10%
and are clearly quite acceptable. However Figures 3.11 - 3.13 have a\
percentage error of 15-20% and are marginally acceptable. Figure 3.14
has an error of 30% and is clearly unacceptable. Therefore it is
concluded that the subjectively permissible percentage error level

should be set at 10%. In terms of 3.7.3 this gives
a2 A (K N\2
EXDEml ]g 2y (1) (555)° = ¥, (11)/50 (3.7.4)

v) The Evaluation of Measurement Errors

The second stage in the evaluation of Polar Correlation measure-
ment errors, is to determine the expected error \Emkz in terms of the
signal processing parameters. This has been achieved using the method
outlined in Jenkins & Watts (1968) and is given in Appendix II.

The variance of the errors are shown to depend on: the coherence
between the signals from the reference microphone and the microphone
in the array, and the BT product used in processing the signals.
The expected mean sguare error at each microphone is obtained as

~ ~ ~
ex[1EL 2] = 5’1}6"1'{ 2-3 1T 1% + tcm\l*j)
true coherence between signals

Pad

i

m
T

Be = effective bandwidth of spectrum

signal averaging time

it

In order to test this theoretical result an expériment was des-
igned which considered a number of signal pairs covering a range of
coherence levels, and were processed using a range of BgT products.

A total of five examples were considered giving results for BT
products of 48, 98, 248. In each case the bandwidth Bg was kept
constant and the averaging time T was adjusted. The procedure for
each example was as follows:

1) The two signels were acquired through analog to digital con-
verters on to the ISVR FDP 11/50 computer at a sample rate of 4000
samples per second, the number of samples being defined by the

reguired averaging time.
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2) This procedure was repeated ten times using different sections
of a signal record from the same test. '

3) The co- and quad-spectra, normalised by the power spectra,
were calculated for each piece of data.

4) For each of four frequencies the mean measurement Cm was
calculated from the ten sets of spectra. This was taken as the true
value and enabled the error for each piece of data to be defined.

5) The true value of the coherence \Cm{ and the average of the
error \Emlz was then calculated.

The results of this experiment are given in Figure 3.16 which
shows a reasonable agreement between theory and experiment. In
general 90% of the points on this graph lie within the worst error
given by the theory at zero coherence. This result is considered to
be quite acceptable considering the statistical nature of the experi-
ment. In conclusion it seems reasonable to define the expected errors

of the measurements to lie within the limits defined by the inequality
2 1
Ex [\E ) ]\<Be’l‘ (3.7.5)

This result may then be combined with equation 3.7.4 of the
previous section to give a criterion for the B.T product required in

signal processing:-
. 0
BT 2 yeZM) (3.7.6)

For exammple using a microphone array which includes nine micro-
phones and smoothing the source distribution with a Bartlett window
requires a Bérproduct of at least 300. This offers a considerable
improvement on the requirement of the linear interpolation method which
experience shows needs a BgT product of 1000.

vi) Conclusion
The measurement errors of Polar Correlation have been evaluated

so that criteria may be defined for the signal processing parameters.

A comparison of the two methods used to obtain the source distribution
from the measured data has shown that the linear interpolation method

is far more critical on the accuracy of signal processing. This

occurs because the linear interpolation method force fits each measure-
ment point, while the Fourier series method fits & curve to the

distribution of measurement points.
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The errors associated with the Fourier series method of solution
has been considered in detail and the theory of both the transmission
of errors and their relationship with the signal processing parameters
has been derived and tested in practice. The mejor conclusion of
this section is that the BgT product required for a typical source
distribution can be demonstrated to be 300. This result depends upon
the number of microphones in the array used to measure the far field
data and the aliasing length of the source distribution, but in general
the value of B,T = 300 provides a suitable guideline for most experi-
ments,

%.8. THE CORRECTION REQUIRED FOR WIND EFFECTS.

A major application of Polar Correlation is to full scale engines
on open air test beds. In this environment wind effects are inevit-
able and must be allowed for Since they affect the time of flight of
an acoustic signal from source to observer.

Consider the case when a

wind of speed 'U' is blowing across
the Jet axis, at an angle e (re.
90° to jet axis). The velocity of

the acoustic signal travelling in

the direction of the observer st

'®' on the polar arc will be

a, + U cos GRS =a_ + U,
Therefore the time taken for the signal to travel from the source at y
to the observer will be

T = (R—ys‘lno()/(ao + Uy )
However in a stationary medium the time taken will be simply T s =

(R-ysin® )/aO and so the wind time delay correction is defined by

NI
T m-T.S = (R~ysin® ) o l_ T+0y 1}
2
(s 1§ e ?
= (R-ysine& ) s | e )

where M, = U cos (6 -a)/a,

In the low frequency limit when

Kysinu{ffg&} Z< 1 (3.8.1)

the 'y' dependence of this correction may be ignored without loss of
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accuracy, giving the time delay correction as

TVp-Ts=-2 f M"; (3.8.2)

z; L 1+M

This correction may be incorporated in the calibration procedures
described in section 3.5.

The magnitude of this effect is illustrated by considering an
exenple of a wind blowing directly along the engine axis; then 6- 900
and

My =My sine
where MW is the Mach No. of the wind. In all practical cases Mw'é( 1
and so the time delay correction is

T - T =1- R /a) sina
The application of this correction is equivalent to shifting the origin
of the polar arc a distance RM_ upstream, and so the effect of the wind
may be considered as a linear shift of the whole source distribution.
For example in a 5 knot wind which blows along the axis, on a test using
a poler arc radius of 100 ft, the source distribution will be effective-
ly shifted 0.75 £+t downstream due to the wind,

3.9. POLAR CORRELATION IN A NOISY ENVIRONMENT.

In this section the evaluation of source distributions in & noisy
environment will be discussed. The theory of the Polar Correlation
technique implicitly assumes that the only sources of noise present are
those close to the jet axis. The presence of other noise sources, well
away from this region, must induce some error even if their levels are
negligible compared with the major source region. For example it will
be shown that a buried source which is 10 dB below the level of other
sources within a defined source region, can be determined using this
technique. Therefore the effect of having a low level source outside
the region must be important, since it will apparently alter the
measured source distribution. The "cleanliness" of the background
environment is therefore an important parameter in source location work,
and the necessary criteria must be developed before results can be
interpreted correctly.

To consider this problem, the overall signal at the microphone 'm'
will be defined as P’m(t), which may be broken down into three compon-

ents:-
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1) the required signal from the source distribution P_(t)

2) the signal from the background sources Zm(t), which is
correlated across the array

3) the signal from background noise Xm(t), which is uncorrelated
across the array (e.g. turbulence across face of the microphone)

Thus the signal at each microphone is given by:

P'a(t) = Pn(t) + 2p(t) + Xy(t)

Since each of these three components are uncorrelated with each
other, the spectral level of the overall signal is the linear sum of

each component
i
Pmon) = Pmﬁo) + Zm@a) + Xm@o)
where P;Ga), Pm@o), ZmGo) and XmGO) are the power spectral levels of
Pn(t), Pm(t), Zp(t) and X;(t) respectively. Then providing the two

background noise components are at least 10 dB below the signal from

the source distribution:
1
E}Jan ~ Ph@»)

However in Polar Correlation it is necessary to evaluate the cross power
spectral level between microphone zero and microphone 'm'. This will

eliminate the Xm(t) component which is uncorrelated across the array

and gives
@ =% @ + 1w
Rm<):mw+m(
H t ]
where R is the c.p.s.d. of Pm(t) and Po(t)
R is the c.p.s.d. of Pm(t) and Po(t)
U, is the c.p.s.d. of z (t) and Zo(t)

This quantity is then normalised by the overall power spectral

levels to give the complex coherence as

A~y B O Lo ~s

Cp = Cm + Em where Em =0 /S PO P (3.9.1)
(note: the frequency dependence has been dropped for convenience)

This result shows that the measured coherence 5; may be considered
as the sum of the two components 8; and ﬁ;. The first term, E;, is

the result of the signal from the source distribution which is being

investigated, Whilelgg represents the contribution from the background
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noise sources. This is an unwanted component and so will be defined
as measurement error. The transmission of measurement errors and
their effect on the source image were discussed in section 3.,6(iv)
where it was shown that their contribution to the source image at the
location 'y' was given by:
o~ .
Q’(y) = _g_g 2 W_(i) B o2 imy/L (3.9.2)
m= =M

The difference between this and the previous analysis is that in
this case each of the error terms‘E; will be correlated across the
array and will combine to give an image of the background noise sources.
This may be a very distorted image since the background sources may not
satisfy either the aliasing or the far field conditions. It is there-~
fore important to establish the maximum permissible background source
level which does not cause significant distortion to the required

source image.

To establish this criterion, consider the - a1 error on the
. . aretexwackad
source image, which may be . as

L/2 1
[Tl L el o)
- J
-L/2
However using Parsavals theorem and 3.9.2 enables this to be written

(o

in terms of the errors Em

~ Po F i v 270 ‘N 2]‘12‘
ley)last~ | ﬁé:-m WS (u) fEm) |

fa’l
However since Ep will be less than some maximum error E, we

may use the inequality to extract the lﬁ;l2 from under the summation
and define
~
[Q(y)lfy Po.E. 1
L Y2 (M)

where f =k

Y (M) = sz(mz} -1

1 m=-}
and is defined as the effective bandwidth of the data window, as dis~
cussed in section 3.6.

It has already been shown that a typical level in the source
distribution is given by PO/I and so to ensure that the errori{(y) is
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very much less than this, requires
1
E 44 Y (1) 2 (3.9.3)

Finally to estimate the value of E we will use equation 3.9.1 to

E~iE | = ol ¢ Zafo o Zo
o S PP, Po

Pofn

where Zg, Py are the power spectral levels of each source distribution

give

o]

at the reference microphone. This gives the criterion for the back-

ground noise level as

%.i_ ZBAOK: (3.9.4)

In a typical example where data has been analysed using a Bartlett
window and an array with nine microphones has been used, YS(M) = 0.1666
and so Zo/Po should be very much less than 0.4082. A suitable ratio
would be 0.04082 which is equivalent to the unwanted sources being
14 dB below the level of the required source distribution.

3,10, CONCLUSION.,

The purpose of this chapter is to provide a detailed description
of the Polar Correlation technique for the experimentalist. Since a
large number of points have been covered, this section will summarise
the more important aspects of the technique.

1) In section 3.2 it was shown how the techaique utilises a part-
icular relationship between a one dimensional source distribution and
its acoustic far field. It was shown how this is a Fourier integral
relationsnip which may be inverted to give the distribution of source
strength from acoustic measurements in the far field.

2) It was also shown in section 3.2 that the measured source
distribution was a resolution limited image of the true source distrib-
ution, and also how the length of the distribution restricted the
intervel between measurement locations. In general sources which are
closer than d =‘X/sinc(m cannot be resolved and sowrce distributions
of length L require far field measurements at intervals of 4 =)\/L on
the polar arc of radius R (see Figure 3.2).

3) In section 3.3 it was demonstrated that by modelling the source

distribution as an equivalent array of statistically independent multi-
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poles with uniform directionalities, then only a one sided microphone
array need be used in the far field. This model requires the evalu-
ation of the "complex coherence" between the reference microphone and
the others in the array (see equation 3.3.3), and from these the source
distribution may be calculated.

4) The optimum design of microphone arrays was described in
section 3.3. The minimum number of microphones required to consider
the source distribution at M octave centre band frequencies is given by
N where

N-1 = 0,75% (M+1)

5) A description of the experimental procedure and data analysis
was given in section 3.5. This included criteria for the egquivalent
line source and the polar arc radius. A description of recording
standards, calibration procedures, wind measurements, and data analysis
was also given.

6) The method for calculating the source distribution was des-

cribed in section 3.6.
7) A detailed analysis of the manner in which measurement errors

affect the calculated source distribution was given in section 3.7.
This concluded that a BgT product of 300 should be used in order to
limit the errors associated with spectral estimation to an acceptable
level,

8) The correction for wind effects on the measured source distrib-
ution is described in section 3.8. This does not include the effect of
the wind on the source mechanism.

9) In section 3.9 the affect of unassociated background noise on
the measurements was considered. This analysis demonstrated that these
sources should have a level which isb14 dB below the level of signals
from the source distribution to be measured, at all locations on the

microphone array.
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CHAPTER 4: DATA ANALYSIS SYSTEMS FOR POLAR CORRELATION

4.1. INTRODUCTION
In order to obtain source distributions using the Polar Correlation

technique, it is necessary to measure the complex coherence® between the
signals at the reference microphone and sach of the other microphones in
the array. The resultant values are then analysed with respect to their
spatial location to calculate the source distribution. This chapter
will discuss the various methods which may be used to measure the complex
coherence from the microphone signals,

Since the signals are in general fluctuating randomly, it is only
possible to estimate their complex coherence. The accuracy of these
estimates depends upon two factors: the effective smoothing of the
spectrum by finite frequency resolution and secondly the amount of time
averaging used in estimating the spectrum. These factors may be quant-
ified into a single parameter using the BeT product, where Be refers to
the effective bandwidth of frequency resolution, and T is the length of
the sample in time. (Jenkins and Watts (1968)). In most spectral
applications a BgT product of 50 is found to be sufficient. However
for Polar Correlation the error analysis given in Section 3.7 demonstra-
ted that the Bgl product should be at least 300, and sometimes greater.
This requirement for very high accuracy has presented a major problem
in developing efficient data analysis systems, and represents a major
part of this project.

There are several different methods which may be used to calculate
the complex coherence using either analog or digital facilities, or a
combination of both. Each of these has been investigated, developed and
used to calculate source distributions. These will be fully described
and their relative merits discussed.

Since the project requires such a large amount of data analysis,
the ultimate requirement must be for a dedicated digital computer, since
this will give the fastest and most versatile method of analysis. Such
systems have been developed and will be discussed in Sections 4.6 and
4.7. These machines have the capability of carrying out the Polar
Correlation analysis very much faster than can be done using an analog
machine, and therefore have major advantages for large data analysis

projects.

*Defined for the purpose of this thesis as the C.P.S.D. normalised by
the P.S.D. from each signal.
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4.2, DATA ANALYSIS REQUIREMENTS

The data analysis requirement for Polar Correlation is the calcul-
ation of the complex coherence between the reference microphone and each
of the other microphones in the array. Once these values have been
obtained for each frequency of interest the subsequent evaluation of the
source distribution is relatively simple.

In order to calculate the complex coherence it is first necessary
to obtain the cross power spectral density between the two signals at
the frequency of interest, and also'their power spectral densities.

The complex cocherence may then be defined as
~ s 1
C @ =6 ) /fp (@) p ) 2 2.1,
NORESONLIORIO)] X

Where E;y@p) is the c.p.s.d. at freg. %o
Px@d), Py@p) are the p.s.d's at freq. 'w'.

Therefore a method is required which calculatesta;yﬁaﬁ, PIGQQ
and P (@) to the required accuracy. However by definition:

P) =¥ ), @) =T

X xx N vy
and so the requirement is simplified to a method which calculates the
cross power spectral densityrar w). This may then also be used to
calculate PXGQ) and ?y@CO, and the complex coherence computed using
equation 4.2.1.

In order to calculate a source distribution it is necessary to
calculate three c.p.s.d's for each signal pair (equal to the number of
microphones in the array). For an array of 2@ microphones this means
the calculation of 60 c.p.s.d's, and therefore any small improvement to
the c.p.s.d. algorithm will be worthwhile. Various different algorithms
will be described in the next section, and the relative advantages of
each will be discussed,

~ The definition used in chapters two and three for the c.p.s.d.
¢ (w) (see section 2,5) is

¥ ®) = [%e) ¥ ] T 4.2.2.

‘T Note: this definition is more usually referred to the two sided cross
spectral density since it exists for both +ve and ~ve frequencies.
Bendat and Piersol (1958) p.82. Since the negative frequencies have
no physical meaning and G (W) = G¥ (-0), only +ve frequencies will be
considered. v v
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Where 'Sf(w), Y(w) are the instantaneous (resolution limited)
frequency components of the signals X(t) and Y(t). The frequency
~F
component X(®) mey be defined as
t°+TB
o~ 2 —
X(w) = f X(t) W(t-to) e“"’(Jc to)dt 4.2.3.,
Yo Tp
and will depend upon the time of evaluation 't '. The function W(t)
is a weighting function which defines a spectral window and is zero when

t > T, Putting t'= t-t_ enables a sample value of X(®) to be defined

as Q0
’

Ax’K(w) = f x(t'+ tg) Wt ) 3% at’ 4a2 e

~oQ

When X(t) is a random process with zero mean, then the sample

frequency components will be randomly distributed, also with zero mean,

EXL"X'K(Q)_) =j Ex[X(t'-z-tK)] w(t') o 0l o

However the c.p.s.d. is not expected to be zero since

i.e.

L}
~ o 1 3 - / ,
Ex XK(w)Y'(w)J = Ex x(t+tK)Y(t’+t ) w(t)w(t') em(t ¢ )dtdt
K K 4.2.5.
-od
and Ex[:X(t+tK)Y(t'+tKi] is the cross correlation between the two
signals and will be non-zero over a range of values T = t-t’ .
In order to evaluate the c.p.s.d. it is necessary to compute the
sample frequency components given by L.2.4 or alternatively the Fourier
transform of the cross correlation coefficient, (see 4.2.5). Different

methods of doing this will be described in the next section.

4.3, DATA ANALYSIS TECHNIQUES
&) Analog, using narrow band cross correlation.

Perhaps the simplest technique of obtaining the cross power
spectral density between two signals X(t) and Y(t), is to cross correlate
the output from two identical narrow band filters.

The ocutput from two identical narrow band filters is given by

fx(t) x(t5,t) cos (wt + ﬂfx (w,t))
fy(t) y(w ,t) cos (Wt + ;dy (w,t)

Note x(w,t) =1x, ()} + Vx,(-@)l=2 lx (w)]

This additional factor of 2 is eliminated by normalisation in
the complex coherence.
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where x(w,t) cos (fx(®,t)) and y(®,t) cos (ﬂy(«),t)) represent slowly
varying components of the signals X(t) and Y(t) at the frequency u'.
The rate of change of these modulating components will depend upon the
bandwidth of the Pilters, and for a narrow band filter of width Qo
the highest frequency component of the modulated signael will be very
much less than 'w', when WS> Aw. The cross power spectral density
between these two signals may be defined by

B [x(0,8) 3(00,8) exp (18,(0,8) - 16 (w,1))]
and this may be obtained in terms of amplitude and phase by cross
correlating the outputs of the filters.

The principle of operation of this method is shown in diagramatic
form in Fig. 4.1. It should be noted that this method requires a cross
correlation with the appropriate signal averaging time for each c.p.s.d.
at each frequency required. It has already been pointed out that to
calculate a source distribution 3 c.p.s.d's are required per microphone,
and about ten microphones will be used in & sub array. Therefore to
calculate the source distribution at a single frequency would require
30 cross correlations. Practice has shown that this takes about a
quarter of a day to complete.

The major disadvantages of this method are that only one frequency
can be computed at a time, and the operator has to work the correlator
throughout the analysis. Usually the source distributions from a
particular test are required at several different frequencies, and this
method requires a large amount of time. This has led to the development
of techniques which analyse the c.p.s.d's over the complete spectrum in &
single run, which gives a considerable reduction in operating time.

These will be discussed in the next section.

The only advantage of this technique is that the operator is in
control of the data at all stages, therefore snags may be easily traced.
This proved to be very useful in the development stages of the technique.

b) Analog/Digital: ziving cross power spectra from overall cross

correlations

It is shown in section 4.2 and also in Bendat and Piersol (1958)
that the cross power spectrum, giving values of the cross power spectral
density between © and ®©4, may be calculated from the Fourier transform
of the overall cross correlation between the two signals X(t) and Y(t).

This method is shown diagramatically in Fig. 4.2. and may be

outlined as follows. The two signals are passed through anti aliasing
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filters (with cut off at W, ) and cross correlated using the analog
correlator for both +ve and -ve time delays. These cross correlations
are transferred using some alternative storage medium such as paper
tape, into a digital computer which takes the fast Fourier transform
of the cross correlations as a function of time delay. This yields
the cross power spectrum. This algorithm may be improved for power
spectral levels since the overall cross correlation of the same signal
(see section 4.2) is defined as the auto-correlation which is symmetri-
cal for both positive and negative time delays. Therefore only
positive time delays need be evaluated for power spectra, halving the
correlation time. To calculate the cross spectrum and two power
spectruns therefore requires four correlations for each pair of signals.
For a test which used 20 microphones a total of 80 correlations are
required, which may be achieved in approximately half a day.

The advantage of this method over the analog method is that the
whole spectrum is calculated giving results for all the frequencies of
interest for only & doubling of time. In the long run it is therefore
approximately twice as fast. Its advantage over completely digital
systems described in c¢), is that it is only partially computer orient-
ated and is therefore more reliable and requires less sophisticated
equipment.

¢) Digital: Calculation of cross power spectra using F.F.T. routines

The most sophisticated method of calculating the cross power
spectrum is to use a digital computer. In this method the two signals
are passed through anti-aliasing filters and into analog to digital
converters which are linked to the computer. The signals, which are
then in digital form, may be operated on entirely by the computer.

The algorithm which computes the cross power spectrum may be
described as follows: the two signals in digitised form are split into
blocks, equivalent in time to ZTB (see equation 4.2.3). The Fourier
transform of each of these blocks is calculated giving samples XK@O)
and YKGA) of the frequency components of each signal. Averaging over
a number of blocks as indicated by equation 4.2.2 yields the cross
power spectrumn between O and 63, » where &, is the aliasing frequency
(this is determined by the sampling rate of the analog to digital

converters).
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The advantage of this method is its speed and also that it
requires the minimum of operator intervention. The operator is only
required to feed the signals to the A/D converters, and this part of the
algorithm can be completed for a test using 20 microphones in less than
an hour and a half. The rest of the algorithm may be completed at the
computer's convenience and does not require the operator to intervene.
4.4, NARRQOW BAND CROSS CORRELATION

In this section the method and settings required for computing
the cross power spectral density using narrow band cross correlation
will be described.

The layout of the equipment is shown in Fig. 4.4. The two
signals which are to be analysed are taken from the tape deck, and are
passed through a switch into two identical B & K Type 2113 8% filters.
The purpose of the switch is to enable easy calculation of the power
spectral levels of each signal by allowing either signal A or signal B
to be passed to both outputs. In either of these modes the same
signal passes through the filters and is cross correlated by the correl-
ator giving the power spectral level at the peak nearest zero time
delay. (If the filters are phase matched this peak will occur at zero
time delay). Alternatively the switch may be set so that signals A
and B pass straight through and the cross spectral level is calculated.

The two filters are tuned to the frequency of interest, and RMS
Fast time averaging and meximum frequency rejection are used. The
frequency rejection may sometimes be reduced since this will effectively
damp the cross correlation curve either side of the major peak, enabling
this peak to be identified more easily.

The correlator is set up in cross correlation mode with either
Channel A delayed or Channel B delayed, depending on the location of
the major peak in the curve. This curve takes the form of a damped

cosine wave given by:
Ex [_x(&) ,t) v(w ,t)] cos (w‘rmx[ﬁy(w,t)_ﬁx(u ,t)] " BA" QB)

x A(T +(f H,r 8, 8,)/00)
where Ex {.x( ©,t) y(w ,t)J
is the amplitude of the c.p.s.d. at frequency 'W'.
Bx[ 4 (,t) - £(w0,4)]
is the phase of the c.p.s.d. at frequency 'w!'
., qa are the phase shifts in the filters.
A (T) is the damping provided by the filters of finite
bandwidth. {(A(o) = 1.0)
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The major peak of this curve occurs when
T = [EaL §ylen8) = )]+ Ba= 8]/
and its amplitude gives the amplitude of the c.p.s.d. at frequency 'u'.
The phase mis-match of the filters (GA- GB) may be calculated by pass-

ing the same signal into each filter, enabling the phase of the c.p.s.d
to be calculated from the time delay of the major peak, i.e.

Ex[ gt - g ()]= Tm= (84- Be)

The cross power spectral density and power spectral densities are
computed for each signal pair and the complex coherence computed using
equation 4.2.1. This procedure is repeated for each microphone and
each frequency of interest, to enable the source distributions to be
calculated for a particular test.

In order to ensure that these values are estimated with sufficient
accuracy it is necessary to use the correct settings for the time scale
and time averaging. The time scale switch should be set to approx-
imately (2W/w ) x 3/100, so that approximately 3 periods of the cosine
wave appear on the correlator screen. The time averaging in the
summation mode is defined by the number of updatings to each time delay
value, which is given by the number of samples with value N, divided
by the total number of time delays (= 100). An effective BeT product
of 300 requires an average of 300 samples and so N is chosen such that

N2> 300 x100 = 30 x 103
This is satisfied by the setting N = 32 x 1024.

4.5, OVERALL CROSS CORRELATION

One method for computing the cross power spectrum for all frequ-
encies between O and @, , is to calculate the Fourier transform of the
overall cross correlation between the two signals. A method for cal-
culating these levels will be described in this section.

The layout of equipment is shown in Fig. 4.5. The signals from
the tape recorder are passed through two low pass anti-aliasing filters
set to the maximum frequency of interest 'wa'. If the tape recorder
output includes a significant amount of background noise at low frequ-
encies (e.g. 50 Hz components from mains supplies), a high pass filter
at 200 Hz may also be necessary. The output from the filters are
then cross correlated on a Hewlett Packard correlator for both positive
and negative time delays; these are output on to a paper tape interface

so that they may be transferred to a digital computer.
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The time scale on the correlator should be chosen to prevent

aliasing, i.e.
At L 2w/ 2.5,
The time averaging should be set to the summation mode, and the length
of time averaging is defined by the number of samples N and the time
scale A4t, i.e,
T = NAt
To calculate a BgT product the bandwidth can be defined by
= 1/100 At giving the BeT product as
BeT = N At/ 100 At = 1N/100
For a BgT product of 300,N should be set to 32 x 1024.
The output from the correlator gives two arrays Ah and Bn
(n = 1, 100) which define the cross correlation for the two signals at
intervals &t.
L= Ry ( (a-1) at)
B, = Ray (~(n-1) A%)

where ny (t) is the overall cross correlation of the two

signals.
These arrays may now be welghted using a spectral window function

(see Jenkins and Watts); however in the system used in this project
no weighting was used. The cross power spectrum was then calculated

using an FFT routine by solving the equation

R 29 iTwKn -il Kn
CKflnx “‘""‘lA*: + i A1 O¥P T35+ B %P i5g }

In order to interpret this equation it may be re-written in terms
of the overall cross correlation ny (’C) as
iTWEKn

+1DK At —_2-99 Q (nAt) eXP 338

If the variable CJK is defined as

L
128. At

then the dependence of the expeonential function above on K may be

Wy = K

redefined as
(AT _ 505 Atn

29
giving Cp + iD = At 0 ny(n At) exp(inAt.n.)
N= -
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This is a series approximation to the Fourier integral which
defines the c.p.s.d. from the cross correlation function, and therefore
CK and DK represent the real and imaginary parts of the c.p.s.d. at
frequencies QK = KW /128 Ot,

A similar algorithm may be used to compute the power spectral
density using only the data for positive time lags, and placing B, = 4.
Then it is a simple matter to compute the complex coherence over the
whole frequency range. Once the complex coherence spectra have been
computed for each microphone pair, the data is then re-arranged to give
the complex coherence for each microphone at a fixed freguency. This
data may then be used to calculate the source distributions.

4.6, DIGITAL COMPUTER METHODS (1): PROGRAMMES ON THE PDP 11/50 at ISVR
Due to the large amount of operator time required to run the
analog facilities described in the previous two sections, a considerable
amount of effort has been spent on developing digital computer routines
for Polar Correlation analysis. The result of this development work is

a relatively simple suite of programmes using standard routines on the
PDP 11/50 at ISVR. The principle of this programme suite is shown in
Fig. 4.6 and in this section each stage of the analysis will be outlined.
Acquisgition of data

The first stage of the analysis is to acquire the signals from
each microphone pair through the A/D converters on to file. This is
achieved by rumning the JOB GATHER, which is listed as Computer Programme
II, and requires the following specifications.

1) Sample Rate: this should be chosen as 2.5 times the

maximum frequency of interest.
2) No. of Samples: specifieé the number of samples to be
acquired on each channel and should be chosen to give
600 degrees of freedom in c.p.s.d. analysis. See notes below.
3) Start File No; and Stop File No: The programme works in a
loop which acquires the signals from each microphone pair®
sequentially. The Start File No. specifies the first
microphone pair to be acquired and the Stop File No. the
last. Once the data has been accepted (see later note) it
will be protected on file; therefore if the running of the

programme is interrupted for any reason it may be re-run,

*i.e. The reference microphone and each of the others in the array.
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starting with the microphone pair which follow the last
successful acquisition, The data from any microphone
pair may be re-acquired and this will over write the
original file.
4) Series No: (1-4). This allows the data from more than
one test to be stored on file before analysis. It is
important that data is analysed using CHURN soon after
acquisition since the raw data uses a large amount of
disk space.
The signals are then acquired using a standard procedure (see
DAC notes); the signals from each microphone pair are passed through
anti-gliasing filters set to the maximum frequency of interest, (and
also High Pass filters set to 200 Hz if there is noticesable mains
interference at 50 Hz) and into the back of a terminal, which is conn-
ected to the A/D converters. Once the computer has simultaneously
acquired the signals in digital form, the statistics of each signal are
calculated and written on the screen. These indicate to the operator
whether the "acquire" has been successful, and for Gaussian signals
should have the following values:
Mean: should be very small & S. Dev.
Standard Deviation: this is the RMS level and should lie in
the range 0.25 - 2.5
Skewness: should be very small
Kurtosis: should be ~ 3.0
Any discrepsncies from these values indicates that the signal
should be re-acquired unlegs the signals are clearly non Gaussian, and
the operator has the option of doing this before the data is stored on
file permanently. If the standard deviation is too large the signal
will be clipped and therefore should be re-acquired with less gain.

Computation of Complex Cocherence

Once data acquisition is complete, the signals from each micro-
phone pair are stored on disk file in digital form, and their complex
coherences may be computed using the JOB CHURN. This is listed as
Computer Programme IIT and requires the following specifications:

1) Start File No. and Stop File No: These have the same

meanings as in the JOB GATHER. If the programme is
interrupted for any reason, it may be restarted at the

microphone number being analysed when the interruption



2)
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-82-

occurred. Any microphone pair may be re-analysed using
new input data, and the new data will overwrite the old
data. (This does not apply to microphone pair 1, see
below). The input data for each microphone pair (i.e.
the digitised microphone signals) are "killed" as soon
as they have been analysed. '
Test No: This should be a 4-figure number which identifies
the test. It is used by the computer to name the file in
which the output data is stored. This file is created when
microphone pair 1 is analysed, and cannot be re-creasted at
any time, unless it has been eliminated by a deliberate
"kill" procedure (see DAC notes).
Series No: This should be the same as used in JOB GATHER.
Resolution: This specifies the freguency resclution which
will be used to compute the spectra. Any value may be
specified but the computer only uses values which are defined
by

Resolution = (Sample Rate) / 20

Where 84 2" € 1024
Specified values will be rounded down. The resoclution
and the number of samples determine the accuracy of the
computed spectra. As was indicated in Section 4.3, the
algorithm which computes the c.p.s.d. splits the signals
into blocks. EBach of these blocks contains TL sequential
samples, where TL is a power of two defined by
TL = 2% = (Sample Rate) / (Resolution)

84 TL € 1024

The number of blocks into which the signal is split is equal
to the BeT product (or half the number of statistical degrees
of freedom). The algorithm used on this machine overlays
blocks of data so that (2N-1) blocks may be obtained from a
signal length NS = N x TL., Therefore the number of samples
NS, and the resolution should be chosen so that sufficient

accuracy 1s obtained, i.e. a  BeT product of 300 or more.

(&2 -1) > 300
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A method of choosing these values is as follows:

a) Choose the resolution as the third octave bandwidth at the
lowest frequency of interest.

b) Calculate the transform length TL, using a) and the sample
rate.

¢) Calculate the number of samples required to ensure that 300
blocks of data are analysed.

Once these parameters have been specified the programme runs auto-~

matically in a loop, analysing each microphone pair in turn.

First the c.p.s.d. and the two p.s.d's are calculated over the

whole frequency range using standard routines. From these the

complex coherence spectrum is obtained (again using standard

routines); these spectra are stored for reference in files named

11-14 as follows:

11 - P.S.D's of reference microphone stored sequentially

12 - P.S.D's of each microphone in sub array stored sequentially
13 - c.p.s.d's stored sequentially

14
Finally the complex coherence spectra are re-arranged in a special
programme XCOLEC, listed as Computer Programme IV. The output

from this programme is the file whose name is the test number.

complex coherences stored sequentially.

The manner in which the data is stored in this file is as follows:

The files on this machine are split into blocks containing 128

samples. The data is re-arranged so that each block contains

the data for & particular frequency component, i.e. the nth block

will contain data for the frequency n x RES. Values computed for
each microphone pair are stored sequentially in each block.

To analyse a complete test using this programme may take several
hours, depending on the time sharing requirements of the system.
However the running of the programme requires no operator intervention,
and so this time is not an important factor in the efficiency of the
system.

Calibration of System

Before these results may be used they must be corrected for time
deley errors in the system (see section 3.5.c). These may be obtained
from analysing a loud speaker or white noise test with no corrections.
In order to calibrate these errors out of all subsequent tests the time

delay errors (in microseconds) ere specified in a file called "Tape",
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created by the JOB FIDDLE. This is listed as computer Programme V and
requires the following specifications:

1) The number of microphone pairs used in the test.

2) Whether the calibration of each microphone is identical

Answer: for YES
for NO

3) The time delay calibrations between the reference microphone

and the other microphone in each microphone pair, in micro-
seconds.

The recommended procedure for obtaining these time delay calib-
rations is to analyse a loud speaker test (see section 3.5.c) using
this system and to set the calibration file "Tape" to zero for each
location. Then from the results at several frequencies a mean time
delegy calibration may be obtained from the evaluated phases for each
microphone pair. For instance the mean time delay, calibration for the
" nth microphone pair 'Ifn' may be calculated from

R ¢S g,(f,) +¢n(f3> N £.(£,)7
n_ 8W| £y fo £3 £,

where the frequencies f1'tof4 cover the freguency range of interest.

T

The file "Tape" should then be re-calibrated using the values q:n’
Evaluation of Results

Finally the calibrated complex coherences may be obtained as a
listing at a specified frequency using the JOB RESULT, which is listed
as Computer Programme VI. This requires the following specifications:

1) Test Number: As defined in CHURN.

2) Frequency of data to be listed.

3) Frequency resolution used by CHURN in calculating spectra.

The programme then lists the complex coherences as amplitude and
phase (note: not real and imaginary parts as indicated by DAC routine
SCREEN) for each microphone pair. This data may then be used as an
input to Computer Programme I which cglculates the source distribution,
and operstes on the main University ICL 1907 computer.,

In conclusion this suite of programmes provides an automated data
analysis system which is very much more efficient than either of the
analog methods described earlier.  Operator intervention has been kept
to a minimum and is only required at the data acquisition stage.
Providing the facility is fully operational a complete test may be
easily analysed in half a days effort.
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4.7. DIGITAL COMPUTER METHODS (2). PROGRAMMES ON THE ALPHA
(CAT 1SI-2) MINI-COMPUTER
In order to provide the sponsors of this project, Rolls Royce Ltd

(DED), with an in-house data analysis facility for Polar Correlation,

a set of programmes were developed for an Alpha (CAI LSI-2) Mini-
computer. This machine has previously been used to develop the Acoustic
Telescope (Billingsley and Kinns (1976)), and with the additional prog-
remmes for Polar Correlation it was planned that this machine should
provide a complete source location analysis facility.

The Alpha computer is a mini-computer which has 8-bit precision
and may be programmed in Fortran II. It has a core of 32K and is
attached to two "floppy" disks each of which can hold 0.3M bytes. One
of the major problems with this computer is designing programmes to run
within these storage limitations. All programmes are stored on one
disk, and the other disk is used entirely for data files. The disk
space may be increased ad infinitum by the use of back up data disks,
and this was found necessary for large data analysis projects; however
this does require very good file initialisation to ensure all the data
subsequently required is available. Interaction with the computer is
via a Tektronix teletype terminal (with video screen) and there is also
a 'Diasbalo' printer available. Data signals may be acquired through a
16 channel, parallel A/D converters, with a maximum sample rate of 320K
samples/sec (total).

One of the features of this machine is that any programme on core
(i.e. in command status) may ?f7gvvtm&(\§§m'f~v’~
on file. This enables command status to be transferred from one prog-

any other programme

ramme to another. The transfer of assigned variables is also posgible
since the "common" block areas in core remain the same for each prog-
ramme, and so any assigned varieble in this area retains its value when
the new programme is over written. Therefore a very long analysis may
be broken down into several programmes, thus releasing a considerable
area of core, and command status may be transferred to each programme
as required.

The layout of the programmes on this computer is illustrated in
Fig.4.7. The analysis is started by running the programme POCO, from
this the operator may choose any of the options indicated in Fig. 4.7.
Each of these options and the details of the programmes involved will

now be described.
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Calibration of Store
Before any analysis may be undertaken the common block area of the

core must be calibrated, assigning values to each of the variables which

will be needed in the analysis. This may be undertaken by either init-

ialising the store with new values, typed in by the operator, or by
reading these values from a disk file. Each data file includes in its
first segment all the values stored in the common block when it is
created, and these values may be recalled by reading the file in this
area. The lower area of the common block may be referred to by the
array IGUF (300) and this is read from file by the subroutine RBDISK,
which is included in most programmes. (See XOPOCO, computer programme

A1), Once the file has been read control is transferred to the prog-

ramme CALI. Alternatively if the operator chooses to type in the new

calibration control is transferred immediately to CALI.

The programme CALI asks initially if this is a new set up, which
requires the operator to type in the calibration. This requires the
definition of:

1) Test Number, Tape Number and a Test description (i.e. Place, date,
nature of test up to 46 characters)

2) Wind Speed Data: wind speed (m/sec), wind direction re-axis,
polar arc radius

3) Microphone array calibration: number of microphones used, number of
sub-arrays(see section 3.4), angle of reference microphone to jet-
axis, the number of microphones in each sub-array, and their separa-
tion in sin{x). Also required is the microphone identification
number at each location in each sub-array.

4) Time Delay Calibration: The time delay calibration for each micro-
phone in microseconds.

5) Data Analysis Constants: Maximum frequency required, frequency
bandwidth, and the number of degreeé of freedom (= 2 BgT) required
in calculation of spectra.

6) Input Data Definition: Number of channels to be acquired and the
microphone identification numbers for each chamnel.

Once this data has been typed in or read from file, it is presen~
ted on the screen. Any mistakes may be identified and altered, and
when it is correct control may be transferred back to the option area of

the programme POCO.
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Acquisition of Data on to Disc
When this option is chosen, it is assumed that the common block

ares has been calibrated (otherwise failure will occur) and control is
trensferred to the programme PLOG (see computer programme A3).

The first step in this programme is to open the data file using
the subroutine FILEQP. ?his requires the definition of a 3 character
test name which will be used to name the file which is to be written.
Also required is the "Take" number (n.b. there may be several takes to
one test, necessitating the definition of several different files) and
the disk handler number which contains the disk on which the file will
be written. Next the common block area is written to this file, and
it is this data which will subsequently be used in all the analysis on
this data.

The data is then acquired using standard data logging procedures
available on this system. The signals from each channel may be viewed
in real time on the videco screen, and data logging starts by pressing
the space bar. When data logging starts each channel will be acquired
almost simultaneously (i.e. when more than two channels are acquired
there will be a skew of six microseconds between each block of two
channels). The programme reads a total of 16K words (32K bytes) from
the A/D converters on to core, and then writes these to the open file.
This procedure 1s repeated until the number of samples required has
been logged.

This procedure is repeated using different "take" numbers until
the data from all the microphones of the test is on file. After each
take, control is transferred to the option area of POCO, and the common
block area must be up dated to define the microphone identification
numbers in the next take. It should be noted that the reference
microphone must be included on channel 1 of each take, with a maximum
of 7 others.

Once these data files have been created they may be analysed to
compute the complex coherence between each microphone and the reference
microphone.

Analvsis of Dats to give Complex Coherences
Talking the data analysis option in POCO, transfers control to the

programme PANA (see computer programme AL). To run this analysis it
is necessary to define the Test name which defines the data files and

the number of takes which have been used to place this data on file.
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The programme then analyses each file in turn, computing the complex
ccherences and spectral information between channel one and the other
channels on file, writing the results on to a new file., (There will
be a resuvlts file for each input File)

The analysis on each file may be described as follows (see
Figure 4.8):

1) The file is opened and the common block read, using sub-
routines ANFILE and RBDISK

2) 16K data samples are read from the file into core (IBUF array)

3) The CPSD (real and imaginary) of each channel re channel 1 and
PSD of each channel, is computed as a running average.

L) Another 16K samples are read and 3) is repeated until the file
is exhausted.

5) The complex coherence spectra for each channel are computed.

6) The complex coherences and p.s.d's are written to an output
file.

The major part of this programme is to compute the c.p.s.d. and
p.s.d's for each channel re channel 1. This part of the programme is
illustrated in Figure L.9. The principle on which this algorithm
was based is described by Welch (1967) and its application to multi-
channel analysis was developed specially for this programme.

The 16K data block which is read from file contains 16K/N data
samples simultaneously acquired on N different channels, channel 1
being the reference channel. These values are stored in the data
array IBUF with two samples contained in each word. The arrangement
of data within this array is iliustrated by the diagram below:

block A ‘/block A2

1 \\ block AM
ST 1 ZZTIZCZTCIC r—>*1
block B1 block B2 block 3M

Channel 1

[ ] I [ I ]
Chan%el 2 1 I | R NS N
|
|
|
—Tr—T—J-------- g S——

Channel N T T —-------- T
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The data record on each channel is split into blocks containing
"ITL" data samples. "ITL" defines the transform length and must be a
power of 2. It essentially specifies the frequency resolution of the
spectra and is calculated in the calibration programme. Each channel
has a set of Am and Bm blocks which are overlapping as illustrated
sbove., By defining the location of the first sample in each block the
data in each block may be extracted from the array IBUF using the sub-
routine FISH, The principle of the algorithm is to extract the data
in blocks Am and Bp in turn, calculate their Fourier coefficients,
cross multiply these with the reference channel and themselves giving
instantaneous CPSD's and PSD's, and adding the results to update
arrays. When all the blocks have been analysed the updated arrays will
contain the averaged CPSD's and PSD's.

The instantaneous CPSD's and PSD's are calculated using a special
algorithm which minimises the number of Fourier transforms which have to
be calculated. This algorithm utilises some of the special properties
of Fast Fourier transforms which are described by Cooley et al (1969).
To describe the principle of this method the data in any block Ay of
Channel 1 will be referred to as the record cp when 1€ n§ITL and the
data in block Bp of Channel 1 as dp. The Fast Fourier transforms of
the data records cp and dn are Cp and Dp, which are complex valued
records of length ITL which have the following properties because cn

and dp are real

_ % - E
= C1opn D = Drgpn

Similarly the data in blocks Ay and By of another channel may be
referred to as ap and by and have Fourier transforms Ay, and By with the
same properties. Ultimately to calculate the CPSD between these two

channels it is necessary to calculate the sum

# *
AnCp + BpDy
This requires 4 Fourier transforms; however by calculating the two

Fourier transforms

cp + idp —D Cp + 1Dy = X
F.T.
and ap + iby, —» Ay + iBy = Yp

F.TC
it is found that

TX% = ACE + B, + 4 {Bnc: - AnDi}

and using the properties described above
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Y;TL-nXITL—n = (Ay - iBy) (Cp + iD})
% g
= G + Bob - 1§ 3000 - ank

Thus
® # s ; # * 9
AnCp + BpDp = E'lYan + YITL-nXITL-n}

which requires 2 rather than 4 Fourier transforms. The complex
multiplication, addition and updating of CPSD arrays is performed by
subroutine CMULAD,

Once the CPSD's and PSD's have been calculated the complex
coherences are evaluated and written away to file, with the PSD's for
future reference. Each of these files also includes the calibration
data stored in the common block.

Calculation of the Source Distribution

The next option available in this programme suite is to calculate
the source distribution from the complex coherences. In this calcul-

ation it is assumed that the far field is almost omnidirectional over

the array

When the source distribution option is chosen in POCO, control
is transferred to label 400 in the same programme. The first step in
this analysis which is outlined in figure 4.10, is to read the input
date from file. This requires the definition of the test name used to
identify files, and the number of files (or takes) which contain the
data for the whole array. Next the operator must specify the frequency
of interest and the upstream and downstream limits to the source distri-
bution which is to be calculated. From this information and the data
which describes the microphone spacings the programme then computes the
sub~array which provides the aliasing length to fit the limits of the
source distribution required. ° The programme then extracts the data
for the correct sub-array locations from the files which hold the data.
This is then corrected for time delay errors and weighted with a
Bartlett window function. The Fourier transform of this data is then
taken using the principle described in Appendix I.  Finally the data
is re-arrenged in a suitable format for the plotting routines. This
requires the definition of 128 equally spaced values along the axis
between the upstream and downstream limits specified. Since the output
from the Fourier transform contains a source distribution which is

defined at 128 equally spaced points between zero and the aliasing
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length 'L*', it is necessary to use & linear interpclation procedure to
evaluate the source level at the required points. It should be noted
that the output from the transform is periodic, with period 'L', and
is only defined for positive locations. Therefore if a negative
location, 'x' say, is to be evaluated it must be calculated using the
location 'L~x' in the transform output. Once the file which may be
used for plotting is defined, containing source levels between the
specified upstream and downstream limits, control is returned to the
option array of POCO.
Plotting Results

If the Screen Plot or Hard Copy options are chosen in the option
area, control is transferred to label 500 or 600 in POCO. Both options

give the same output, either to the screen or to the printer, the only
difference being that the hard copy output also prints the numerical
values of the source distribution.

When either of these options is chosen the data for the source
distribution which has Jjust been calculated is presented. Pirst the
input data is presented, including specification of the microphone
number, its displacement in sin® , its coherence and phase at the
frequency specified, and elso its P3D in 4B.

) Next the source distribution is plotted between the
upstream and downstream limits specified.

Finally if the hard copy option is chosen the numerical values
of the source distribution at each location are written out on the
printer. Also included in this is the integrated level, between the
upstream limit and each location. This enables the area under any
portion of the source distribution to be calculated so that the relative
strengths of different sources may be determined.

Plotting Spectra

This is an additional feature of this programme suite which
presents the coherence (amplitude) and power spectra for any microphone
in the array. If this option is chosen control is transferred to the
programme SPXCIRA (see computer prozramme 45). The operator then
specifies the test number, take number, and microphone of interest and
the two spectra are plotted as a function of frequency on the screen.
This provides a useful extra facility to the programme suite since it
enables the standard acoustic test data to be available as well as the

source location data.
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Conclusion
In this section a complete in house facility for source location

and narrow band data analysis has been described. However since this
programme suite was developed near to the end of this project, it is
considered that it has not yet reached its ultimate development, and
it is hoped that in the future it will be improved so that a more ergo-

nomic system is available for both programmer and user.
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CHAPTER 5: EXPERIMENTAL RESULTS (1) : MODEL TESTS

5.1. INTRODUCTION

This chapter will describe the results from a number of tests on
model air Jjets. The purpose of' these experiments was twofold: first
to evaluate the technique and secondly to determine the distribution
of acoustic sources in clean Jets. All the tests described in this
chapter were taken in anechoic surroundings and the model air Jets
used were representative of pure jet mixing noise which is not contam-
inated by the extra sources which occur on full scale jet engines.
Therefore these tests have been carfied out under very much more con-
trolled conditions than would ever be expected in an outdoor test on a
full scale engine, and sc the results are expected to be considerably
more consistent,

The first detailed study of model jet mixing noise using the Polar
Correlation technique of source location was carried out by Harper-
Bourne, and is reported by Fisher, Harper-Bourne and Glegg (1977). Those
results not only demonstrated the feasibility of the technique, but also
demonstrated the features of c¢cold Jet mixing noise. Similar results
were also obtained by Grosche (1974), Laufer (1976), Glegg (1975) who
used acoustic mirrors focussed on to the jet. However the original
tests taken by Harper-Bourne were restricted by the design of the fig
to either positive measurements of (sin® —sin%) with ﬁ: 0 or negative
measurements of (sing —sin%) with B= 15°. Since these measurements
agreed it was argued that the measurements about any reference angle
“%' would be symmetrical, and so only positive or negative displace-
ments need be considered. This was further Jjustified by the theor-
etical work outlined in section 2.8, but it was felt that more tests
were required to fully Jjustify this result. Therefore some tests
were undertaken which evaluate the measurements for both positive and
negative displacements of (sin®{ -sin%) with ‘5: o. These tests are
reported in section 5.2 of this chapter.

A1l the results mentioned above were obtained using model jets
at ambient temperature. However the Jjets of full scale engines are
inevitably 'hot', in that their stagnation temperature will be above
ambient temperature. The theoretical work of Morfey (1973) suggests

that hot Jjets have a different noise generation process than cold
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jets, and therefore are liable to have a different distribution of
Jjet noise sources. In section 5.3 of this chapter the results of
some tests on hot and cold jet noise, with and without a by-pass

flow are described, and these demonstrate the differences between

the two mechanisms involved. These tests were undertaken in the
large anechoic room at N.G.T.E. using the hot jet noise facility, and
were analysed in ISVR.

5.2. AN INVESTIGATION INTO THE NOISE FRCM COLD JETS.

The purpose of these tests was to consider in detail the noise
from a 1" model air jet at ambient temperature, and to evaluate
differences in the source location measurements from the forward and
rear arcs. These have been predicted from theoretical arguments in
section 2.8, and the results of these tests will be used for a
detailed comparison with this theory. Two subsonic jet velocities
of Uj a, = 0.4 and 0.8 were considered, and the nozzle used was a one
inch diameter parallel nozzle, which had previously been used in
Polar Correlation tests by Harper-Bourne.

Test Facility
The rig used for these tests was a harizontal model air jet in

the anechoic room at ISVR (see Figure 5.1). The established jet
noise facility in the ISVR anechoic room is situated in the roof and
the model jet exhausts vertically downwards (Lush (1971)). Unfort-
unately this means that forward arc measurements cannot be taken, and

s0 a horizontal jet rig was developed with access both in front and
behind the jet. This rig was designed and built for some Jet noise
shielding experiments and it was fortunate that the source location
measurements presented here could Le taken during the same period.
The jet was connected to the air supply in the roof by a 3" dia-
meter flexible pipe and it then passed through a stainless steel tube,
before being exhausted by a 1" diameter nozzle (see Figure 5.1).
The microphone could be traversed through both forward and rear arcs
on a 10' radius and every effort was made to minimise reflections
using sound absorbent foam.
Data Collection and Analysis
The microphone array used in these tests was designed according

to the principles laid dowm in section 3.5. Each sub-array included
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ten microphones plus a reference microphone, and the designed alias-
ing length was chosen as 30 inches (equivalent to 30 nozzle diameters).
This led to the choices of microphone spacing 'A' given in the table

below for each maximum frequency:

JAN max. frequency
0.0208 21.6 kiz
0.0416 10.8 kHz
0.0832 5.4 kHz

These maximum frequencies correspond to Strouhal numbers of 2.0,
1.0, 0.5 for Uj/ag = 0.8 and 4.0, 2.0, 1.0 for Uj/ag = O.k4.

‘*he microphones used were 3" B & K Type L4134 and were traversed
as described above. The signals were passed through two identical
B & K Type 2103 microphone amplifiers, and recorded on a Ferrograph
Seven two channel tape recorder. The spectra of the signals were
taken from the microphone amplifiers at locations of sin®{ = 0.0,

I 0.208, ¥ 0.416, % 0.833.

The time delay calibration between channels was evaluated from
the signals at zero microphone separation and was found to be 39pksec.
Data analysis was carried out using the suite of programmes on the
ISVR PDP 11/50.

Discussion of Results

a) The Symmetry of Source Location Measurements

It was argued in section 2.8 that providing the source distrib-
ution was dominated by a particular type of coherence region, and
the correct amplitude and phase normalisation was used, then the
complex coherence E?,( sink) would be symmetrical about (sink -sin@)
= 0. In order to evaluate whether this is the case, the sowrce dis-
tributions from either positive or negative displacements of sinXk
(‘3: 0) were calculated and are compared in Figures 5.2 - 5.9, for
frequencies of 1293 Hz to 10775 Hz and speeds UJ/a0 = Qo4 and 0.8. If
E%;(sinuﬁ is symmetrical then the source distributions should be the
same within the limitations of the measurements,

The results show that in general there is good agreement between
forward and rear arc measurements (i.e. positive and negative locations
of sinc(), especially at the higher frequencies, of 5603 Hz and 10775
Hz. The largest discrepancies are apparent at the lower frequencies
of 1293 Hz and 2586 Hz. The main feature is a shif't in the location
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of the peak in the distribution, which in the worst case is 3.2
nozzle diameters (Figure 5.6). However this is equivalent to a
shift of 0.3 wavelengths, and therefore might be explained by errars
caused by measurement procedures. The differences in level which
occur, especially at the higher speed, are not considered to be of
major practical significance. The distributions from either positive
or negative arcs will integrate to the same value over an aliasing
length, due to the normalisation used in the Fourier transform routine
(see Appendix I). Therefore discrepancies in peak level are due to
small but distributed differences in the low level tails of the
distribution. In the lower frequencies the aliasing lengths are
very long and the low level tails are not shown. It is considered
that the 10% errors in peak level are within the margin of measure-
ment errors considered in section 3.7.

b) General Features of the Source Distributions

In general the source distributions are single peaked and are
significant over about 25 nozzle diameters. The peak moves closer
to the nozzle at higher Strouhal numbers and the source distribution
also becomes more compact, although this may be a feature of the
resolution. A detailed comparison with the results of Harper Bourne
given by Fisher, Harper Bourne, and Glegg (1977), Figure 8, shows
very good agreement for all Strouhal numbers (Note Uj/ag = 0.8 only).
This is not unexpected since the same nozzle was used in both tests.

However at the higher frequencies it would appear that the rig
is reflecting sound and acting as an additional source (see Figures
5.5 and 5.9). This explains the high level in the tails of the
distribution, which unlike the results at lower frequencies do not
decay. These reflections will have been caused by the structure
upstream of the nozzle and the results in Figures 5.5 and 5.9 demon-
strate an unexpectedly high level in this region. Also the high
level downstream of the Jjet is explained as an alias of this upstream
reflection. However the effective source levels caused by the ref-
lections are very much lower than the jet noise source, and in most
applications will not be significant.

c) A Model for Jet Noise Source Distributions

It has been found useful for modelling purposes to develop an

analytical fit to the Jjet noise source distributions of the type

presented in this chapter. The curve chosen to fit the source dis-.
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tributions is given by
a(y) = A exp(-2wp(yA)) ¥ O (5.2.1)
n2 1
The complex coherence data from a distribution of this type is
given by the Fourier transform of this curve with respect to
'Ksino(‘ this is given by Churchill (1972) p.471 as

T (s1naQ [ n

p-isin o
Therefore the phase of the coherence data is given by
glet) +ntan”! (siney/p)
To evaluate n and p consider the limits
sined & o where () ~ + nT/2
P
and sin® _5 0o where g(o ) A~ nsind /p
p .
Therefore valueg of 'n' and 'p' may be obtained from the asymtotic

values of the phase of the complex coherence.
From the phase measurements obtained in this test the following

values of 'n' and 'p' were obtained.

Ug/a0 Strouhal 'n! 'p!
No.
0.4 0.24 2 0.4622
0.4 0.48 2 0.2971
0.4 0.96 3 0.2836
Oudy 1.92 5 0.325
0.8 0.12 3 0.39
0.8 0.24 3 0.254
0.8 0.48 4 0.208
0.8 0.96 7 0.364

To demonstrate the type of result obtained the calculated source
distribution ét,UJ a, = 0.8, Strouhal Number = 0,48 is presented in Fig.
5.10. Also shown is the source image at this condition evaluated
from the measured data. Good agreement has been obtained and the
only discrepancies are due to the effects of resolution on the
measured data.

5.3. RESULTS FROM THE NOISE TEST FACILITY AT N.G.T.E.
Introduction
An investigation into fundamental jet mixing noise using source

location was undertasken in the large anechoic room (N.T.F.) at
N.G.T.E. (Pyestock). The purpose of this test was to obtain the
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source distributions for hot and cold jet mixing noise, with and
without a by-pass flow, in order to evaluate the differences which
may be associated with the different types of source mechanisms

invelved.,
The test programme, giving the Jet conditions considered, is

laid out in the table below:

Test No. Test Point Primary Jet Secondary Primary

(NGTE) Velocity Jet Velocity Jet.Temp.
sec n/sec
5100 98 315 0 308%
5200 101 530 0 880°K
5300 102 307 0 880°K
5400 103 307 60 880°K

Primary jet nozzle diameter = 0.0864 m.
Secondary Jjet nozzle diameter = 0.482 m.
Area ratio = 30/1

It was planned to use these conditions to consider the source
distributions at three different Strouhal Numbers: C.3, 1.0, 2.0;
which cover the whole of the frequency range of interest, and from
this the overall features of the jet noise source distribution were
to be evaluated. Clearly this is not a fully comprehensive study
of Jet noise source distributions, since this would require the
evaluation of a larger range of conditions. However it should provide
sufficient data to highlight the significant features of hot and cold
jet source distributions.

Date Acgquigition

The data was collected using a fixed reference microphone at
90O to the jet axis and a traversable microphone on a boom which could
be rotated from 90° to 45° (re-jet axis). The angular separations
used between these two microphones are given in Table 5.1.

The polar arc centre about which the traversable microphone was
pivoted did not lie on the jet axis, and therefore the data had to be
corrected for this displacement. The correction was obtained in the

form of a set of time delays which define the difference in sound
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propagation time to the reference and traversable microphones at each
angular separation, for a source at the nozzle exit (e.g. if the
traversable boom was centred at the nozzle then this difference would
be zero; however since the centre is misplaced from the nozzle, there
will be a difference in the path length to each microphone which must
be allowed for). '

These corrections were obtained using a loudspeaker as a point
source, emitting white noise, located at 8" and 40" downstream of
the nozzle on the Jjet axis., The time delay of the peak in the cross
correlation curves between the signals of the two microphones are
given in Table 5.1 and are illustrated in Figure 5.11,as a function
of angular separation. From these results the time delay correction

can be calculated using

T (o) = T(=) -ysino(/ao
correction
where y = location of loudspeaker
a, = speed of sound
® = angular separation

These corrections are also given in Table 5.1 and plotted in
Figure 5.12.

The spectra for each test condition were obtained using the
standard facilities at N.G.T.E. These are given in Figure 5.13 for
a microphone at 92O to the Jet axis, It is assumed that these will
only show very small differences from the spectra at the reference
microphone at 900. Further details of the spectra at different
angles and jet conditions are given in detail by Way (1977).

All the microphones used in this test were 2" B & K, and the
G.R. integration time for % octave analysis was L seconds. The
source location data was recorded on a Ferrograph Seven two channel
tape recorder at 15 ips, provided by ISVR. All other equipment was
provided by N.G.T.E. and is described by Martlew et al (1976).
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Data Analysis
It was originally planned to process this data using the Analog/

Digital method described in section 4.5. This takes the overall
cross and auto correlations between the signals and interfaces them
to a digital computer, which calculates the complex coherence spectra,
However the spectra obtained using this methoed were particularly
Jjagged and the data was badly contaminated by statistical errors which
were transmitted to the source distribubion, These errors were att-
ributed to an insufficient averaging time being used in the processing
of the correlation curves. = An equivalent BgT product of 82 was used
to obtain these results, and this was clearly insufficient. This
prompted an investigation into the statistical errors of Polar Correl-
ation, which is reported in section 3.7, and demonstrates the require-
ment for a BeT product of at least 300.

Another problem of processing this data using overall cross
correlations occurred because the polar arc centre was misplaced. This
resulted in the peek of the cross correlation moving out of the correl-
ator "window" at large angular separations, and this effectively
reduced the resolution at low frequencies. Rather than re-write the
programmes for this method it was decided to re-process the data using
the Analog method described in section 4.4, which is amenable to
handling this problem, and gave complex coherence data at the required
frequencies to the required accuracy.

Calculation of Source Distributions

The microphone array which was used in this experiment was
designed before the work on optimum microphone arrays (section 3.#)
was complete. Therefore the microphone separations were chosen at
convenient angular displacements 'g', and it was intended to analyse
this data using the linear interpolation procedure described in section
3.6, For this type of data, which includes continuously distributed
sources, this method is as accurate as the Fourier series method des-
cribed in section 3.6, since the interpolation procedure does not
induce additional errors providing the data is sufficiently accurate,
(i.e. a suitable time average has been used). However since statist-
ical errors had been shown to e a problem, it was decided in retro-

spect to adhere to the principle of the Fourier series solution as
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closely as possible. Therefore a method was used which is available
as an option in Computer Programme I; in this method the optimum
spacing in 'sin®' is chosen according to the principles laid out in
section 3.4, and the values of the complex coherences at these points
is estimated from the measured dates using linear interpolation of
amplitude and phase. Thus the data from an equivalent array at equal
intervals of 'sin®' (=A ) is obtained, and this is used to calculate
the source distribution according to the principles given in Appendix
I. The calculation procedure is given in Computer Programme I, and
a Bartlett window function was used.

Discussion of Results.

a) Source Distributions from Hot Jets.

The source distributions from jets at the temperature of 880°K
are given for two jet velocities and a range of Strouhal numbers in
Figures 5.14 and 5.15. Although each curve in these distributions
has been obtained with different resolution, the following features are

apparent.

1) The peak location moves towards the nozzle at the higher
Strouhal numbers.

2) For a given Strouhal number the peak location is farther down-
stream in the higher velocity jet. |

3) The jet is apparently more compact at the lower speed.

Of all the source distributions shown in this chapter the result
at 6161 Hz in Figure 5.15 is exceptional in that it has a large negat-
ive loop close to the nozzle. This is probably an error since the
source level must always be greater than zero. It is conjectured that
this negative loop is the result of statistical measurement errors on
the source distribution, which have been amplified by the linear inter-
polation calculation procedure. \

b) Comparison of Source Distributions from Hot and Cold Jets.
In order to demonstrate the effect of jet temperature on the

source distribution, the results for Strouhal numbers of 0.3, 1.0, and
2.0 (based on the primary jet conditions) are plotted in Figures 5.16
- 5,18. In these results the primary Jjet velocity remains constant
at 307 o/s. The results appear to be consistent throughout the frequ-
ency range, and for the cold jet (upper curve in each case) agree with
the results given in section 5.2, although the pesk locations are about

one diameter further downstream.
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However when the jet is heated to a temperature of 8800K the
source levels are reduced, and the distribution is more compact with
a peek location closer to the nozzle. To explain this result con-
sider the theory given by Morfey (1973) for heated jets. This suggests
that there are two mechanisms involved in the generation of noise from
hot and cold jets. In the cold jet the major noise sources are the
fluctuating Reynowmlds stresses, which have a quadrapole nature, and
scale on the eighth power of the velocity. (These were first des-
cribed by Lighthill (1952)). However when the jet is heated Morfey
suggests that these Reyno#lds stress sources will be reduced in level
by a factor of 30 log,, (Tambient/Tsource) which in this case will be
10 dB. This would reduce the peak level in the source distribution
by a factor of 10, which is well below the measured result. Therefore
the source distribution appears to be dominated by an alternative noise
source, suggested by Morfey to be caused by convected flow inhomogene-
ities. These are dipole in nature and scale on the sixth power of the
jet velocity. The source location results suggest that these have a
different distribution within the jet from the Reynowld stress sources,
peaking closer to the nozzle and decaying more rapidly.

The source distributions for the hot jet with & secondary flow
are given by the lowest curve in Figures 5.16 - 5.18. These appear
to have the same distribution as the hot jet, but merely to be of a
lower level. Since the Jjet is dominated by dipole type sources the
attenuation given by the secondary flow is expected to be proportional
to the sixth power of the relative velocity between the two flows
(i.e. (erl/vp)6)‘ In this case the peak level would be expected to
be reduced by a factor of 0,271 (2 5.66 dB). Measurements of this
factor for the Strouhal numbers 0.3, 1.0, 2.0, are respectively 0.28,
0.325, 0.321, and the discrepancies between these and the predicted
result are probably within experimental error (i.e. the differences
are less than 0.7 dB).

It therefore appears that these results are consistent with the
theory and that the noise sources in hot jets are less distributed

than those in cold Jjets.
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CHAPTER 6: EXPERIMENTAL RESULTS (2): ENGINE TESTS

6.1. INTRODUCTION

One of the major applications of source location techniques is to
full scale Jjet engines which include several different socurces of noise.
A typical jet engine will produce noise from several different locations,
for instance the engine inlet, the hot core exit and the jet flow behind
the engine; therefore the noise control engineer requires information
on the relative significance of each of these sources, and this can be
provided to a certain extent by source location methods. In this
chapter the application of the Polar Correlation technique to full scale
engines will be described and a complete set of results will be given.

The measurements described in this chapter were undertaken to
evaluate the Polar Correlation technicue as a source location method
for full scale engines. The criterion by which such & technique must
be Jjudged is whether it can provide a significant amount of useful
information, which cannot be obtained more easily using other techniques.
It is hoped that these results will demonstrate that this objective has
been achieved.

This chapter describes the results of a test on the Rolls Royce
R.B.211 Quiet Engine Demonstrator. This engine possesses a number of
sources of noise which are of equal significance and therefore it is of
great practical importance to distinguish their relative levels,
Previous attempts to determine this information have relied on predic-
tion techniques and engine testing methods which use acoustic liners to
effectively eliminate a particular source. Such methods involve a
considerable amount of trial and error, and consequently are very
expensive due to the large amount of engine testing required. Source
location however can yield the same information more accurately in a
single test, providing the quality of the data is sufficiently high.
The purpose of these tests was to determine the standard of data which
could be obtained on the R.B.211.

This test was undertaken quite early on in this project and
provided a great deal of information about the technique which has led
to improved methods of measurement and interpretation. The microphone
array used in these tests was designed for the linear interpolation

procedure which has subsequently been superseded. The results shown
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here however have not been re-analysed using an equivalent array of
microphones, based on the principles described in chapter 3, but rely
on the original linear interpolation method, and therefore in many
cases they do not satisfy the aliasing criterion for the engine. Con-
sequently the results given here occasionally include dramatic oscill-
ations which are the result of aliasing errors. By re-analysing the
results with an equivalent array of microphones the aliasing errors
mey be eliminated at the expense of resolution, and the degree of
improvement which can be obtained will be demonstrated.

Before analysing source location data on an engine it is necessary
to decide on the source strength parameter which should be evaluated.
In Chapter 2 it was shown that there are two different definitions of
this source strength parameter, and the choice between them depends on
the type of sources within the distribution. If the distribution
includes coherent regions of sources, which are effectively identical
throughout the distribution, then it was argued that a normalised source
strength parameter should be evaluated which gives the effective
strength of each coherent region. This definition has the major
practical advantages that only a one-sided microphone array is required,
and the gain on each channel is corrected by normalisetion in data
analysis. It has also been shown that even when sources have quite
different directionalities, the error associated with assuming them
identical is not grossly misleading. Alternatively a source strength
parameter may be chosen which is defined as the total contribution to
the field at the reference microphone from the sources which interact
with a source at a particular location. To evaluate this parameter a
twe-sided microphone array is required, unless each source is independent.

In general, experience has shown that the first of these two def-
initions is preferable because of the major practical advantages
involved. The only occasion when it has been shown to give misleading
results is when sources from the inlet of the engine and the nozzle
exit are highly correlated.* These sources are 20 f't apart and this
condition only occurs at blade passing frequencies where the wavelength

is about 1 ft. In this situation the assumptions which are associated

*Private communication from Rolls-Royce (D.E.D.)
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with the former definition no longer apply, especially when there
exist Jjet noise sources and other effectively omnidirectional sources.
However away from blade passing frequencies the assumptions required
appear to be valid.

6.2. SOURCE LOCATION ON THE R.B.211 Q.E.D.

Introduction

This section presents the results of source location measurements
on the R.B.211 Q.E.D. test facility at Hucknall. These tests were
undertaken to evaluate the Polar Correlation technique as a method of
identifying the sources of noise on the engine. Therefore this report
will concentrate on the quality and evaluation of the data, leaving a
comparison of the results with the Rolls Royce Noise Department (D.E.D.)
prediction schemes to be reported on elsewhere.

Previously the evaluation of the various sources of engine noise
has been achieved from far field spectra and prediction schemes.
However this method requires a great deal of experience with the engine
and the necessity for a more deterministic method of source identific-
ation is apparent. The Polar Correlation technigue has been developed
for this purpose and provides a distribution of source strength intens-
ity along the axis of the engine. Therefore it is possible to measure
the relative contribution of each engine noise component (i.e. jet,
tailpipe, by-pass duct exit, etc.) to the far field noise spectrum.

The Measurement Scheme
These tests were carried out by Rolls Royce D.E.D. on the Q.E.D.

test facility at Hucknall and the data was analysed using the suite of
programmes on the P.D.P. 11/50 computer in ISVR (see Chapter 4). In
these tests the microphones were located on a polar arc of radius 100
ft, centred on the hot nozzle exit, with the reference microphone at
900 to the engine axis. The location of each microphone is given in
Table 6.1. The tests were carried out on a single run of the engine
using the standard procedure for the {.E.D., which includes running

the engine at five different conditions between 60% and 90j Ny, (where
Ny, is the maximum operational fan shaft speed). The signals were
recorded on a 14 Channel Ampex FR 1300 tape recorder in two different
blocks. Block A included microphones 1-12 and Block B included micro-
phones 1, 2 and 13-22. The wind speeds throughout the tests were very

low (2-3 knots) and therefore have been ignored.
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Source Distributions

Source distributions have been obtained over a range of frequen-
cies and engine speeds for two different builds of the R.B.211 on the
Q.E.D. test facility at Hucknall. The engine builds considered were:-

1) ISVR 1; Build 154: dincorporating a lined nose cone, prod-

uction standard intake and by-pass duct liners; unlined hot stream.
2) ISVR 2; Build 155: as above with the exception of the hot

stream where two bulk absorber tailpipes were incorporated, extending
the hot nozzle 5 ft downstream.

The graphical representations of the source distributions which
follow are plotted to a free scaling peak level and the area beneath
each curve is equal to the level at the reference microphone (see for
example Fig. 6.2). The y-scale therefore represents the noise source
intensity per unit length relative to the peak level, and the scaled
area beneath each section of the curve represents the proportion of the
intensity measured at the reference microphone from that part of the
source (note: all scales are linear). The x-scale gives the location
along the axis of the engine, and each unit is 10 ft as standard. The
size of the engine to this scale is given in Fig.6.1, and the relative
location of each component is shown; the origin of all graphs lies at
the unlined hot nozzle exit.

All the results have been computed using the linear interpolation
procedure described in Chapter 3. In this procedure all the micro-
phones in the array are used, regardless of spacing, and spatial aliases
in the source image are artificially suppressed. This however leads to
gross errors at the higher frequencies where the source distribution
spans a large number of acoustic wavelengths, This problem is part-
ially overcome by eliminating the more widely spaced microphones from
the array, and since this also reduces the aperture, the resclution is
reduced. However in some cases this remedy was insufficient to
completely eliminate these effects and by re-analysing the results as
suggested in Chapter 3, a much clearer source image was obtained.

The source images will be presented for the engine speeds of 60%
and 90% Ny, over a range of frequencies. The source distributions at
75% Nj, have also been evaluated but will not be shown; however
information from these results will be used in the evaluation of the

source breskdowns, which summarise the results.
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Results at 250 Hz
The source distributions at this frequency for both builds at

60% and 90% Ny, are shown in Figs. 6.2 and 6.3. It is clear that for

both builds there is an important tailpipe noise sowrce at the hot

nozzle exit, and that the level of Jjet noise increases with speed
relative to this source. lMore detail will be given on the relative
levels of the Jet, engine and tailpipe noise in the next section, but
it is interesting to note that the bulk absorber tailpipe extension
attenuates this source and moves it 5 £t downstream as expected.
Apart from this effect, the result at 60% Ny (Fig.6.2) shows the noise
from the jet and engine to be of the same level for both builds.
However at 90% N;, the two builds do not show such good agreement. In
the case of the unlined hot stream (Fig.6.3) there is a significant
source 15 't upstream of the hot nozzle; this appears to come from the
engine front flange on the fan casing, but its cause has not yet been
identified. This source also appears at the same condition with the
bulk absorber tailpipe, but is of a much lower level relative to the
Jjet noise. This is the only result where a discrepancy of this nature
has been found between the source distributions of the two different
builds. It should be noted that in the ISVR 1 (unlined) test the
engine was running at 89.9% Ny, whereas in the ISVR 2 (bulk absorber)
test the engine was ruming at 88.4% Np,. Therefore if the source
upstream of the nozzle exit is associated with a buzz saw tone of the
fan, then this change of spéed could account for the discrepancy of
levels between these two tests. There is also a discrepancy of Jet
noilse levels which is greater than might be expected from this speed
difference alone, and this effect will be discussed in more detail later.
Results at 500 Hz

The results at 500 Hz are expected to be dominated by tailpipe

noise, since this is the peak fregquency on the spectrum for this source.

The source distributions (Fig. 6.4 and 6.5) demonstrate that this is
the case although the bulk absorber tailpipe provides an attenuation of
about 70% in level, which is equivalent to 5 dB. It is also possible
to identify relatively small sources on the engine at the inlet and by-
pass duct, which are consistent in level on both builds. Also it
should be noted that the result at 60% Ny for the ISVR 1 (unlined) test

has a relatively large negative loop downstream of the tailpipe source.
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This is the type of error which is often caused by the linear inter-
polation procedure, and this will be demonstrated in more detail at the
end of this section. It is this type of result which has led to the
development of the analysis procedures described in Chapter 3, which do
not rely on linear interpolation.
Results at 1000 Hg

At this frequency the source distributions were all found to be

well distributed on a wavelength scale and it was therefore necessary

to reduce the aperture angle of the microphone array to avoid aliasing
problems. This has reduced the resolution frrom 3.5 ft at 500 Hz to
6.5 £t at 1000 Hz where only a 10° aperture was used.

The results of the ISVR 1 (unlined) test (Fig 6.6 and 6.7) are
dominsted by a tallpipe noise source but some significant sources also
appear on the engine. At both speeds there are three sources on the
engine which are consistently located in the same positions. The first
source 20 £t upstream of the origin lines up with the engine intake;
the second source 10 £t upstream of the origin lines up with the air
cooled oil cooler outlet; and the third source 5 £t upstream of the
origin lines up with the by-pass duct exit. It is therefore possible
from these results not only to define a level of engine noise, but
also to indicate that part of the engine from which it is emanating.

The results for the ISVR 2 (bulk absorber) test show that the bulk
absorber has reduced the tailpipe noise so that it is no longer the
dominaent source (Figs. 6.6 and 6.7). At 60% Ny, the dominant source
is clearly the by pass duct, while at 905 Ny, there are two important
engine noise sources of approximately equal strength; the first
located at the engine intake and the second at the by-pass duct exit.
At this higher speed the agreement between the levels of noise sources
on the two different builds is not good. In the case of the ISVR 2
(bulk absorber) test there is unexpectedly more intake noise and less
by-pass exit and Jjet noise. The énly explanation of this discrepancy
is the difference in engine speed mentioned earlier,

High frecuency Results.

In order to evaluate broadband fan noise, the source distributions

at 1.5 times blade passing frequency were evaluated. Since aliasing
effects were important at these. frequencies only microphones spaced at
1° intervals were used. The results for 60% Ny (2250 Hz) and 90% Ny,
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(3380 Hz) are given in Figs. 6.8 and 6.9 for the ISVR 2 (bulk absorber)
test. It is clear that the major noise source is the by-pass duct
exit, and that the other noise sources such as the jet, air cooled oil
cooler, and inlet are correctly located but of secondary importance.

Suppression of Spatial Aliases

One of the problems with the results from this series of tests
was the spatial aliasing effect. This is described in Chapters 2 and 3
and occurs because two adjacent microphones cannot differentiate between
the acoustic waves from two sources spaced well apart on the jet axis.
This is very similar to the aliasing effects which can occur in the
analysis of digitised signal analysis. The solution to this problem
is to eliminate the more widely spaced microphones in the array, so
that the aliasing phenomenon does not occur.

A typical example of this effect is shown in Figure 6.10 which
gives the source image computed using the complete microphone array for
the ISVR 2 (bulk absorber) test at 75% Ny, and 500 Hz. The effect of
spatial aliasing causes the oscillations of source level downstream of
the origin. This effect is suppressed by eliminating the most widely
spaced microphones from the array, and the corrected result is shown in
Fig. 6.11. This demonstrates a considerable improvement although the
resolution is much broader since the aperture has been reduced. In
this case the most widely spaced microphones are at 2.50 intervals
compared with 50 used in the original analysis. A further reduction
of meximum microphone spacing is shown in Fig. 6.12, where only 1°
intervals have been used. In this case the resolution has been reduced
significantly and very little detail is obtained on the source image.
In this figure the result for the ISVR 1 (unlined) test is also shown,
and thisg demonstrates the good agreement obtained between the levels
of jet and engine noise, the ripples on the curve being associated with
the side lobes of the window function.

The significance of this effect led to the investigation on
microphone array design described in Chapter 3. As a result of this
investigation it was shown that an alternative method for computing the
source lmage was preferable. The method used in these tests effectively
linearly interpolates between measurements at each microphone, and

obtains the source image from the evaluation of a Fourier integral on
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these interpolated values. It has been shown that this results in
errors due to the interpolation procedure which force fits a curve
through measured values. An alternative method has been developed which
fits a Fourier series to the measured values and evaluates the source
distribution from this series. This has the advantage that it is more
accurate, since the curve is not forced directly through the measurements ,
and it also has a very precisely defined aliasing length, which can be
specified from the wavelength and the microphone spacing. In many of
the source distributions presented in this chapter, this Fourier series
aliasing limit has been exceeded, but because most of the results are
dominated by a single source close to the origin and linear interpolation
has been used, the errors are relatively insignificant; aliasing effects
are only apparent when sources are evenly distributed over a large number
of acoustic wavelengths. It is therefore to a certain extent fortuitous
that these results are not completely corrupted by aliasing effects, and
it is recommended that for future tests a Fourier series approach is
adopted, with a correctly designed microphone array.

Source Breakdowns
In the last section the measured source distributions were present-

ed, demonstratihg the qualitative features of this data. However for
practical purposes it is necessary to have a more quantitative set of
results giving the total noise level from each component at the reference
microphone. This may be obtained from the source distributions by
integrating the area under the curve associated with each component.

It was noted earlier that the total area under each source distrib-
ution has been scaled on the measured level at the reference microphone,
and therefore it is possible to define an absolute level for each source
component by determining the fraction of the total area of the curve to
which it contributes.

Integration Routine
In order to develop a fast and consistent method of integration, a

routine on the P.D.P. 1150 computer in ISVR has been utilised. This

routine gives a trapezoidal integration between each point on the curve
and presents the result in the form of an accumulative plot. For
example in Fig.6.13 the integrated curve of a normalised Bartlett window

is given, firstly note that well upstream of the origin the area is
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negligible, but downstream of the origin the area has integrated to
unity. Also the area beneath the main lobe of the window function may
be determined by using the construction shown in Fig.6.13, i.e. the
main lobe of the window lies between :?\/sino(m (where A\ = acoustic
wavelength and cxﬂ\is the aperture angle), therefore the difference
between the y-scale values at these two points yields the area of the
main lobe as a fraction of the total.

It is possible to use this result when breaking down the integ-
rated source distribution, since the tailpipe noise source which
separates the engine noise from the jet noise is effectively a point
source (see Fig.6.2). Since 90% of the area contributed by this point
source lies within ¥ >\/sino(m of its peak (Fig.6.13) a level of tail-
pipe (or core) noise may be defined. Everything upstream of this may
be attributed to the engine and everything downstream to the jet.

The engine noise may also be broken down into its various components
by using the same method.

Source Levels
The source levels of each engine component as measured is given

in Table 6.2. This report will concentrate on reviewing the consist-
ency of this data between the two builds, a more detailed comparison
with predicted levels has been undertaken by Rolls-Royce staff and will
be reported elsewhere.

Since the only difference between the two builds ISVR.1 and ISVR.2
was the bulk absorber tailpipe the levels of jet and engine noise were
expected to be the same in both cases. From Fig. 6.14 it is seen
that this comparison is better for engine noise than it is for jet
noise. Apart from the result at 250 Hz; 90% Np, the engine noise
levels agree with a maximum discrepancy of 2.2 dB and an average error
of 0.5 dB. The result at 250 Hz; 90% Ny was first noted in the prev-
ious section where the comparison of the source distributions (Fig.6.3)
showed poor agreement. The lower level of the source at the engine
front flange on the fan casing is clearly reflected by the lower
measured level of engine noise (Fig. 6.14). If this source is assoc-
iated with buzz saw noise then it is expected that its level at this
frequency will be very dependent on engine speed. Therefore the engine
speed discrepancy (89.9% Ny, and 88.4% Nj) between these two tests may
explain this result.
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The discrepancies in the Jjet noise levels were originally excused
by experimental error, buried sources, and engine speed discrepancies.
However two points of interest prompted a further look at the data;
firstly it was noted that the jet noise with the bulk sbsorber tailpipe
was always less than for the unlined case (Fig. 6.14) and secondly the
discrepancies were notably worse than those of the engine noise. If
such discrepancies were a result of experimental errors then they
should be scattered randomly; however a consistent trend of data was
found end this will be discussed in the next section.

From these measured levels it is also possible to define the
attenuation given by the bulk absorber. This is shown in Fig. 6.15
and appears reasonably consistent with speed apart from at the highest
frequency. Even here, of course, it is conceivable that the increased
flow speed has decreased the linear attenuation at this highest freg-
uency.

Collapse of Jet Noise Levels
Initially it was assumed that the bulk ebsorber tailpipe would

not affect the level of Jjet nolse, However the results showed discrep-

ancies which were much larger than expected (i.e. more than 2 4B in 505%
of the results) and it appeared that the bulk absorber always attenuated
the Jet noise. In order to determine whether this effect was consis-
tent the measured levels of jet noise were plotted against engine
condition for each frequency (Fig. 6.16). This demonstrated that the
levels for each engine build and frequency were proportional to engine
speed with very little scatter. It also appears from this graph that
the bulk absorber is attenuating the jet noise at high frequencies and
low speeds. This attenuation is plotted in Fig. 6.17 using values for
a particular engine condition obtained from Fig. 6.16. It appears
that at 60% and 75% Ny, the attenuation is proportional to frequency,
while at 90% Ny, there is no attenuation apart from at 250 Hz.

This collapse of data suggests that there is some mechanism
behind the bulk absorber attenuation of Jjet noise. One possible
explanation which must be dismissed is that the apparent Jjet noise may
be severely contaminated in data analysis by leakage f{rom the window
function side lobes of the tailpipe noise source. However consider-

ation of' this possibility shows that the apparent attenuations are at
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least an order of magnitude too large. Frequently they are of the

same order as the attenuation of the tailpipe source itself, a situation
which would require the "apparent jet noise" to be at least 13 4B below
the tailpipe noise; as Fig. 6.14 shows this is not the case.

Without further tests it is only possible to speculate on these
results. However three possibilities exist:

1) The pressure losses in the bulk absorber tailpipe extensions
are causing a reduction in Jjet exit velocity. However this does not
account for the frequency and velocity dependence shown in Fig. 6.17.

2) Energy from the tailpipe source may be refracted and scattered
so that it appears to come from the mixing region. However some doubt
exists about this explanation because at 60% Ny, the attenuation is
very comparable to that of the core noise., This suggests that the
actual jet noise is very much lower than inferred from these results
and therefore very much lower than predicted.

3) There is also the possibility that the jet noise is being
driven acoustically by sources upstream of the hot nozzle exit.
Conclusion

The results presented in this chapter demonstrate the guality of
source location data which may be obtained using the Polar Correlation
technique on full scale engines. In general the results are consistent
and the levels of the major noise sources on the engine have been
defined (Fig. 6.14). This type of data is clearly useful in the dev-
elopment of engine silencers, especlally since most of the sources are
of about the same level. The information on Fig. 6.14 shows immediate-
ly where significant noise reductions may be made, without requiring
further engine tests.

These results have also demonstrated the effectiveness of the
bulk absorber tailpipe in reducing tailpipe (or core) noise. It also
appears to have attenuated the jet noise, and this effect perhaps
warrants further investigation. It is noteworthy that this type of
data could only be obtained using a source location technique.

The results at high frequencies, which were undertaken to invest-
igate broadband fan noise, confirmed the view that this was propagating
from the by-pass duct. This would suggest that previous attempts to
reduce this noise have been unsuccessful because duct liners were

ineffective rather than a mislocation of the source.
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Perhaps the major conclusion from this date is that tailpipe
noise is an important contributor over a wide range of the spectrum.
An obvious extension of this work is to use this technique to obtain
a more complete understanding of the extent and effects of tailpipe
noise. A better understanding of this source, on different engines,
could help to explain the problems associated with in flight Jet

noise, wnere it may be especially important.
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CHAPTER 7: CONCLUSION

The objective of this project has been to develop a technique
which evaluates the relative strengths of noise sources on jet engines.
At the outset the technique, known as Polar Correlation, had been shown
to work in practice, and the purpose of this project was to refine it
into a method suitable for general application.

In this thesis each aspect of this technique has been covered,
starting with its theoretical background and concluding with its
application to jet engines. Also included in this work has been
discussion of the practical application of the technigque, the develop-
ment of data analysis systems, and experimental results on a number of
different rigs. This covers a wide range of topics and it is hoped
that this chapfter will provide an overall review of this work.
Theoretical Work

In the discussion of the theoretical background to the technique,

the limitations to the types of source distribution which may be con-
sidered was demonstrated. It was shown that in principle the technique
can only evaluate a source distribution which is realistically modelled
as a linear array of effectively monopole sources, and that the source
image obteined is limited by resolution which depends on the maximum
aperture of the far field microphone array used by the technique.
Also described was the aliasing effect which is similar to the aliasing
effects found in signal analysis. This required the spacing between
the microphones in the far field array to be small enough to ensure
that the path length difference from any source to adjacent microphones
is less than an acoustic wavelength. This effect is dependent upon
the total length of the source distribution while the required resolu-
tion is determined by the most closely spaced sources. Therefore the
relationships between these parameters and the microphone array lgyout
may be used for design purposes. A method for arranging the minimum
number of microphones in order to provide the most information about a
source distribution is described in Chapter 3.

When an acoustic source is fluctuating randomly, as is always
the case with jet noise sources, its effective strength at any part-
icular frequency and consequently its interaction with neighbowring

sources, varies with the time of evaluation. Therefore the definition
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of a pertinent source strength parameter presents & major problem.

Two definitions have been discussed and the relative merits of each
have been highlighted. The first of these definitions describes the
source strength as the mean square average of the fluctuations

within a narrow frequency band, at a particular peint in the source
distribution, including the averaged interference effeects of the source
at that point with neighbouring sources, as would be observed at the
reference microphone. While this would appear to be a very useful
description of the source strength for the observer at the reference
location, it has the practical disadvantages that a two sided micro-
phone array must be used, and that each channel must be calibrated for
intensity. For large source location tasks, these problems are very
significant. Therefore an alternative source strength parameter has
been proposed which overcomes these problems under certain assumptions.
In this definition the source interaction effects are grouped into
coherent regions and the relative intensity of each coherent region is
evaluated; This definition offers the major practical advantages
that no intensity calibration of the microphone array is required and
that measurements are symmetrical about the reference point so that
only half the microphone array is required. However it also

depends on two major assumptions: first it is assumed that the
interactions between coherent sources within any region are identical
and so the far field directionality from each region throughout the
distribution is invariant, and secondly it is assumed that there is no
significant phase directionality from a coherent region. The errors
associated with these assumptions have been evaluated numerically and
it appears that in most practical cases there is no significant mis-
representation in the source image.

In the theory of the Polar Correlation technique there are a
number of assumptions which strictly cannot be adhered to in practice.
For instance, theoretically the source distribution is assumed to be a
line source, while in practice it will always have finite dimensions
in three directions. However within certain limitations the assump-
tions of the theory are quite acceptable and these limitations have
been evaluated in a numerical study. These results demonstrated that

finite three dimensional effects were not a severe restriction in the



~117-

practical applications considered. Another theoretical assumption
considered was the acoustic far field approximation. This requires
that the length of the source distribution should be shorf compared
with the polar arc radius on which the microphone array lies. The
results of a numerical investigation into this approximation have shown
that this is a low frequency effect and is liable to cause significant
errors to the source images at the extreme ends of the distribution
when high resolution is used with a large aliasing length. The
compromises which may be used to ensure that there is no error are
outlined in Chapter 2. A further cause of error which occurs in prac-
tice on outdoor tests is the effect of atmospheric wind on signal prop-
agation. However providing its strength and direction are known at
the time of the test, then corrections mey be applied which eliminate
this effect. Finally the background noise criterion for Polar Correl-
ation was evaluated theoretically, and it was shown that unwanted
sources should be at least 14 dB below the level produced by the source
distribution.

Data Analysis
One of the major features of this project has been the development

of signal processing systems for Polar Correlation. Since this tech-
nique is very dependent on signal processing, the development of highly
efficient routines®has been of major practical importance. In order
to evaluate the source distribution it is necessary to compute the
"complex coherence" between the signals from the reference microphone
and each of the others in the array. The "complex coherence" is a
guantity which has been defined for the purpose of this work, and is
calculated by normalising the cross power spectral density between two
signals by the square root of their respective power spectral densities.
Once this quantity has been evalvated, a Fourier transform routine
yields the source distribution from the measurements. However the
complex coherence between two signals which are fluctuating randomly
can only be estimated with an accuracy which depends on the amount of
averaging used in processing the signals. Consequently the source
image which is computed from these measurements can only be an estimate
of the true source image, and the factors which affect the accuracy of
this estimate have been evaluated. In order to obtain an acceptable

error bound on the evaluated source it has been shown that the
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microphone signals should be averaged using a BgT product of 300.

This is approximately 6 times greater than the amount of averaging
customarily used in power spectral density estimation and is necessary
because a number of estimates are being used to compute the source
image, An interesting feature of this analysis is that the window
function imposed on the source image provides a certain amount of
smoothing and therefore error variance reduction, in the same manner
as a window function smooths a power spectrum.

The high degree of accuracy required in signal processing inevit-
ably results in a large amount of data processing, and a number of
different systems have been evaluated in order to obtain a highly
efficient technique. Methods which use analog, analog/digital, and
digital processing have all been used to process data, and while each
method has advantages in certain circumstances, the ultimate require-
ment is for a dedicated high speed digital computer system. Such a
system has been developed on the CAI LSI-2 mini-computer and this
provides the best tool for large data processing projects. One of the
major advantages of this system is that it is self-contained. Each of
the three other systems developed reqguire the interfacing of various
facilities, while the programme suite on the CAI LSI-2 handles the
complete data processing task from the microphone signal input to the
evaluated source image. It also provides additional acoustic data
such as the power spectral density of each microphone signal on the
polar arc, which is normelly obtained in stendard acoustic tests. This
system is now being used by Rolls Royce (D.E.D.) as a jet noise source
evaluation facility.

Experimental Results
The experiments described in this thesis were primarily designed

to evaluate the practical application of Polar Correlation. However
there has also been a certain success in demonstrating the features of
Jet noise sources. For instance the experimental tests on the hot
jet noise facility at NGTE (Pyestock) demonstrated that the source
distributions from hot jets were more compact and peaked closer to the
nozzle than in a "cold" jet at the same velocity and Strouhal number.
Also the effect of a by-pass flow on hot jet noise was demonstrated as

reducing the rate of mixing, and apparently not altering the noise
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generation process. These results agree in principle with the theory
of hot jet noise given by Morfeyg (1973) extension to Lighthillg'
(1952) original model.

Some tests on an unheated model air jet in the anechoic room at
ISVR were also described in Chapter 5. These tests were designed to
investigate various assumptions associated with the technique. The
results have helped to justify some of the theoretical concepts present-
ed in Chapter 2; for instance there has always been a certain amount of
debate as to whether a one-sided microphone array is sufficient to
describe the source image. In theory this debate hinges on the assump-
tions made about the nature of the sowce strength parameter, while in
practice it depends on whether measurements made in the forward and rear
arcs only,give the same source image. The results of this test have
shown that for the unheated jet considered, a one-sided microphone array
was sufficient, and this goes some way to Jjustify the one-sided micro-
phone array. This has important practical implications since it means
that the number of microphones and the amount of data processing is
halved,

The ultimate justification for a technique of this nature must be
its ability to provide information about full scdle Jet engine noise
sources. To demonstrate this, the tests on the RB.211 Q.E.D. were
undertaken and the results are described in Chapter 6. A high by-pass
ratio engine of this type has a number of noise sources which in many
cases are of equal significance, and in order to control the overall
noise output, it is important to know the relative levels of each
souwrce. When this information is available it is possible to specify
the areas where significant noise reductions can be made, and this is
of major practical importance in any noise control programme. As a
result of the tests on the RB.211 Q.E.D. it has been possible to measure
a source breakdown which is given in the form of a bar chart in Fig.6.14.
This chart shows immediately where there is a single dominant source and
where there are two sources of approximately equal magnitude. This
enables noise reduction techniques to be concentrated on the correct

areas, where significant attenuation can be achieved.
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APPENDIX I

L Fourier Series Solution for the Source Image

In section 3.3 it is shown that the complex coherence between

signals in the ascoustic far field are related to the source distribut-

ion Qo(y) by

@
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where

Coﬁi) is the complex coherence between the reference microphone
and the microphone at ‘o',

P(o) is the P.S.D. at the reference microphone

If the sowrce distribution Qo(y) is zero everywhere when
\vl®L/2, then it is possible to define a periodic function F(y),
which has a fundamental period of L, and is equal to Qo(y) when

Iyl r/2.

F(y) = () 1yl < L/2 (42)
The periodic function F(y) can be represented by a Fourier series
of the type
ed
"y) = & r_ exp(~2T imy/L) (43)
0= -ep

for which the Fourier coefficients rare defined by
L/2
r =1 - .
w1 [ ) el evim/n) o (42)

-L/2

Within the limits of this integral, F(y) may be replaced by
Q,(y), and since Q (y) = C when |y| > L/2, the integral may be written:

L)
“m =4 f Q. (v) exp( 2Wimy/L)dy (45)
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Comparing this result with (A1) defines the Fourier coefficients

as
rm = PS 02 . EQ(!RA) : ('A‘é)
L
where 'mA = sin = mA/L
and A= N/L

Therefore using this with the definitions (A3) and (A2) defines

the source distribution over the range [y{(L/Z as

)
£ ¢, (m8) exp(-2winy/L) (47)
m= ~eb

oQ(y) = Erﬁ:gl

The source distribution is therefore defined by an infinite
series with coefficients Co(mA). To determine these coefficients
it is necessary to measure the complex coherence at equal increments
in 'sin®', defined by 4 = >\/L. It must be remembered that this
analysis is only correct if the sample interval, & , is sufficiently
small to ensure that the sowce strength is zero outside the bounds
|yL/2 where L = N/& . This condition defines the fundamental
aliasing length of the sampling array.

To solve the series (A7) requires an infinite number of coeffic-
ients to be measured; this is physically impossible since the data may
only be measured up to a finite aperture angle O(m, such that mA(,sinDI%.
This requires a source image equation to be defined, which only
includes M terms of the series where M = sin OCm/A. To obtain this
source image equation each term in the series is weighted by a window

function Wm(M); this function has the properties:

Wm(M) = w_m(m)
Wm(M) =0 |m>M
wo(m) = 1.0
A source image is then defined by
M
U = Ble) 2. () T (sA) exp(-2winy/L) (48)

where Jy| {L/2
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In order to relate the source image to the actual source

distribution, substitute (45) into (A8) giving

of
M
() = 1 5 G (2). £ W (M) exp(2Win(y-z))as (49)
L m= =M L
~ed

where |y| £L/2
The Fourier series defines the window function

M
LW(y) = £ Mwm("m) exp(2Wimy/L)

s0 that the source image Ql(y) is described by a convolution integral:
[

Q(y) = :& Q (2) W(y-2) dz
where |yl4 L/2

This defines the source image as a resolution limited image of
the actual source distribution. Various types of window function may

be used, providing they have the correct bounding values, and this is

discussed in section 2.3.

The Area under the Source Image Curve

To determine the area under the source image curve consider the
integral of equation (A8),
L/2 y L/2

)y = 2ol £ 9,0 T (na)[  exp(emimpay
12 1T m= -M 172 i
The integral on the RHS of this equation is given by
L/2 fL m=0
f GXP(ZTT_:'_L%Z) dy = Lo m#o
-L/2
Therefore
L/2
| e = xe) ) F (o)

-L/2

Since Wo(M) and Co(o) are unity, the area under the source image curve

is equal to the level at the reference microphone.
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Solution by Fast Fourier Transform Routines

The source image equation (A8) may be solved at discrete points

¥y = nL/2N by an FFT routine in the form

N Vad
Q (%) = _}:é’_g_)_ m:Z-N Wm(M) CO(mA) exp(—iﬂ‘%n_) (410)

where |n]{N
It is convenient to normalise the source image computed in this
way, to unit area. The normalised curve is given by
Q(n) = Qp(nL/2N)
P(o)
which in terms of the TFourier series is
N

Yy(n) =°117 -3

W (M) G (nA) exp(-ima ) (a11)
m= -N N

This series may be solved for N=2k output points using an FFT
routine. It should be noted that the number of output points, N, may
be greater than the number of input points, M, depending on the detail

required,
The area beneath the curve defined by (411) is calculated as
B N M ~
s Qun) L = _t < -1 W (k) C (md) exp(~-iTmn)
n= =N 2N+1 2W+1 n= -N m= -M N

The summation over N only yields a result when m = O, and so

this gives
N

2 Q) L_ = W (u) T (o) = 1.0
n= -N N+
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APPENDIX II ~
Estimation of the Expected Value of (Emlz

To estimate the expected value Ex Em 2 the method outlined in
Jenkins & Watts (Sec. 9.22) will be used. The measured coherence and
phase C'm will be defined in terms of the estimated cross and power

spectra as:

¢’ ®) =L () +iQ @) (1)

VB () £ ()

Nhere i 00) Q G») are estimates of the co~ and quad spectra and
P1Gu), P @o) are estimates of the power spectra at the reference and
mth mlcrophone. For convenience the frequency dependence will now be
dropped. Any function, as C'm, which depends on a number of statist-
ical estimates X1, X2 ceenns XN, may be expanded in the form of a

Taylors series:-
N 3
g(X1,X2.....XN) ) g(a1,a2....a.N) + § (é) (Xn-an) (B2)
n=1 n’a

where Bys 85 eees Oy are the expected values of X1, X2 esas XN.

Defining the measured values in the form

A A A . A A &
= f(Lms P1) Pm) + 18 (Qm3 P1, Pm) (BB)

and then expanding C; in the form of the series above allows the errors
associated with Cé to be defined by
Valdd

" = 231 @i)

Yi=
na

3
(X -2 ) + iné (l)_%n)b (¥, ) | (B4)

where Xn and Yn have been substituted for the appropriate estimates in

(B3). The modulus of the errors is then given by

12;12 n_1 m_1 ( ) 3 f) (X “n) (% n"n)

&) B8 e e
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A7
In order to define the expected value of \Em\z, it is noted that
Bx [xn'] =2,
so that
Ex [(xn—an)(xm-am)] = COV (xn, xm)
using this in B5 gives

- 3 3
(9 -4 2 () e i

n=1 m=1

" (ﬁ)(fé} cov (¥_,Y,) (B6)

These covariances may be obtained from the covariance matrix in
Jenkins & Watts (sec. 9.1.3), and the eighteen terms in this series

are defined as follows:

dr\? 1.1 .2 fpp 412 - g2?
3'551) cov(x, %) = x il 2 (%1% §
(?-35-’ () cov(x, %)) = oooe * = [1p,] x 2.
3% 3%, 1 5P, B, BT I

Yy f S T R T O

( 3”1) (33:';) COV(X,,X;5) = P F B 1w *%

d¥\%cov(x,,x,) = L5 . 1 . [p,2
(ﬁ?_) R PR (32 5 lP1j

L
a]

dp 12 1 1 iLz + Q%7 x 2
)'-—-—-CGV(X X,) = : C == J
()X3) 2°73 Wwp PP BT

(

o
NN

Ve 2 L 1 1.0 2)
(32) oovtx, x) = . P g
ax) y 3 kPP (p )2 3BT m J
4 similar set of equations may be defined for g (Q, Py, Pﬁ) with
Q substituted for L above. Summing this set of equations gives

1.1 . 2 2 .2 2 .2 2.2 2 2
PP T (Pa L - -a-ate +L§L+92+£j
m 2 =P 2

2 2 2,2 2
= 1.1 [{pp -o21% ¢+ 15155 )
B 257 | 1O B.5. )
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Adding this to an identical equation with Q replacing L and

vice versa gives ExUEm‘ 2..]

2 2 2 252
o [E L R MR R el
1" m 1 "m

Noting that (L2 + Q2)/P1Pm =|CJ 2 gllows this equation to be
simplified to

ex[lz 12 = le {2-3 lel # s 1le4} (87)

The largest expected value of lEm|2 is therefore defined at
[c. 1 =0 sothat

Ex [lEE} ] £ Jﬁ (B8)
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TABLE 5.1: MICROPHONE LOCATICNS FOR N.G.T.E. TEST AND
RESULTS OF LOUDSPEAKER CALIBRATION TESTS.

L/S 8" from Nozzle L/S 40" from Nozzle
Angular Measured Calculated Measured Calculated
Separations Time Delay Correction Time Delay Correction
d egfens MSac Factor psec pASad Pactor pasec
0 15 15 15 15
0.5 50 L5 65 3
1 92 82 145 83
1.5 125 110 198 105
2 172 151 262 138
2.5 205 179 328 173
3 2,40 209 380 194
4 315 274 505 257
5 395 343 640 330
6 485 423 785 413
7 570 498 899 466
8 645 563 1016 521
9 730 637 1132 576
10 815 712 1265 648
12 982 859 1548 809
14 1132 989 1832 972
16 1332 1169 2131 1151
18 1499 1316 2381 1282
20 1682 1479 2681 1465
22 1865 1643 2950 1618
25 2131 1880 3400 1897
30 2597 2300 4100 2322
35 3100 2760 4850 2811
40 3600 3219 5550 3265
45 4100 3681 6300 3786
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LOCATIONS OF MICROPHONES USED IN RB,211 TEST TABLE 6.1

The mircophones were laid out in a polar array with a radius of

100 f%; the angular locations of each microphone are given below.

Microphone Angle to Angle to
Ko, Reference Intake
( degvases) (dgraas)

1 (Ref.) 0 90

2 0.5 90.5
3 1.0 91

4 1.5 91.5
5 2,0 g2

6 2.5 92.5
7 3 93
8 4 9L
9 5 95
10 6 96
11 7 97
12 8 98
13 9 99
14 10 100

15 12.5 102.5
16 15 105

17 17.5 107.5
18 20 110
19 25 115
20 30 120
21 35 125

22 40 130
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250 Hz (3% HE Rorckeardie)

TABLE 6.2

Breakdown of engine

noise

Condition Build Total Jet Core Engine By-Pass Inlet 0/C etc
60% ISVR 1 88.5dB 82.5 85.7 82.2
ISVR 2 88.5dB 81.3 85.4L 83
75% ISVR 1 96 aB 91.2 92.5 89.7
ISVR 2 95 dB 90.7 91.5 87.5
90% ISVR 1 103.64B 101 97.9 96.1
ISVR 2 101 dB 98.2 96.6 91.2
500 Hz (32 W Bomdaide)
Condition Build Total  Jet Core Engine By-Pass Inlet 0/C etc
60% ISVR 1 90 aB 80.8 88.2 83 80.7 - 79.2
ISVR 2 87 4B 77.5 82.8 83.6 79.8 73.5 80.5
75% ISVR 1 96.6dB 89.4 93.9 91 89.0 - 86.4
ISVR 2 94.5dB 88 88.6 91.5 87.8 85.6 86.3
90% ISVR 1 101.64B 97.7 97.7 94.2 92.5 89.5 -
ISVR 2 100.5dB 97.6 93.9 94.7 93.5 88.5 -
1000 Hz (22 QR Bowd aidde)
Condition Build Total Jet Core Engine By-Pass Inlet 0/C etc
60% ISVR 1 87.6dB 80.2 84.1 83.3 80.5 75.6  78.2
ISVR 2 86 dB 74 77.7 85 82.3 76.5 80
75% ISVR 1 94.8dB 89.2 90.5 90.4 86.8 82,8 86.2
ISVR 2 92.,5@B 84.8 84.5 90.7 87 .4 85.6 86.3
90% ISVR 1 100.8dB 96.9 95.8 95.3 92.9 88.9 88.1
ISVR 2 100 dB 95.7 91.2 97 93.6 84.3 -
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Computer Programme I

This programme is used to celculate the source image from the
values of complex coherence measured in a Polar Correlation test.

- The basis of this programme is described in Appendix I.
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WRITELA, 1 8)

CALL LPP UPlrA A, 3,7, 0,900,38,N%X,NY}
EFCI2Ve 2067 TO 114

ween  Saf ARMAYS T) I8RO0

9d 1)1 Yalj12e
2iC 1280, 9
22C1yav )
23c A,
CI T WUE

a%avfe  DATA THAN3EOA Y JECTIUN eecee

Fade 1 eQaRTCILI M)
210113560, 5
388 )51

oY 133 1sdgis

TFAL Edo12XTC 1 BX1¢1)0¢Taltat}/8N)
2101341 (Y eCISL 2 1)) ap
24C¢{)2X1¢a) sl i) 2eE

CYITIIE

178124
11a3
Caly CulABP (21422417, ,TRUE, 14 ¢23)

AVgQAAN UTTER SECYPIU] vvaeeq
RUe e JEFINE PLITTER CIISTANTS wewe

LTa TUTLL 'I0¢ )6 INCHES T a8 PRESENTED
X¢ 1FK=3CALE ATHAY

Atalsi~N uF A=3CALE

VIgIRIGEIA 17 Y=§CALE

dLendg 9P IHES

QLIS RIN
L5
PUCEND
¥0e), 4

Goes DEF]IE A“SCALE weovew

IR F T
ELEFTIN YR

[ (agiv, t10) vPat1d
W 1d4d migue

(g idmiyayr2) el
SdITIHIE

LA T DEEIYE DATA FIA PLUTTING oecvecee

$HUAGT 150U, 0/ > 18

AEFapan 7 t{nug T eDEL)

ALEASHA jDAJDES

CALL HEVRAR(I1¢4,123,4P1R2/aC ALIAS)
asgerap| ¥ 23T d6eeey

4RITESG,12)tTEIP, FIEQ

HRITE A, 15) 1391 ES

RAAPELo1/IALIND

IFCL B, 11untTECD 14}

CALL WP PLUTLAY Ve NP 404V T L NRISY)

2%aadvs  [4PRTIATIIN JEATI14 oecese

dBAC/A Ly
CALL MEARH(I1P2012.4e08P0 122030 ALT1AS)
SALL LUTEW(S,43,4P,))

awge  H[Pg 1If RESULTY [y DEPAlL eceecs
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1eyu
0yt
Jeyd
044
24ye
gdud
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uey/s
Ndye
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el
Ud1e
vd1s
1416
g21>
udte
Gdls
gd1e
(iT43]
44V
0441
Qdée
9443
024w
0ddéd
jLdea
3247
JE4n
924y
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HHTTE D, 1L ITRIT, FLQ
$T1ITE o, 2u)

0d 19vY sV ue

RUiymg (P 2yons
ACiymAgi)eq ), vee(R]/10,3)

ZEC 1)K IRED
AREPCEO2TIX0 22010 4 25(H),ALN)

IFSAtN), 67, 442804104Ke4A ()
I XIS P IR SF U] PR T T TY T

Cuipliade
TFCLCALLEY,TILALL CalCICArARP I AHAXCAHINIR (R)

CHITI Ut
1ECLEAL BA 9 00bALL »aTC1,060,04999)

BUH IAPRI 1T 47/ 02 A0 PB37 Uy alyl4e 10X VEREQUENCYB! 1F6¢1)

FORIATE/ 20 24X2 710, 16 1EASJREMENT POINTS@!j12s12Xs 1RESULUTION
GIY [alHEqas g7, %)

Sud.1aT 8/ AKX s VYARTLETT 4l N 'JSEDY, /)

F IR AT/, daX, " ALIAGING LENGTHBP ;54 ,4)

I NERFRAS R D)

BAAIAT (149,294, 0L §pul DATAY, 10X, "TEST "0, =t ,15,70%, 'FaEQ®?, 67,1,
TIALS /735 AvULET p 13X VAMILITUDE 12X, TPHASE?)

BORIATC/ /39 4r Y LOCATIONTY Y2, PLICATIONY ; 16X, 1TEGRATED Y, 19X,
TUAENSUREND (/914,711 148 ®p11KgUIN LAMBOA/SIRCALPHAY Y 2T 2K 1 LEVELS?
2,198,V EVELSY2///)

FURIATES1AY (P 264 410X) (€9 4)

3iTh <

g1

Ei0 Ur SEGMENT, LENGUTH ja64 HAME SELEC

g23v
g23¢
0432
J236
I 43
0¢y0
923
geje
(FEL
Ty

BiD UB BSEGHENT,

e ]y b
B IS a1 prase 2n

DIER, U 2aATAU(T 4 ))

ELEFSTASL R

ATRAL 1450212 /
pasgare, o

FBLY, 1E,2,0)094TANCAT/R)

TFSA, LT 0,0 p2200Tg

L Lhd

REP 13N

Bl

LENGTH 319 HAME  S4ASE



483
Udys
Idse
1442
Jdso
Jdbe
Jdyo
[ FE3)
Je3v
9da
043
Jdye
Jdye
[\ P2-3]
0eso0
0dar
13
i PT]
Udqu
12491
JLad
Udgy
Jdqe
1495
géqo
Jear
Qdgu
Jeay
44"
Jde
0dle
Jers
jera
adsd>
Jére
aerr
9élo
Qd ey
Jdgu
0241

E1D Vg SEGMENT,

044¢
Jyegd
Jd3s
9442
pre-1
32497
gZda
gy

EAD UF SEGMENT,

)

a0

o

LENGT
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GENGTY
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’ ] [ “ ]
A H B I D R R M T TR
Crin é4 25
LELES AT 3/

S0 TIMY 2edyer Y Ny
BT 3 MWIRCE <T Zgd)
D19PaClng Ay, v i u)
RET Iad

CuNTINIOIY SO IHCE pys?, ghploepoY)o{Yeont)/nl}
IS LTINS RURNLEY )
Hd®= {41 000%) -
dlStadsoon)
ET Iq

T SOURCE 4174 § 97 odoen ERROR PI1S9/Ce(2PlEe0EL/LANBDA) 2

XKayepaPy (J4)
D1STeCanA{cudti),a,0)
qET IRN

PIHT SUURCE JISPLACED pRIN AXIS Y PV HAVELENGTHS,PREQu1I, 5 Kul

5193/0,283
CIB3QAT(1eSLe>()

Xea, 243epfeayoiy
OlITaCHPLALCaILL) 2, 0)
RETIR

SECO4DARY SNIRCE dF LEYEL P1 RE JET NJISE
HITH PIRECPIIALITY (1aaloSIN(A))2ean]
Figqa®13,5KkH2

§UITE 1 N1<n FIVES Wlgnd N Jg? ¥OISE)

N9 i1(J02 0
AatqmPd(Jloa/o,288)ve(ay)
BICKRIZSQATCI/PILYD)

21 4vaC iR ALDING,0,))
REFINA

[ 3c k]

131¢ JAMZ  D]ST .

SISRUUTINE [ITEGCA,84%92,D)
DINENI]NY ACTI0),8(11)
318U,

DU 30U ladiNp

B8 1)u3flatdedaC i) aq{na]))sg, 30
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ET JRA
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7uy HAHE JITEG
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g3ye ¢ Jm 1 37 UHDEY ERW IR FIR SNRCE AT V
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g3ttt c d€J)e S URPE STRE InTH
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034y ABAD 3 /T2y gT1TLE(L),191,10)
FELA 32 FAst AT {1948)
gice TR T TR TR Y P PR L L Ry R gy e Y Y22 X 2 ]
3343 JRITECH, STJCPITLECT) s 101 ,10)
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Q340 ST1Tud gaiTridE
V347 IFSL Eq tangiacias(zt)
1368 SARCIIEC a5 (N2
1349 PHUE)IPHASE(ZY)
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331 1104  CUiTINIE
n33¢ RET Jad
0335 a9 EIRIATRIHIT? /24 441044)
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3UAWNITE 4E .E“q(‘l"""l"'l".‘chQALIA,,
ALIIET N AC1€4) , 3(110)
AR RNFRLLIRR]

CRFTIUNEN TS U] ENE AP NT IS 21
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RCal iTFAVAL SEYJEEd U2 PIInPS
ALIANBLEYGTH 'IF [/p
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CALCILATE ovB TE3JLTS

1P VgyReingd
RIG\LLASIELMTOIT)
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11311
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CALCHLATE =VE RESHLTS

0U 201 lmd{upe
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Jady
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MydyTasqe
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SUSINUTINE SGPLITEAR, A7V UV, NP, HTIT)
DL tENYL 1 AQIINY,X(119),4R(%,11Y)

CALL PLITL2Y,9,),7,<5)
CALL JCaLECY, 1V, 0P, 1)
CALL ARTSCO 000,00 J1JET AXIS,28590,040,0,X¢nB1) X (NB2))

AW ICHPeq I pA(NP Q)
Aldany
A'1Aspy
YL

CALL AAIS XN,V 214 ,9790,0,9000,0V,0V)
ACiareY)uapy

Afqnedauv

DO 20WB Nwy ,pTOY

tif{8ag

1FC1,Ed, 1M1 8Y

D 2040T paEy, N .

AT )YeARP UM ) /AAX

CALL GIIERA, AR, Y, 01 0)
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Computer Programmes IT - VI

These programmes form part of a suite which may be used on
the ISVR PDP 11/50 DAX/11 system. Their operation is described
in Chapter 4.
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Computer Programme |1

FAFOEERAXY LISTING OF GaTHER

AREADSAMPLE RATE - « SR

SREADCIND OF SAMPLES »8H:
SRESGDOCETART FILE NO T «NIo
LE S TETOR FLLE ND «ND:
THERIED OND T eNLD

C0 100 N=NT M

SURTITECMIC NO N2
1=((L¥Hﬁ~1)*100)+ﬁ

Z=1i4+100
‘X’LJ_Lf]yZyll 23
HOQUIR(SHRSM 2y 1y "FIDO"
/CUNU(19II!4?u‘)
JOONV(Z2sI254v 5N
ARTAT(IL)

JETATCI2S

SREAD( ANSWER 1:0QKAY Z23RETARE e M)
IF(M.ER.2560 TOLol

100 CONTINUE

EMl

Computer Programme 11}

oot LISTING OF CHURN

SERESDCETART MIC NO“ N1
SRESDCCETOR MIC MO »N2D
AREADCOTEST NOC » NamMiD
SREADCSSERTIES PO ML

|
]
l EALC RESOLUTION vy RES?
P
‘1,

b f!” NaNL v N2
JREITECMIC WO v Hy
J}miﬁgmNL“1)*1GQ)+N
Tu=100+11
SETLL Ly 2 e B Ay D \. ° ?‘ I I N T
ACHETCTI2e Ty 3 RES
AERETCTT v 1 e REE
APAD{IZe 2yl :
TERTTHOL v S B 20
SFUNMC(Ssé e 4
COFITITHOE s 7 e e dd
S e 4y 10
ney 101 Keiisi 4
Ki=K45
ROEE S D R ¢
FFEIMNGER. J)Uﬁ T 102
SORTTHOE s KT 7w 1y
/IILL(F) )
HERGE Ry Zy Oy K1 s K2
GOOTO 101
TO2/ETLL (KD
FARTITHRZ yRKe 7yl
101CONTINUE
ARILL L v2y 395967 v 89 %916917+18+19)
XCOLECONy 4y NAME)
IRILLC(IIYIZY4)
100 CONTINUE
ENT

AR RN

HAR O R
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Compter Programme IV

SREHERER YO EC FTN 44 B4R B

DIMENZIION ACZO0), B00), CRO1Z23), CUF(256)
DIMENTION BLEC1Z2), IRCEB(OZ3Z)
EGUIVALENCE(RBLE(I3), IRCECLY))
CALL TYFE (7" SOLECT DATA)
M=0
CALL ATKI(N, "&MIT NO=T)
CALL ASEN(LE, " INFUT FILE NAME=")
CALL INFUT (R, CR, L3
CALL ASEN(E, " &JUTRUT FILE=")
IF(N Er 1) Tid 4
CALL INFUT A, BoB, LS. O)
oo T 2
CALL DUTFRUT (A)
F=100
Li=1
AZZION 110 T L2
1 F=F+CL(4)
F=(F-CROZ) ) /7Cl(4)
NF 1 =F
Fr=F-NF1
IF(FZ ST 0 SINFiI=NF1+1
NP=Z4# (NF1)
Li=L1+1
CALL INS (R, NF, O)
CALL INCRE, AMF)
CALL INCE, PH)
IF(N NE. 1)CALL INELE(A, CUF.L1)
Na=2#N—-1
CLIF (NZ) =AMF
CLIF(NZ+1)=FH
CALL OUTELE (A, CUF, L)
GO TO 1}
110 CONT INLUE
IRCE(1)=7
BLRE(Z)=1 0
BCR(4)=1. ©
CALL OUTEND(A, RCR, 122
CALL INEND(E)
200 END

[P =
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Computer Progamme V

ok LISTING OF FIDDLE sddswdddxs

100/READT THND OF R N\
SRILLESTAFE " s 4 ey
SEENCL 12
AELTER(L s 2L v
ACONVI2:352:
ACONWEZ - sTaFE" s 12

SUTEFLY (CPTAFE" 30y " TAPE " s 1030 "HATA s 1003351 .58:0)
AREADCANBWER 150KAY 25RUBEISH’ v M)

IF(M.EQ.2)60 TU 100

ARILLCL y 2 X0

END

Computer Programme V|

adGordcEEy LISTING OF RESULT s$dobssomesyd

SREADNCTETEST muUumBERT s MR

SREADCAFREQUERNDCY " i

AREATHC S EFREQ RESOLUTION » RES)
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Computer Programmes A1 - A5

These programmes form the suite designed for the CAI-LSI
mini computer in the Noise Department,Rolls Royce (D.E.D.). They

form a complete package for Polar Correlation analysis.
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Computer Programme A1 POCO

C TELESCOPE PROGRAM
C MASTER X@POCO 2/6/77
COMMON IBUF(8192),A(128),B(128),IBR(128),IBI1(128),ISIN(128),
1NAME (4) ,RES (32),
2IGUF (58) ,NTEST (2) ,NTAPE ,COND,PRIVEL,
3PRIDIA,TEMP,WINDVE ,WINDDI,PRAD,
4NMIC,NSUB,NSMIC(5) ,DEL(5),TDCAL(32) ,REFANG,MICSUB(5,15),
SAFREQ, IFBAND, IBT,SRATE,ITL, ISAMP,
6SAMP ,NCHAN ,NGULP ,NOMIC (8) ,NORUN,NOSUB, ICHAN,NOSPAR (4)

1 CALL PLOT(-1,4,8)
WRITE (1,199)
WRITE (1,99)
109 FORMAT ('POLAR CORRELATION PROGRAM VERSION 1',//,
1°'TYPE IN LETTER OF OPTION REQUIRED',//,
2'I) CALIBRATE STORE',/,
3°'L) ACQUIRE DATA TO DISK',/,'A) ANALYSE DATA',/)
99 FORMAT('C) CALCULATE SOURCE DISTRIBUTION',/,
5'S) SCREEN PLOT RESULTS',/,'H) HARD COPY RESULTS',/,
6'P) PLOT SPECTRA FOR EACH MIC',/,'X) EXIT')
ND=5
READ(1,101)NEXT
161  FORMAT (Al)
CALL MATCH (NEXT,'I', L', 'A',)C', 'S 4" 28 /X' NEXT)
GO TO (1,199,209, 300~ °404,508;60¢,709,10080) ,NEXT
788  WRITE(@,7901)
781  FORMAT ('X@SPEC')
1009 CALL EXIT
182  FORMAT(Fl164.4)
193  FORMAT (17)
194  FORMAT (3Al)

199 WRITE (1,198)
198 FORMAT(///,'C) RE-CALIBRATE STORE',/,
1°R)READ CALIBRATION FROM DISK')
READ (1,101 )NEXT
CALL MATCH (NEXT,'C*','R',NEXT)
GO TO (1,198,191),NEXT
199 WRITE (3,192)
» 192 FORMAT ("X@CALI")
191 CALL FILEOP('R')
CALL RBDISK(IGUF)
GO TO 194
299 WRITE(3,291)
201 FORMAT ('X8PLOG")
C ANALYSIS SECTION

309 WNRITE (8 ,350)
358 FORMAT ("XGPANA"')

C CALCULATE SINE TABLE FOR TRANS

498 LENGTH=128
LSIN=LENGTH/4
DO 283 I=1,LSIN
THETA=3.14159/FLOAT (2*LSIN)
203 ISIN(I)=IFIX(32767.9*SIN(FLOAT(I-1)*THETA))

c CALCULATE SOURCE DISTRIBUTION.
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EAD DATA FROM FILE
NAME FILES

WRITE(1,451)

FORMAT ("READ IN 3 CHARACTER TEST NAME TO BE ANALYSED',/)
READ(1,104) (NAME(I) ,I=1,3)

WRITE (1,454)

FORMAT ('READ IN NO. OF FILES TO BE ANALYSED')
READ(1,1@3)NF

NAME (4)=27

CALL ANFILE('R',NAME)

CALL RBDISK(IGUF)

ANALYSE DATA

SET PARAMETERS FOR SOURCE DISTRIBUTIOON
WRITE (1,431)

FORMAT ("TYPE FREQUENCY REQUIRED=')

READ (1,1@3)NFREQ

WRITE (1,433)

FORMAT (*DEFINE EXTREME LIMITS OF SOURCE',/,
1'DISTRIBUTION REQUIRED (IN METRES)',/,'UPSTREAM LIMIT=')
READ (1,1d2)ALIMU

WRITE (1,473)

FORMAT ( 'DOWNSTREAM LIMIT=')

READ(1,16¢2)ALIMD

IF (ALIMU-ALIMD)406,494,435

X=ALIMU

ALIMU=ALIMD

ALIMD=X

ALT=ALIMD~-ALIMU

CALCULATE SUBARRAY TO BE USED & ALIASING LENGTH
INF=IFIX (FLOAT (NFREQ)/FLOAT (IFBAND)+9.5)
PIF=6.283185*FLOAT (INF*IFBAND)/10020883.9
NFREQ=INF*IFBAND

ISUBNO=8

X=199 .8*ALT

ALANDA=340.0/FLOAT (NFREQ)

DO 467 J=1,NSUB

AXE=ALANDA/DEL (J)

IF(AXE~-ALT) 407,498,408

IF (AXE-X) 409,407,407

X=AXE

ISUBNO=J

CONTINUE

IF(ISUBNO)404,434,410

ALTIAS=X

APP=FLOAT (NSMIC(ISUBNO) ) *DEL (ISUBNO)
RESOL=ALANDA/APP

N1=NSMIC (ISUBNO)

EXTRACT DATA FROM IBUF FOR DEFINED
MIC NOS IN MICSUB((ISUBNO,N1)
AND CALCULATE SOURCE DISTRIBUTION

ITL2=ITL/2
CALL CONSTANT (A,128,9.0)
CALL CONSTANT (B,128,0.9)
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F=2,9*DEL (ISUBNO)
A(l)=8.5*F

SN=FLOAT (N1)

IT=1 - :

DO 411 J=2,N1
IM=MICSUB(ISUBNO,J)

C APPLY WINDOW FUNCTION
FX=F*(1,8-FLOAT (J)/SN)
C APPLY TIME DELAY CALIBRATIION

TR=COS (PIF*TDCAL (IM))
TI=SIN(PIF*TDCAL (IM))
CALL RDATA(IM,IT,NF,INF,X1,Y1,222)
IT=2 ‘
X1=X1*FX
Y1=Y1*FX
A(J)=TR*X1-TI*Y1l
B(J)=TI*X1+TR*Y1l

411 CONTINUE
DO 244 I=1,128
IBR(I)=IFIX(A(I)*328033.)

234 IBI(I)=IFIX(320083.*B(I))
CALL TRANS (IBR,IBI,ISIN,LENGTH,IHALVE)
DO 205 I=1,128
A(I)=FLOAT (IBR(I))/32030.0

285 CONTINUE

DEFINE RESULTS ARRAY
USING LINEAR INTERPOLATION

sHONONY!

SDSP=ALIAS/128.8
DO 459 J=1,128
X=ALIMU+(ALT/128.3)*FLOAT (J-1)
Y=X/SDSP
J2=IFIX(Y)
Y3=FLOAT (J2)*SDSP
D=(X-Y3)/SDSP
IF(J2)414,415,416
416 J2=J2+1
IF(J2-128)417,418,419
419 J2=32-128
417 J1=J2+1

GO TO 424
418 Jl=1
. GO TO 420
415 J2=1
IF(Y)422,422,421
421 Jl=2
GO TO 428
414 J2=32+1
D=-D
423 J2=32+128
J1=32-1

IF(J32-1)423,422,429
422 J1=128
429 3(J)=A(J2)+(A(J1)-A(J2))*D
458 CONTINUE

AMAX=9.3

DO 459 J=1,128

AXXX=B(J)

IF (AXXX-AMAX) 459,459,463
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.460  AMAX=Aa
459  CONTINUE
DO 461 J=1,128
461 B(J)=B(J)/(AMAX*2.0)
GO TO 1
500  ND=1
CALL PLOT(-1,90,0)
680  ND1=ND+1
o PRINT INPUT DATA
CALL NEWPAGE (ND)
CALL PTEXT(ND1,24,5)
WRITE (ND1,592)
502  FORMAT ('INPUT DATA FROM',/,)
CALL OUTSTRING (ND,IGUF,2,48)
WRITE (ND,682)NTEST ,NTAPE ,NFREQ, IFBAND,RESOL,ALIAS
WRITE (ND,593)
. 583  FORMAT (5X,'MIC NO.',5X,'DISPLACEMENT',5X,'COHERENCE',5X, 'PHASE"'
15X,'P.S.D.")
IT=1
DO 504 J=1,N1
IM=MICSUB (ISUBNO,J)
CALL RDATA(IM,IT,NF,INF,X1,Y1l,PSD)
IT=2
COH=SQRT (X1*X1+Y1*Y1l)
PHA=ATAN2 (Y1l,X1)
IF (PSD)515,515,513
513 PSD=10.6*ALOG18 (PSD)
GO TO 516
515  PSD=9.0
516  D=DEL(ISUBNO)*FLOAT (J-1)
WRITE (ND,585)J,D,COH,PHA,PSD
54  CONTINUE
55  FORMAT (8X,I12,9X,F7.5,13X,F6.4,6X,F7.4,5X,F5.1)
WRITE (1,1001)
1281 FORMAT ('TYPE SPACE TO CONTINUE')
CALL IPCH(1l,K)
IF(K-' *)1,554,1
55¢  CALL NEWPAGE (ND)
CALL PTEXT(ND1,24,5)
WRITE (ND1,601)
661  FORMAT ('SOURCE DISTRIBUTION FROM')
CALL NEWLINE (ND1)
. CALL OUTSTRING (ND, IGUF, 2,48)

WRITE (ND,602)NTEST,NTAPE,NFREQ, IFBAND,RESOL,ALIAS
632  FORMAT(/,15X,'TEST NO=',2A2,15X,'TAPE NO=',I4,
1/,15%, 'FREQUENCY=',I7,108X, 'BANDWIDTH=",IS,

2/,15X, '"RESOLUTION=',F7.3,9X, 'ALIASING LENGTH=',F7.3)
NG=1
ILINE=37
NG1=1
IXA=IFIX(128.3*ALIMU/ALT)
IX3=-1X%
IF(IX9)615,616,616
515  IX0=3
516  INC=38
STEP=ALT/FLOAT (INC)
LEN=128
DO 6189 I=1,128
519 IBR(I)=IFIX(B(I)*22080.9)
CALL SGPLOT (NG,IBR,LEN,INC,IXd,NGl,ND)
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pO 611 I=1,INC
J=(I*55/INC)+1 o
X=ALIMU+FLOAT (I-1)* (ALT/FLOAT (INC))
CALL PTEXT(ND1,J,ILINE)
WRITE (ND1,633)X
603 FORMAT (F6.2)
611 CONTINUE
WRITE (ND1,674)
694 FORMAT (' METERS')
WRITE (1,1091)
CALL IPCH(1,K)
IF(ND-2)1,1,581
C PRINT OUTPUT DATA
501 CALL NEWPAGE (ND1)
CALL PTEXT(ND1,24,5)
WRITE (ND,601)
CALL OUTSTRING (ND,IGUF,2,48)
WRITE (ND,632)NTEST,NTAPE,NFREQ, IFBAND, RESOL,ALIAS
WRITE (5,586)
Y=0
D=2.0*SDSP/ALANDA
536 FORMAT (5X, 'LOCATION',5X, 'SOURCE LEVEL',5X,'INTEGRATED LEVEL"')
DO 587 J=2,128
X=ALIMU+FLOAT (J-1)* (ALT/128.0)
Y=Y+ (B(J)+B(J-1))/D
WRITE (5,588)X,B(J),Y
587 CONTINUE
568 FORMAT (5X,F7.3,7X,F7.3,13%X,F7.3)
GO TO 1
END
SUBROUTINE ANFILE (L,NAME)
DIMENSION NAME (4)
10 IH=1
IF(L-'R")2,3,2
WRITE (1,4)
GO TO 5
WRITE(1,6)
WRITE (1,7)NAME
FORMAT (/, 'READ")
FORMAT (/, 'WRITE')
FORMAT ('FILE CALLED ',4Al,' @N HANDLER 1')
ASSIGN 9999 TO LASB
CALL ERTRAP (IEMESS,LAB)
WRITE(@,1)L,IH,NAME
FORMAT (Al1,I1,4A1,°'D")
RETURN
9999 WRITE(1,9995)
9996 FORMAT('STICX IN ANOTHER DISK',/,'TYPE SPACE TO CONTINUE')
CALL IPCH(1l,ICH)
IF(ICH-" ')9998,192,9993
9998 CALL EXIT
END
SUBROUTINE FILEOP(L)
DIMENSION NAME (4)
WRITE(1,1)

tad

~ N b TN

[t

1 FORMAT ("TYPE IN 3 CHARACTER TEST NAME')
IF (L-'R')160,11,19

11 WRITE (1,2)

2 FORMAT ('TO BE READ')

GO TO 24
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WRITE (1,3)
FORMAT (*TO BE WRITTEN')
READ (1,4) (NAME (J),J=1,3)
WRITE (1,8)
FORMAT (/, 'TAKE NO="')
READ(1,7)IT
NAME (4)=IT
WRITE (1,6)
FORMAT (/,' HANDLER NO. =')
READ(1,7)IH
FORMAT (I3)
FORMAT (3A1)
WRITE (@,5)L,IH,NAME
FORMAT (Al,I11,4a1,'D")
RETURN
END

SUBROUTINE RDATA(MICNO,IT,NTAKE,INFREQ}X,Y,Z)

EXTRACTS DATA VALUES X,Y FROM CORRECT FILE FOR FREQ.
LOCATION INFREQ, AND MIC. NO. MICNO:;

IT=NUMBER OF CALLS TO ROUTINE+l

NTAKE=NO. OF FILES IN NAME

COMMON IBUF (8192),A(128),8(128),IBR(128),IBI(128),ISIN(128),
INAME (4) ,RES(32),
2IGUF (56) ,NTEST (2) ,NTAPE,COND,PRIVEL,
3PRIDIA, TEMP,WINDVE,WINDDI, PRAD,
4NMIC,NSUB,NSMIC(5),DEL(S),TDCAL(BZ),RBFANG,MICSUB(S,lS),
S5AFREQ, IFBAND, IBT,SRATE, ITL, ISAMP,
6SAMP , NCHAN ,NGULP,NOMIC (8) , NORUN,NOSU3, ICHAN, NOSPAR (4)

NTIME=NAME (4)-26
IF(IT-1)5,5,6

NTIME=1

NAME (4)=NTIME+26

CALL ANFILE('R',NAME)

CALL RBDISK(IGUVW)
READ (4) IBUF

DO 1 Il1=1,NCHAN

IF (NOMIC(I1)-MICNO)1,2,1
CONTINUE

NTIME=NTIME+1
IF(NTIME-NTAKE)7,7,8

WRITE (1,3)

CALL EXIT .

FORMAT ("DATA NOT AVAILABLE')
ITL2=ITL/2
LOC=ITL2*(I1-1)+INFREQ
X=FLOAT (IBUF(LOC))/32320.9
Y=FLOAT (IBUF (LOC+1324))/32933.3
7=FLOAT (IBUF (LOC+2248))/32333.0
RETURN

END

SUBROUTINE RBDISK(IG)
DIMENSION IG(303)

READ(4)IG

RETURN

END

SUBROUTINE WBDISK(IG)
DIMENSION IG(3893)

WRITE (4)1IG
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RETURN
END
SUBROUTINE SGPLOT (NG,IY,NP,INC,IX0,NG1,ND)
DIMENSION IY(128)
PLOTS UP TO 128 POINTS AT EQUAL INCREMENTS
NG= NUMBER OF GRAPHS PER PAGE
IV ()=DATA
NP=NUMBER OF POINTS
INC=NUMBER OF DIVISONS ON X-AXIS
IXp=LOCATION OF ORIGIN
NG1=GRAPH NUMBER
ND=1,2 FOR SCREEN...5,6 FOR PLOTTER

OO0O0OO0O00000

IXX=IFIX (48000.0* (FLOAT (IX®)/FLOAT (NP))-24000.0)
YZ=FLOAT (2*NG1-1)/FLOAT(NG)-1.8
I1Y¢=-IFIX(32000.0*Y0)
IYMAX=1YB+160008 /NG
I1YP=1YP-16000 /NG
I1C=24088/(NP)
IP=24080/INC

C PLOT X-AXIS
CALL PICTURE(ND,©,-24000,1Y0)
CALL PICTURE(ND,1,24000,1Y0)

C MARK DIVISIONS ON X-AXIS
DO 183 J=1,INC
IX=12000-J*1IP

IX=IX*2 *
183 CALL PICTURE(ND,'+',IX,1Y@)
C PLOT Y-AXIS

CALL PICTURE (ND,#,IXX,IYMAX)

CALL PICTURE(ND,1,IXX,IY0)

IY1=IFIX(FLOAT (IY(1))/FLOAT (NG))+1Y@

CALL PICTURE(ND,@,-24000,1IY1)

CALL PICTURE(ND,4,-24200,IY1)

DO 164 J=2,NP

IX=(2*J-NP)*IC

IY1=IFIX (FLOAT (IY(J))/FLOAT(NG))+1IY®
104 CALL PICTURE(ND,1,IX,IY1)

CALL PICTURE (ND,3,IX,IY1)

RETURN

END



[eNeNeNeXe!

19

13

399

14

15

233
16

45

46

48
47

=456~

Computer Programme A2 CALI

MASTER X@CAL

POLAR CORRELATION PARAMETER. SETTING PROG,
VERSION 1 - 5.G. 2/6/77

COMMON IGUF(59) ,NTEST(2) ,NTAPE,COND,PRIVEL,
1PRIDIA,TEMP,WINDVE ,WINDDI,PRAD,
2NMIC,NSUB,NSMIC(5) ,DEL(5) ,TDCAL(32) ,REFANG,MICSUB(5,15),
3AFREQ,IFBAND,IBT,SRATE,ITL,ISAMP, '
4SAMP ,NCHAN ,NGULP ,NOMIC (8) ,NORUN,NOSUB, ICHAN,NOSPAR(4)

CALL PLOT(-1,0,9)

WRITE(1,19)
FORMAT (' PARAMETER SETTING PROGRAM FOR POLAR CORRELATION',

11//,'VERSION ONE, STANDARD MICROPHONE ARRAY',//,
2'INITIAL SET UP? (Y OR N)')

READ(1,11) INIT

FORMAT (Al)

CALL MATCH (INIT,'Y',INIT)

GO TO (103,1),INIT

WRITE OUT ALL CONSTANTS.

CALL PLOT(-1,9,0)
WRITE (1,12)NTEST,NTAPE

FORMAT (/,"'1)TEST IDENTIFICATION',//,'TEST NO =',2A2,
1/,'TAPE NO =',I5,/,'TEST DESCRIPTION =',/)

CALL OUTSTRING (1,IGUF,8,5%)

WRITE (1,13)WINDVE,WINDDI ,PRAD

FORMAT (/,'2)WIND SPEED DATA',//,'WIND SPEED ="'
1,F5.1,' METERS/SEC',/,'WIND DIRECTION RE AXIS =',F5.1,
2' DEGREES',/,'POLAR ARC RADIUS =',F5.1,' METERS')

REFANG=90 .J-REFANG
WRITE(1,309)

FORMAT(///,'TYPE SPACE FOR NEXT PAGE')

CALL IPCH(1l,J)

CALL PLOT(-1,9,8)

WRITE (1,14)NMIC,NSUB,REFANG

FORMAT (/, "3)MICROPHONE ARRAY CALIBRATION',//.,

1'NO OF MICROPHONES=',I2,/,'NO OF SUB-ARRAYS='
2,11,/,'ANGLE OF REFERENCE MICROPHONE RE JET AXIS='
3,F5.1,' DEGREES')

REFANG=9%.3-REFANG

WRITE (1,15)

FORMAT (/,'NO OF MICS IN 3U3-ARRAYS AND ANGULAR',/,
1'SEPARATIONS IN SINE (ALPHA)',//.

2'SUB-ARRAY ',13X,' NO OF MICS ',19X,' ANG. SEP.',/)
DO 288 I=1,NSUB

NRITE(1,16)I,NSMIC(I),DEL(I)

FORMAT (4X,11,19%,12,17X,F7.5)

WRITE (1,45) (I,I=1,NSUB)

FORMAT (/, "MICROPHONE IDENTIFICATION TABLE',/,
1' GIVES MIC. IDENTS. IN EACH SUB-ARRAY',//,
23%,'SUBARRAY NO.',5(9X,I1))

WRITE(1,4%)

FORMAT (/,3X, 'SUBARRAY',/,3X, "LOCATION")

DO 48 I=1,15

WRITE(1,47)I,(MICSUB(J,I),J=1,NSUB)

FORMAT (9%X,I2,5%X,5(8%,12))
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WRITE(1,308)
CALL IPCH(1,J)
CALL PLOT(-1,0,0)
WRITE(1,17)
17 FORMAT (/,'4)TIME DELAY CALIBRATION FOR EACH MIC',
1' IN MICROSECS',/,'MIC NO TIME DELAY')
DO 281 I=1,NMIC
281 WRITE(1,18)I,TDCAL(I)
18 FORMAT (2X,12,6X,F16.1)
WRITE(1,308)
CALL IPCH(1,J)
CALL PLOT(-1,0,0)
WRITE (1,19)AFREQ,IFBAND,IBT,ITL,SAMP
19 FORMAT (/,'5)DATA ANALYSIS CONSTANTS',//,'MAXIMUM FREQ='
1,F9.1,/, 'BANDWIDTH="',15,/,'NO OF DEGREES OF ',
2'FREEDOM="',14,/, "TRANSFORM LENGTH=',6I3,
3/,'N@. BF SAMPLES PER CHANNEL=',F18.1)
WRITE (1,20 )NCHAN, (NOMIC(I),I=1,NCHAN)
20 FORMAT (/, "6) INPUT DATA DEFINITION',//,
1'NO OF CHANNELS TO BE ACQUIRED =',I2,/,
3'MICROPHONE IDENTIFIICATION NUMBERS ARE:',/,10(3X,I2))
TIME=3.8*SAMP/FLOAT (NGULP) :
WRITE (1,40)TIME
49 FORMAT (°'THIS WILL TAKE APPROXIMATELY',Fl106.4,/,
1'SECONDS TO ACQUIRE DATA ONTO DISK')
WRITE (1,21)
21 FORMAT (///,'TO CHANGE A PARAMETER, TYPE THE',
1' CORRESPONDING CHOICE NUMBER',/,
2'TYPE @ TO PROCEED WITH COMPUTATION',/,'CHOICE=')

READ (1,22)1II

22 FORMAT (I1)
INIT=1
II=I1I+1
GO TO (99,1,2,3,4,5,6),II
C
1 WRITE (1,23)
23 FORMAT ('1)TEST DESCRIPTION',//,'TYPE TEST NUMBER(4 CHAR)=')
508 FORMAT (* TAPE NUMBER=')

READ(1,516)NTEST
516 FORMAT (2A2)

WRITE(1,560)

READ (1,24 )NTAPE

24 FORMAT (I5)
WRITE (1,25)
25 FORMAT ('TYPE PLACE, DATE, NATURE OF TEST ETC (46 CHAR)')

IGUF (1)=:8DA0
CALL RECIN(1,IGUF,2,48,1I)
GO TO (180,2),INIT

C
2 WRITE (1,26)
26 FORMAT ('2)WIND SPEED DATA',//,

1'TYPE WIND SPEED IN METERS/SEC=')
501 FORMAT (/,"' WIND DIRECTION RE-AXIS (DEGREES)=')
502 FORMAT (/,' POLAR ARC RADIUS (METERS)="')

READ (1,27)WINDVE :

WRITE (1,501)

READ(1,27)WINDDI

WRITE(1,582)

READ (1,27)PRAD
27 - FORMAT (F10.8)
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o TO (168,3),INIT

CaLL PLOT(-1,9,0)
WRITE (1,28)

FORMAT (///,'3) MICROPHONE ARRAY CALIBRATION',//.
1'NO. OF MICROPHONES (<32)="')

FORMAT (/,"' NO. OF SUB-ARRAYS (<=5)="')

FORMAT (/, 'ANGLE OF REF. MICROPHONE RE JET AXIS (DEGREES)="')
READ (1,24)NMIC

WRITE (1,583)

READ(1,24)NSUB

WRITE (1,584)

READ (1, 27)REFANG

REFANG=98.08-REFANG

WRITE (1,585)

FORMAT(/,'TYPE IN NO OF MICS IN SUB-ARRAYS(<=15) AND ANGULAR',/,
1*'SEPARATIONS IN SINE (ALPHA)') .

DO 2863 I=1,NSUB

WRITE (1,38)1

FORMAT (/,'DATA FOR SUB ARRAY NO ',I2,/,'NO. OF MICS=')
READ (1,24)NSMIC(I)

WRITE (1,506)

READ(1,27)DEL(I)

FORMAT (/, 'ANGULAR SEPARATION=')

WRITE (1,587)

FORMAT (//,'DEFINE MICROPHONE IDENT. NUMBERS IN ',/,
1*EACH SUBARRAY')

DO 589 I=1,NSUB

WRITE (1,508)1

FORMAT (/, 'TYPE IN MICROPHONES FOR SUB-ARRAY NO.',kI2)
NN=NSMIC(I) :

DO 589 J=1,NN

WRITE(1,516)J :
FORMAT (/, '"MICROPHONE IDENT. NO. AT SUB LOCATION',
112,'=")

READ(1,24)MICSUB(I,J)

CONTINUE

GO TO (160,4),INIT

CALL PLOT(-1,2,0)

WRITE (1,17)

DO 204 I=1,NMIC

WRITE (1,514)1

FORMAT (/,2X,12,18X,"'=")
READ (1,27)TDCAL(I)

GO TO (1868,5),INIT

CALL PLOT(-1,8,0)

WRITE (1,33)

FORMAT (///,'5)DATA ANALYSIS CONSTANTS',//.
1'TYPE MAXIMUM FREQUENCY REQUIRED( >1¢90.0HZ)=")
FORMAT (/,' FREQUENCY BANDWIDTH=')

FORMAT (/,'NO. OF DEGREES OF FREEDOM=')

READ (1,27)AFREQ ‘

WRITE (1,511)

READ(1,24)IFBAND

WRITE (1,512)

READ(1,24)IBT A
I1=IFIX(2.5*AFREQ/2500.0)

CALL IPWR2(I1,1602,1,ISAMP)
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SRATE=FLOAT (11)*2500.¢
AFREQ=SRATE/2.5
ITL=IFIX(SRATE/FLOAT (IFBAND))
CALL IPWR2(ITL,256,16,12)
IFBAND=IFIX (SRATE/FLOAT (ITL))
SAMP=FLOAT (ITL) *FLOAT ( (IBT+1) /2)
GO TO (1€8,6),INIT

WRITE (1,36)

FORMAT (///,'6)INPUT DATA DEFINITION',//,
1'TYPE NUMBER OF CHANNELS TO BE ACQUIRED=')
READ (1,24 JNCHAN

IF (NCHAN-8)42,42,6

WRITE (1,38)

FORMAT (/, "MICROPHONE IDENTIFICATION NUMBERS FOR EACH CHANNEL')
DO 285 I=1,NCHAN

WRITE (1,513)1

FORMAT (/, 'CHANNEL NO. ',I2,'=")

READ (1,24 )NOMIC(I)

I2=1

I1=NCHAN

CALL IPWR2(I1,8,1,ICHAN)
NGULP=32767/(2**ICHAN)

GO TO 169

WRITE (8,41)
FORMAT ( ' X@POCO ")
STOP

END

SUBROUTINE IPWR2(I22,IMAX,ISTART,ILOG)
I11=122

ILOG=0

I122=ISTART
IF(ri1-r22)1,1,2
122=122%2
ILOG=ILOG+1
IF(122-IMAX)3,1,1
RETURN

END
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Computer Programme A3 PLOG

TELESCOPE PROGRAM - POLAR CORRELATION SUITE
PLOG 25/5/77 16K GULP

LOGS A NUMBER OF MICROPHONE CHANNELS TO DISK
DATA IS IN DESCENDING ORDER AS INPUT FROM ADC
AND NEEDS UNPACKING BY 'FISH'

COMMON IBUF (16384),
THE FOLLOWING VARIABLES LIVE AT THE TOP OF COMMON
1 IGUF(58) ,NTEST(2) ,NTAPE,COND,PRIVEL,
2 PRIDIA,TEMP,WINDVE,WINDDI,PRAD,
3 NMIC,NSUB,NSMIC(5),DEL(5),TDCAL(32),REFANG,MICSUB(5,15),
4 AFREQ,IFBAND,IBT,SRATE,ITL,ISAMP,
5 SAMP,NCHAN,NGULP,NOMIC(8),NORUN,NOSUB, ICHAN,NOSPAR(4)

CALL PLOT(-1,8,3)

WRITE (1,189)

FORMAT ('POLAR CORRELATION DATA LOGGING PROGRAM-VERSION 1 ‘',
1/," 23/5/77 16K GULP')

LOG DATA TO DISK

CALL FILEOP('W',IT)

NORUN=IT

CALL WBDISK (IGUF)

ISAMP =SPEED CODE SRATE=2500*2**ISAMP

SRATE=SAMPLE RATE ON EACH CHANNEL

NCHAN=NO. OF CHANNELS TO BE AQUIRED

NGULP=NO. OFF SAMPLES /CHAN/GULP OF 163384

SAMP=NO. OF SAMPLES REQUIRED/CHAN

ICI=2**TICHAN

ARITE (1,101)ICI

FORMAT ("NUMBER OF CHANNELS BEING LOGGED=',I2,

1//, ENSURE STORE HAS 3EEN CALIRATED WITH CORRECT CHANNEL NOS',///

WRITE (1,201)

FORMAT (' INPUT SIGNALS WILL BE PRESENTED ON THE SCREEN',//,
1°*TYPE CHARACTERS A,B,C,D,....TO VIEW EACH CHANNEL',/,
2'TYPE SPACE TO CONTINUE')

CALL IPCH(1,J)

CALL ADCV(ISAMP,ICH)

IF(ICH-' ')1,216,1
N=0
s ICHA=ICHAN-1

CALL ADCU(IBUF,16384,ICHA,ISAMP)

WRITE (4) IBUF

N=N+NGULP

WRITE(1,221)N

FORMAT (/,'N8. OF SAMPLES LOGGED =',IS5)

IF(IFIX(SAMP)-N)215,215,212

ENDFILE 4
. ARITE(3,229)

FORMAT ( *X3POCO ")

END

SUBROUTINE FILECP({L,IT)

DIMENSION NAME (4)

WRITE(1,1)

FORMAT ("TYPE IN 3 CHARACTER TEST NAME')
IF (L-'R")10,11,19

WRITE (1,2)
FORMAT ('TO BE READ')
GO TO 29

WRITE (1,3)
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FORMAT ('TC BE WRITTEN')
READ(1,4) (NAME(J) ,J=1,3)
WRITE(1,8)
FORMAT (/, 'TAKE NO="')
READ(1,7)IT

NAME (4)=IT

WRITE(1,6)
FORMAT (/, 'HANDLER NO. =')
READ(1,7)1IH

FORMAT (I3)

FORMAT (2A1)

WRITE (8,5)L,IH,NAME
FORMAT (A1,11,431,'D")
RETURN

END

SUBROUTINE RBDISK(IG)
DIMENSION IG(388)
READ(4)1IG

RETURN

END

SUBROUTINE WBDISK(IG)
DIMENSION IG(380)
WRITE (4)1IG

RETURN

END
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Computer Programme A4 PANA

TELESCOPE PROGRAM - POLAR CORRELATION SUITE
MASTER XOPANA 2/6/77

THIS PROG ANALYSES POLAR CORRELATION DATA
DATA INPUT FROM FILE CREATED BY PLOG

FOR MICROPHONES DEFINED IN NOMIC( )

OQUTPUT THE COHERENCE (COMPLEX) BETWEEN THESE
MICROPHONES AND REFERENCE

COMMON IBUF(8192),CSDR(1924),CSDI (1424),PSD(1624),DUM(123),
1IA(256),1IB(256),IC(256),ID(256),NAME (4),ISIN(255),

3IGUF (54) ,NTEST (2) ,NTAPE ,COND, PRIVEL,
4PRIDIA,TEMP,WINDVE,WINDDI,PRAD,
SNMIC,NSUB,NSMIC(5),DEL(5),TDCAL(32) ,REFANG,MICSUB(5,15),
6AFREQ, IFBAND, IBT,SRATE,ITL,ISAMP,

7SAMP ,NCHAN ,NGULP,NOMIC(8) ,NORUN,NOSUB,ICHAN,NOSPAR(4)

CALL PLOT(-1,3,0)

WRITE (1,149)

FORMAT ('POLAR CORRELATION PROGRAM VERSION 1',//,
1'DATA ANALYSIS PROGRAM -DEFINES COHERENCE AND PHASE')

NAME FILES

WRITE(1,359)

FORMAT ('READ IN 3 CHARACTER TEST NAME TO 3E ANALYSED',/)
READ(1,104) (NAME(I) ,I=1,3)

FORMAT (3A1)

WRITE(1,294)

FCRMAT ('READ IN NO. OF FILES TO BE ANALYSED')
READ(1,331)NF

FORMAT (I5)

DATA ANALYSIS

DO 349 N1=1 NI

OPEN I/P FILE NO N1
NAME (4)=N1

CALL ANFILE('R',NAME)
CALL RBDISK(IGUF)

IC3DR=REAL PPART OF CSD
ICSDI=IMAG PART OF CSD
IPSD=P.S.D.

ITL=TRANNSFCORM LENGTH
ITL2=HALF TRANSFORM LENGTH

ZERO SPECTRA ARRAYS

IZERC=3

11324=1024

CALL CONSTANT (CSDR,I1624,2.9)
CALL CONSTANT (CSDI,I11624,3.3)
CALL CONSTANT (PSD,11024,2.32)
CALL CONSTANT (DUM,128,2.9)

CALCULATE SINE TABLE FOR TRANS

LSIN=ITL/4
DO 243 I=1,LSIN
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THETA=3.14159/FLOAT (2*LSIN)
ISIN(I)=IFIX(32767.9*SIN(FLOAT(I-1)*THETA))

ITL2=ITL/2
CALL SCROG (PSD, ITL2)
CALL SCROG (CSDR, ITL2)
CALL SCROG (CSDI,ITL2)
NCH=2**ICHAN
NSTEP=16384 /NCH
ANUM=FLOAT (NSTEP)

START GULP LOOP
NSTEP=NO. OF SAMPLES/CHAN/8192 WORD GULP
READ IN 16384 DATA SAMPLES FROM I/P FILE
NDOS=(NSTEP-ITL2)/ITL '
NREAD=IFIX (SAMP/ANUM)
DO 319 J1=1,NREAD

READ (4) IBUF

ANALYSE EACH SECTION
DO 314 J2=1,NDOS

IFIRST=ITL* (J2-1)+1L

IF2=IFIRST+ITL2

ANALYSE EACH CHANNEL
DO 319 N2=1,NCHAN -

ICS=(N2-1)*ITL2+1

READ INPUT DATA INTO WORK ARRAYS

IA,IB=WORK ARRAYS

IBUF=DATA ARRAY

N2=CHAN NO

NCH=TOTAL NOC OF CHAN (NCH=2**ICHAN)
IFIRST=FIRST SAMPLE OF SECTION

SUBROUTINE FISH EXTRACTS REQUIRED DATA FROM IBUF

CALL FISH(IBUF,8192,NCH,N2,IFIRST,IA,ITL)
CALL FISH(IBUF,8192,NCH,N2,IF2,IB,ITL)

TRANS=FFT ROUTINE LENGTH=ITL,N3.OF HALVINGS=IHALVE
CALL TRANS(IA,IB,ISIN,ITL,IHALVE)

IXIX=32008/ITL

IXIX=2*IXIX

CALL SING(ISIN,ITL2,199,ICHY,IXIX)

CALL SING(IA,ITL,103,ICHY,IXIX)

CALL SING(IB,ITL,103,ICHY,IXIX)

IH1=IHALVE

IF (N2-1)316,316,317

MOVE IA & IB TO IC & ID FOR FIRST CHAN
I1111=1 :

CALL MOVEDATA(IA,Ill111,IC,I1111,ITL)
CALL MOVEDATA(IB,I1l11,ID,I1111,ITL)

CALL SING(IC,ITL,139,ICHY,IXIX)
CALL SING(ID,ITL,193,ICHY,IXIX)

IG1=IHALVE
CALL CMULAD(IA,IB,IHl,IC,ID,IG1l,CSDR(ICS),CSDI(ICS),

CALL SCROG(CSDR(ICS),ITL2)

T
PR

i
i

L)
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CALL SCROG (CSDI(ICS),ITL2) ’
CALL CMULAD(IA,IB,IH1,IA,IB,IH], PSD(ICS) DUM, ITL)
CALL SCROG(PSD(ICS) ITLZ)

CALL SCROG (DUM,ITL2)

CONTINUE

NT=NCHAN*ITL2

AMAX=0.0

DO 338 I=1,NT

BMAX=ABS (PSD(I))

IF (BMAX-AMAX) 330,339,331

AMAX=BMAX

CONTINUE

CALL SCROG (CSDR,NT)

CALL SCROG(CSDI,NT)

CALL SCROG (PSD,NT)

N=3

- DO 320 I=1,NT

N=N+1
PSD(I)=PSD(I)/AMAX
IF(N-ITL2)321,321,322
X=SQRT (PSD(I)*PSD(N))
IF(X-9.1E-3)324,324,325
N=1

IBUF(I)=0

IBUF (I+1024)=3

IBUF (I+2848)=0

GO TO 323

X1=CSDR(I)/ (X*AMAX)
X2=CSDI(I)/ (X*AMAX)
X3=PSD(I)

IBUF (I+2048)=IFIX(32003.*X3)
IBUF(I)=IFI1X(32838.*X1)
IBUF(I+1024)=IFIX(328006.%X2)
CONTINUE

NAME (4 )=NAME (4)+25

CALL ANFILE ('W',NAME)
CALL WBDISK (IGUF)
WRITE (4) IBUF

ENDFILE 4

CONTINUE

WRITE (6,489)
FORMAT ( 'X8POCO")

END

SUBROUTINE SCROG (ARR,L)
DIMENSION ARR(1624)
IXI=54908./FLOAT (L)
AMAX=0.006091

DO 1 I=1,L

A=ABS (ARR(I))
IF(A-AMAX)1,1,2
AMAX=A

CONTINUE

WRITE (1,4)AMAX

FORMAT (E12.4)

IPEN=3

X=-320d3

Do 3 I=1,L
I1Y=32030 .*ARR (1) /AMAX
CALL PLOT(IPEN,IX,IY)
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IX=IX+IXI

IPEN=1

CALL IPCH(1l,ICH)
RETURN

END

SUBROUTINE ANFILE (L,NAME)
DIMENSION NAME (4)

IH=1

IF(L-'R")2,3,2

WRITE (1,4)

GO TO 5

WRITE(1,6)

WRITE (1,7)NAME

FORMAT (/, 'READ"')
FORMAT (/, 'WRITE"')

FORMAT ('FILE CALLED ',4Al1,' @N HANDLER 1')
ASSIGN 9999 TO LAB

CALL ERTRAP(IEMESS,LAB)
WRITE(6,1)L,IH,NAME

FORMAT (Al1,I1,4A1,'D")

RETURN

WRITE(1,9996)

FORMAT ('STICK IN ANOTHER DISK',/,'TYPE SPACE TO CONTINUE')
CALL IPCH(1l,ICH)

IF(ICH-" ')9998,10,9998 -

CALL EXIT

END

SUBROUTINE RBDISK(IG)
DIMENSION IG(399)
READ (4) IG

RETURN

END

SUBROUTINE WBDISK(IG)
DIMENSION IG(349)
WRITE (4)IG

RETURN

END
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Computer Programme AS§ SPECTRA

MASTER SPECTRA 38/5/77

PLOTS CROSS SPECTRA (REAL AND IMAG.) WITH

MIC NO 1 FOR SPECIFIED MICROPHONES

COMMON IBUF(8192),I1A(128),1IB(128),

2IFREQ(18) ,RES(18,36) ,ALIAS(18) ,RESOL(18),

3IGUF(52) ,NTEST (2) ,NTAPE ,COND, PRIVEL,
4PRIDIA,TEMP,WINDVE,WINDDI,PRAD,
5NMIC,NSUB,NSMIC(5),DEL(5),TDCAL(32) ,REFANG,MICSUB(5,15),
6AFREQ, IFBAND, IBT,SRATE, ITL, ISAMP,

7SAMP ,NCHAN ,NGULP,NOMIC (8) ,NORUN,NOSUB, ICHAN ,NOSPAR(4)

CALL PLOT(-1,0,9)
CALL FILEOP('R')

CALL RBDISK(IGUF)
READ (4) IBUF

WRITE(1,419)

FORMAT (*TYPE IN CHANNEL NO.')
READ(1,103)N

FORMAT (17)

DO 169 I=1,NCHAN

IF (NOMIC(I)-N)169,101,100
CONTINUE

GO TO 1689

IMIC=1

ITL2=ITL/2

ISEC=ITL2* (IMIC-1)
NT=NCHAN*ITL2

I12=ISEC+1824

I3=ISEC+2048

DO 162 J=1,ITL2
IA(J)=IBUF(I3+J)

X=FLOAT (IBUF (ISEC+J))/32080.90
Y=FLOAT (IBUF(I2+J))/32000.90
Z=SQRT (X*X+Y*Y)
IB(J)=IFIX(32028.0*2)
CONTINUE

NG=2

INC=38

IX@=0

NG1l=1

ND=1

CALL PLOT(-1,8,9)

WRITE(1,186)N
FORMAT (/,15X, 'POWER SPECTRAL DENSITY AND COHERENCE (AMPLITUDE

1/,29X,'BETWEEN MIC. NO 1 AND MIC NO. ',I2)

CALL SGPLOT (NG,IA,ITL2,INC,IX3,NG1,ND)
NG1l=2

CALL SGPLOT(NG,IB,ITL2,INC,IX3,NG1,ND)
CALL PTEXT(ND,1,45)
WRITE (1,187)

FORMAT ('TYPE 34 TO EXIT, 1 TO RE-VIEW')
READ(1,163)IYES

IF(IYES)1d9,169,188
WRITE(8,116)

FORMAT (' X@POCO"')

END
S5UBROUTINE SGPLOT (NG,IY,NP,INC,IXd,NG1l,ND)
DIMENSICON IY(1283)

PLOTS UP TO 128 POINTS AT EQUAL INCREMENTS
NG= NUMBER OF GRAPHS5 PER PAGE
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IY()=DATA

NP=NUMBER OF POINTS

INC=NUMBER OF DIVISONS ON X-AXIS
IX9=LOCATION OF ORIGIN

NG1=GRAPH NUMBER

ND=1,2 FOR SCREEN...5,6 FOR PLOTTER

IXX=IFIX (32083.0* (FLOAT (IX@)/FLOAT (NP)))-16233

Y3=FLOAT (2*NG1-1) /FLOAT (NG)-1.0
IY0=-IFIX (32009.0*Y0)
IYMAX=1Y0+16398 /NG
IY0=1IY3-16333 /NG

IC=16330/ (NP)

IP=32080/INC

PLOT X-AXIS

CALL PICTURE (ND,d,-16393,1Y3)

CALL PICTURE (ND,1,16000,1Y0)
MARK DIVISIONS ON X-AXIS

DO 183 J=1,INC

IX=16330-J*1P

CALL PICTURE (ND,'+',IX,IY9)

PLOT Y-AXIS

CALL PICTURE (ND,d,IXX,IYMAX)

CALL PICTURE (ND,1l,IXX,IY0)
IY1=IFIX(FLOAT (IY(1l))/FLOAT (NG))+IY®

CALL PICTURE (ND,8,-163080,IY1)

DO 104 J=2,NP

IX=(2*J-NP) *IC

IY1=IFIX (FLOAT (IY(J))/FLOAT (NG))+IY®

CALL PICTURE (ND,1,IX,IY1)

RETURN

END

SUBROUTINE FILEOP (L)

DIMENSION NAME (4)

WRITE (1,1)

FORMAT ('TYPE IN 3 CHARACTER TEST NAME')
IF (L-'R*)10,11,19

WRITE (1,2)

FORMAT ('TO BE READ')

GO TO 20

WRITE (1,3)

FORMAT ('TO BE WRITTEN')

READ (1,4) (NAME (J) ,J=1,3)

WRITE (1,8)

FORMAT (/, 'TAKE NO="')
READ(1,7)IT

NAME (4)=IT+26

WRITE (1,6)

FORMAT (/, "HANDLER NO. =')
READ(1,7) IH

FORMAT (I3)

FORMAT (3A1)

ARITE (B,5)L,IH,NAME

FORMAT (Al,I1,4Al,'D")

RETURN

END

SUBRCUTINE RBEBDISK({IG)
DIMENSION IG(239)
READ (4)IG
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RETURN

END

SUBROUTINE WBDISK(IG)
DIMENSION IG(344)
WRITE (4)IG

RETURN

END
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Evaluation of the far field path length
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FIG. 2.4.

Evaluation of the far field path length approximation
for different values of the error parametsr
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FIG. 2.5.

Evaluation of the far field path length approximation
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Source Images of an off axis source
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Source Images of an off axis source

Nm = 300
Z/'\ =0
—a— Z/A =5
—+—  Z/y =10
e T z/x = 15

4P
D

"4{'

FIG. 2'7"

-s.o 3,00 ' J.o‘ﬁ; 1.00
' JET AXIS




Source Images of an off axis source
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FIG. 2.9.

Source Image for omnidirectional source
in the presence of dominant jet noise
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FIG. 2.10.

Source Image of omnidirectional point source in
the presence of jet noise of equal significance
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FIG.

Source Image for a region of jet noise in the presence
of an omnidirectional source of equal significance
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FIG.3.1.

BASIC PRINCIPLE OF THE WAVENUMBER SPECTRUM
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ANALQG LETHOD FIOURE 4.1

Harrow Band
Filters

Cross Correlation and H.P. Correlator
Auto Correlation

to give data
I

Read data into Computer Computer
and calculate source

distribution

Problems

Operator time required to carry out the number of correlations
required (3 x Io. of microphones)

Time = % day per frequency

Advantarses

The operator is in control of the data at 2ll stages, therefore
snags mey be easily traced. Proved to be ve useful in the develop-
& Y ry

ment stages of the technigue.



ANALOG/DIGITAL WETHOD

Problems

Qverall Cross

Correlation on Correlator

Calculation of Coherence
and Phase Spectra from

Overall Correlations

Storage as single
frequencies for each Microphone

Separation

Calculation of Bource
Distribution for any Chosen

Freguency

FIGURE L.2

H.P., Correlator

Paper tape interface

Computer

Storage
L x 100 x 22 = 9K

Operetor time required to carry out the correlations

(4 x o, of microphones)

Advantazes

Time = % day spectrum

Small storage requirement znd the A/D conversion problem is

eliminated.



DIGITAL COMPUT=R KETHOD FIZURE 4.,

Analog to Digital Sample rate 4,000/

Converters sec., on eacn channel

Computer (PDP 1150)

Calculation of Coherence Storage recuirement
and Phase vig FFT =32 Kx 2 x 21
Routines for Complete = 1344 K. at 62.5 Ez
Spectrum bandwidth

|

Storage as single
Frequencies for each

llicrophone Separation

Calculation of

Source Distribution

for any Chosen Frequency

Problems

To obtain high accuracy at low coherence levels a larsze number of
statistical degrees of freedom are recuired (™~ 600), This requires

10K samples per channel per angle.

Advantage

Operator time = 2 hrs/spectrum (defined by /D converter tine)



LAYOUT OF EJUIPMENT FCR CALCULATION OF FIGURE L.l
C.P.S.D. USING IARRC: BAID CRUSS CORRELATION

Tape
recorder

Switch

Narrow band filters
B&K type 2107
8;. frequency band

Hewlett Peckard
Correlator

Type 37214




LaYoUus OF EQUIPMENT FOR CALCULAYION (F FIGURE 4.5
C.P.S.D, U3Iliiz OVERALL CRO5S CORRELATICH

Tape recorder

low pass anti-aliasing
filters

Hewlett Packard
Correlator
Type 3721A

Paper tape o/p to
digital computer

Apply window Digital
function computer

TP of cross
correlation

<

CoPeSo.ds




PRINCIPLL OF THE PROGRAMME SUILTH ON THE

ISVR PDP 11/50 (R

POLAR CORRELATTION

JOB GATHER

Acquires signals from
each microphone pair
through 4/D converters
into files on disc

JOB CHURIY

Computes complex coherence
spectra for each microphone
pair, and re-arranges
results into lists at fixed
frequencies

JCB FIDDLE

YEAPE', with ti
calibrations fo
microphone pair

Sets up a file named

me delay
r each

JOB RESULT

Corrects results for
time delay calibrations
and lists them as a
function of microphone
position at specified
frequency on DEC writer

FIGURE 4.6



BLOCK DIAGRAN OF PROGRAMMES ON THSE ALPHA COMPUTER

Calibrate |__|
store

Type new
parameters

FIGURE 4.7

Read calibration

from disc

list
calibration

—A

Acquire data A
onto disc

Analyse data to give A
complex cocherences

Calculate source g A
distribution

Screen plot » A
results

Hard copy of e A
results on printer

Plot spectra B A

for each microphone

Exit




FLOW CHART FOR COMPUTER PROGRAMILE PARA

Read test name
and no. of takes

P

loop
each

for
take

Open and read
calibration of file

FIGURE 4.8

Read 16K data
samples from file

Compute CPSD and
PSD for each channel
re channel 1

Update CPSD and PSD
arrays

4>

loop until end
of file

Compute complex
coherence spectra for
each channel

Write results to

q/p file

4>

g



FLOW CHART FOR THE CALCULATION OF C,P.S.D. IN PANA FIGURE 4.

m=1

A
<

Specify the beginning

of data blocks Ay

and Bm
Val
A

Define channel no.

Extract data blocks
Ap and By for defined
channel using FISH

Fourier transform blocks
Ap - real part
By - imag. part

loop for each
channel

Pirst A o]
hanne

Write transforms to
reference arreys

Vo
™.

Complex multiply transforms
with reference arrays to give
CP53D's, and update CPS3D
array.

Complex multiply transforms 4
with themselves to give PSD
and update PSD arrays 5O

N
L'/'
N
L/

¥ = m+1




CALCULATION OF SOURCE DISTRIBUTION FIGURE 4.10

Read in test name and
number of takes to describe
data

Read in
1) Frequency of interest
2) Extreme limits of source
distribution to be calculated

Calculate which sub-array
should be used to ensure
aliasing length covers length
of source distribuiion required.

Extract data from files for
each microphone in the sub-
array

4pply time delay calibration

Apply window function weighting

Transform data to give source
distribution

Re-arrange data into a convenient
format for plotting.
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Fig.5.2.

SQURCE DISTRIBUTION FROM 1 INCH COLD JET

Rear Arc Measurement
—A— Forward Arc Measurement
Aliasing Length = 125.5 in.

Resolution = 12.5 in,
Frequency = 1293.0 Hsg
Strouhal No. = 0.25
UJ/ao = 0.4




FIG" 5'30

SOURCE DISTRIBUTION FROM 1 INCH COLD JET

Rear Arc Measurement
— A Forward Arc Measurement

Aliasing Length = 62.75 in.
Resolution = 6,27 in.
Frequency = 2586.0 Hs
Strouhal No. = 0,5
UJ/ao = Ouls

T T I | T 1 1
8.08 1600 24.00 32.00

JET AXTS inches



FIG.5.4.

SOURCE DISTRIBUTION FROM 1 INCH COLD JET

Rear Arc Mesasurement

_ Forward Aro Measurement

— A

Aliasing Length = 28.95 in.
Resolution = 2,89 in.
Frequency = 5603.0 Hz
Strouhal No. = 1.0
Uy/a, = Ok

T T gl
-8.00 0.00 8.08 16.00 24 .00 32.00

JET AXIS inches



FIG‘.S.S.

SOURCE DISTRIBUTION FROM 1 INCH COLD JET

Rear Arc Measurement
__ Forward Arc Measurement

e A\
Aliasing Length = 30.11 in.
Resolution = 3,0 in.
Frequency = 10775.0 Hgz
Strouhal No. = 2,0
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{ ol T T T T T T 1
~B8-00-- 000 8.00 i6.00 24 .00 32.00

JET AXIS inches



FIG.5.6,

SOURCE DISTRIBUTION FROM 4 INCH COLD JET

Rear Arc Measurement

—A— Forward Arc Measurement
Aliasing Length = 125.5 in.

Frequency = 1293,0 Hg
Strouhal No. = 0,12
UJ/aO = 008

{ 1 1 i ] [ 1| ¥ 1 1
2 00  24.00  32.00

8.00 16.
JET RXIS inches



FIG‘- 5070

SQURCE DISTRIBUTION FROM 1 INCH COLD JET

Rear Arc Measurement

Forward Arc Measurement

Py
Aliasing Length = 62,74 in.
Resolution = 6,274 in.
Frequency = 2586.0 Hg
Strouhal No. = 0.25
U/a, = 0.8

7 T 1 T ™.
~8-80——— OO0 8-00 1600 24.00" 32.60

JET AXIS inches



FIG.5.8.

. SOURCE DISTRIBUTION FROM 1 INCH COLD JET

Rear Arc Measurement
—_ Forward Arc Measurement

—A
Aliasing Length = 28.95 in.
Resoiution = 2,896 in.
Frequency = 5603 Hs
Strouhal No. = 0.5
UJ/B.O = 0.8

9
32.00
inches




FIG'°509-

SOURCE DISTRIBUTION FROM 1 INCH COLD JET

Rear Arc Measurement
—A - Forward Arc Measurement

Aliasing Length = 30 in.
Resolution = 3 in.
Frequency = 10775.0 Hs
Strouhal No. = 1.0

UJ/ao = 0.8

0:00

] 1 I I | i “ ] I 1
-8.00  0.00 8.00 16.00 24.00  32.00

JET> AXTS inches



FIG.5.10.

SOURCE DISTRIBUTION FROM 41 INCH COLD JET

COMPARISON BETWEEN MODEL OF SOURCE DISTRIBUTION
AND MEASUREMENTS '

Measured Source Image UJ/aO = 0.8; Strouhal No. = 0.‘#8
A  Model of distribution (see eq.5.2.1)




FIG.5.11.

MEASURED TIME DELAYS FROM LOUDSPEAKER TESTS

LS at40 in

k'

LS at 8 in

delay in msec

Time

Separation Angle



FiG.5.12.

TIME DELAY CORRECTION FACTCRS FOR POLAR ARC CENTRE MISALIGNMENT
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FIG.5.14.

i

RESULTS FROM NOISE TESTS FACILITY AT NGTE

Vp = 307 /s —g— Frequency= 1070 Hz
(12.09 x 10° in/sec) Resolution= 76.9 in
Temp = 880°%k = Frequency= 3569 Hsz

Resolution= 23 in

—d— Frequency= 7140 Hz
Resolution= 14,5 in

1-0 o~

80 in
Jet Axis 40 \/-‘



FIG.5.15.

RESULTS FROM NOISE TEST FACILITY AT NGTE

Vp = 507 w/s ——g— Frequency= 1848 Hg
(19.96 x 10° in/sec Resolution= 4.5 in
Temp = 880°K

e Frequency= 6161 Hg
Resolution= 13,35 in

——b— Frequency= 12322 Hz
Resolution= 6.678 in

Jet Axis 40 60 80 in




FIG.5.16.

RESULTS FROM NOISE TEST FACILITY AT NGTE

Vp = 307 u/s T = 300°K, V, = 0
Nozz;l.e Diameter = 3.4 in. —aA— T = 880%, v, =0
Frequency = 1070 Hg —te— T = 880°K, Vv =60 n/s
Resolution = 20 in, 8
Aliasing Length = 140.4 in.
‘Strouhal No. = 0.3

(=]

<

1 T T 1 T T 1 B BN
.00 20.00 40.00 60.00 80.00

JET AXIS ~ inches

sue ]



FI1G.5.17,

RESULTS FROM NOISE TEST FACILITY AT NGTE

Vp = 307 n/s T = 300%, V, = 0
Nozzle Diameter = 3.4 { —n— T =880%,V =0
Frequency = 3569.0 —y— T=2880%,V, =6-us
Resolution = 138.33 in.
Aliasing Length = 11.52 in.
Strouhal No. = 1.0

8

T T T b
-20.00 0.00 20.00 40 .00 60.00 80.00

JET AXIS inches



RESULTS FROM NOISE TEST FACILITY AT NGTE

Vp = 307 u/s
Nozzle Diameter
Frequency
Resolution
Aliasing Length
Strouhal No.

T = 300%K, V_ = 0
. 8

3 bin —p— T=880%,V_ =0
7140 Hz —t— T =880%, vV, =
11,52 in.
138.3 in,
2.0

8

k4 s § ] T T 1
~-Z20.00 20.00 40.00

JET AXIS

60.00

60 m/s

F1G.5.18.

80.00
inches
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FIG.6.2,

RESULTS FROM RB.211 Q.E.D.

250 Hg 60% N.L.
r
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FIG.6.3.

RESULTS FROM RB.211 Q.E.D,

250 Hs 20% N.L.
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FIG.6.4.

RESULTS FROM RB.211 §.E.D,

500 Hs 60% N.L.
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FIG.6.50

RESULTS FROM RB.211 Q.B.D.

500 Hs

90% N.L.
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WITH 2Ul< AaR7T0PER=ZPR

M‘__:"‘-IJ = ]
R




FIG.6.6.

RESULTS FROM RB.271 Q.E.D.

1000 Hsg 69% N.L.

-l ISVRICBUILD T4




FIG.6.7.

RESULTS FROM RB.211 Q.E.D.

1000 Hs 2% N.L.




RESULTS FROM RB.211 Q.E.D.

FIG.6.8.

2250 Hg 69%; N.L. .

NS, emummane T

10 £t scale



FIG.6.9.

FIG.
RESULTS FROM RB.211 Q.E.D.
3380 Hs 90% N.L.
T
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RESULTS FROM RB.211 Q.E.D.
500 Hs 222 N.L.

F1G.6.10,

(40° Aperture)
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FIG.6.11.

RESULTS FROM RB.211 Q.E.D.
500 Hsg 5% N.L.

(20° Aperture)




FIG.6.12.

RESULTS FROM RB.211 Q.E.D.

500 Hs ZQZ N.L.
(10° Aperture)
[ ]
o
ISVR1
ISVR2
with Bulk Absorber

[ T T o 1 T T 1
~-40.00 -20.00 0.00 20.00 40.00 60 .00

JET RXIS feet

0



INTEGRATED BARTLETT WINDOW FUNCTION

FIG.6.13.




FIG.6.14,
COMPARISON OF MEASURED LEVELS
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Attenuation of Tailpipe Noise by Bulk

Absorber vs. frequency
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FIG.6.16.
Measured (Levels of Jet Noise vs.

Engine Condition
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ATTENUATION OF JET NOISE
BY BULK ABSORBER V3 FREQUENCY
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