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Improvements both in the photonic confinement and in the emitter design have led to a steady increase in the strength of the light-matter coupling in cavity quantum electrodynamics experiments. This has allowed to access interaction-dominated regimes in which the state of the system can only be described in terms of mixed light-matter excitations. Here we show that, when the coupling between light and matter becomes strong enough, this picture breaks down, and light and matter degrees of freedom totally decouple. A striking consequence of such a counter-intuitive phenomenon is that the Purcell effect is reversed and the spontaneous emission rate, usually thought to increase with the light-matter coupling strength, plummets instead for large enough couplings.

I. INTRODUCTION

The Purcell effect allows us to engineer the spontaneous emission rate of an emitter by tailoring its photonic environment [1]. In particular, using resonant photonic cavities with narrow densities of states, it is possible to greatly enhance the efficiency of photonic devices. To this aim, many varieties of cavities have been perfected, eventually giving rise to the research field known as cavity quantum electrodynamics (CQED) [2].

One of the key parameters to characterise a CQED setup is the strength of the coupling between light and matter, quantified by the vacuum Rabi frequency $\Omega$. In the weak coupling regime the photonic confinement only amounts to a modification of the spontaneous emission rate and the effect of the light-matter coupling can be described in terms of transitions between uncoupled light and matter states. This ceases to be true when $\Omega$ becomes larger than the linewidths of the light and matter excitations. The system is then said to be in the strong coupling regime and, while the spontaneous emission rate still follows a Purcell-like dependency proportional to $\Omega^2$, we can correctly describe the system only in terms of the dressed eigenstates of the full light-matter Hamiltonian [3]. If the coupling is increased even further, $\Omega$ eventually becomes a non-negligible fraction of the bare frequency of the electronic transition that couples to light, $\omega_0$. This marks the onset of a different regime, called the ultra-strong coupling (USC) regime [4, 5]. As the normalised coupling $\frac{\Omega}{\omega_0}$ is the relevant small parameter in the perturbative expansion of the light-matter interaction, in such a regime non-perturbative effects start to appear and the spontaneous emission rate eventually saturates [6].

When Ciuti, Carusotto, and Bastard published the first theoretical description of the USC regime [5], they limited themselves to values of the normalised coupling smaller than 1. This choice was more than reasonable at a time when the largest observed value was of the order of $\frac{\Omega}{\omega_0} \approx 0.02$ [7]. Still, the fascinating new physics observable in the USC regime, ranging from the dynamical Casimir effect [8, 9], to superradiant phase transitions [10, 11], and ultra-efficient light emission [6, 13], stimulated considerable experimental efforts [15–20] that have led to the observation of ever increasing values of the normalised coupling in many different systems, with a present world record $\frac{\Omega}{\omega_0} = 0.58$ [21]. As a consequence, new theoretical investigations, taking a further leap forward, are starting to study what happens when the coupling increases even further and $\frac{\Omega}{\omega_0} > 1$ [23–26]. Judging from recent experimental improvements this regime, usually referred to as deep strong coupling (DSC), will soon be experimentally accessible.

In this paper we will prove that in the DSC regime light and matter effectively decouple: the larger $\Omega$ becomes, the smaller the effective coupling is, such that for large enough couplings no energy is exchanged between light and matter degrees of freedom. One of the most striking consequences of this result is that the spontaneous emission rate, thought until now to monotonically increase with the strength of the light-matter coupling, dramatically decreases for suitably large values of $\Omega$.

In Sec. II we will prove that the light-matter decoupling effect is a general consequence of the form of the light-matter coupling Hamiltonian in CQED. In Sec. III we will give a quantitative example of such a decoupling effect by studying a specific CQED model and showing, in Sec. IV, how the light-matter decoupling leads to a breakdown of the Purcell effect.

FIG. 1: A pictorial representation of the light matter decoupling is shown. When the dipole increases, the electric field vanishes at its location.
II. LIGHT-MATTER DECOUPLING

The light-matter decoupling in the DSC regime is due to the general form of the Hamiltonian describing a set of electrons coupled to the electric field of a cavity

$$H_{LM} = H_0 + \sum_j \frac{e}{m} p_j \cdot A(r_j) + \frac{e^2}{2m} A(r_j)^2,$$

where $H_0$ is the free Hamiltonian of electrons and cavity field, $r_j$ and $p_j$ are position and momentum of electron $j$, and $A(r)$ is the vector potential in $r$. If $H_0$ gives rise to a dipolar allowed electronic transition of frequency $\omega_0$, whose coupling to the cavity field, due to the $p \cdot A(r)$ term, is of order $\Omega$, by the TRK sum rule [11] the coefficient of the $A(r)^2$ term will be at least of order $\Omega^2/\omega_0$. This means that in the DSC regime $\Omega/\omega_0 > 1$, eventually the energy contribution of this last quadratic term, always positive, becomes the dominant one. The low energy part of the spectrum will thus be composed of modes that minimise the $A(r)^2$ term: either pure matter excitations, with a vanishing photonic component, or excitations whose electric field configuration presents nodes at the locations of the dipoles. The dipoles effectively expel the field in the DSC regime and thus energy exchanges between light and matter degrees of freedom, that are always due to local interactions, vanish. A pictorial representation of this phenomenon is shown in Fig. (1). It is worthwhile to notice that the light-matter decoupling depends on the presence of the $A(r)^2$ term, and it could thus be modified if such a term is somehow altered. A more in-depth discussion of this point can be found in Appendix A.

III. APPLICATION TO A SPECIFIC SYSTEM

In the following, in order to give a quantitative example of this striking decoupling effect and of its consequences, we will study in detail the specific CQED system sketched in Fig. (2), that is a metallic planar cavity of length $L_C$ enclosing a two dimensional wall of dipoles at distance $L_W$ from one of the mirrors. We will consider only normal incidence and, in order to be able to study the coupling in real space, we will take into account all the excited modes of the cavity. The choice of such a system is motivated by the fact that, in its generality, it is a reasonably good toy model for almost all the experiments in which the USC regime has been observed to date [16–21], the only exception are superconducting circuits [15], in which a single dipole couples to the cavity field.

Supposing that only a single electronic transition of frequency $\omega_0$ couples to light, such that the TRK sum rule is saturated, we can write the light matter Hamiltonian as

$$H_{LM} = \hbar \omega_0 b^\dagger b + \sum_n h \omega_n a_n^\dagger a_n + \sum_n \hbar \Omega_n (b^\dagger + b)(a_n^\dagger + a_n)$$

$$+ \sum_{n,m} \frac{\hbar \Omega_n \Omega_m}{\omega_0} (a_n^\dagger + a_n)(a_m^\dagger + a_m),$$

where $b$ and $a_n$ are respectively the annihilation operator for an electronic excitation and for the $n$th photonic mode of the cavity, whose coupling coefficient is $\Omega_n = \frac{\Omega \sin(\pi n)}{\sqrt{n}}$, with $l = \frac{L_W}{\lambda_c}$. Here and in the following, latin letters run over the modes of the empty cavity, while greek ones over the modes of the coupled system. Given the infinite in-plane extension of the system, the matter operator will satisfy bosonic commutation relations $[b, b^\dagger] = 1$ [5]. As shown in the Appendix B, the spectrum of $H_{LM}$ is given by the solutions of the equation

$$\omega_0^2 - \omega^2 = 2\pi l^2 \frac{\omega_0}{\omega_0} \sin(\pi l) \sin(\pi (1-l)),$$

that can be calculated analytically in the asymptotic $\Omega/\omega_0 \gg 1$ limit as

$$\omega = \sqrt{1 + \frac{\omega_0 l^2}{\omega_0^2 l^2 (1-l)^2}}, \quad \omega = \frac{n\omega_0}{l}, \quad n \in \mathbb{N}.$$  

The first line of Eq. (4) describes a mode going toward zero frequency, while the second line the modes of two cavities of length $L_W$ and $L_C - L_W$. In Fig. (3) (a,e), we plot both the exact solutions of Eq. (3) (solid lines) and the asymptotic values from Eq. (4) (dashed lines). In order to better understand the nature of the modes in Eq. (4) we need to calculate their electric field distribution. To this aim, we perform a Hopfield-Bogoliubov transformation of $H_{LM}$, detailed in Appendix C, that allows us
operators are linear superpositions of both creation and annihilation operators for the light and matter modes
\[ p_\mu = U_{\mu 0} b + \sum_n U_{\mu n} a_n + V_{\mu 0} b^\dagger + \sum_n V_{\mu n} a_n^\dagger. \]

Inverting Eq. (6), we can write the electric field as a function of the polaritonic \( p_\mu \) operators
\[
E(z) = i e \sum_n \sqrt{\frac{\hbar \omega_n}{\varepsilon_0 L_C S}} \sin \left( \frac{zn \pi}{L_C} \right)(a_n^\dagger - a_n)
\]
\[
= i e \sum_{n, \mu} \sqrt{\frac{\hbar \omega_n}{\varepsilon_0 L_C S}} \sin \left( \frac{zn \pi}{L_C} \right)(U_{\mu n} + V_{\mu n})(p_n^\dagger - p_n),
\]

where \( S \) is the quantization surface and \( \mathbf{e}_\parallel \) a polarization vector orthogonal to the cavity axis. Calling \( |G\) the ground state of \( H_{LM} \), defined by \( p_\mu |G\rangle = 0 \), and \( E^+(z) \) and \( E^-(z) \) the positive and negative frequency components of Eq. (7), the field profile inside the cavity \( |E_\mu(z)| \) for the polaritonic mode \( \mu \) is given by the photodetection signal
\[
|E_\mu(z)|^2 = \langle G | p_\mu E^+(z) E^-(z) p_\mu^\dagger | G \rangle.
\]

In Fig. (3) we plot the field profile for the first few modes and for different values of \( \Omega \) and \( \omega_0 \). Our results confirm the predictions from the general argument stated in the first part of the present work: the electric field of all the modes except the lowest lying one vanishes at the
locations of the dipoles, while the lowest mode field has a maximum at the dipole wall, but its overall intensity vanishes. In the limit of infinite coupling, the polaritonic modes become either static polarizations confined in the dipole wall, or the modes of two empty cavities of length $L_W$ and $L_C - L_W$. These are the modes we would obtain imposing metallic boundary conditions at the location of the wall: as the electric field vanishes on the dipoles, a dipole wall effectively behaves as a metallic mirror. Notice that, as clearly shown in Fig. (3), relatively small values of the normalised coupling suffice to access these asymptotic behaviours.

It is interesting to analyse the relative weights of the light and matter coefficients of the polaritonic operators in Eq. (6). In Fig. (4) we plot the normalised total matter component

$$\chi^\mu = \frac{U^2_{\mu0} + V^2_{\mu0} + \sum_n (U^2_{\mu n} + V^2_{\mu n})}{U^2_{\mu0} + V^2_{\mu0} + \sum_n (U^2_{\mu n} + V^2_{\mu n})},$$

(9)

for the modes $\mu$ whose coupling dependency is shown in Fig. (3) (a). While this quantity does not have an operational physical meaning, due to the fact that the polaritonic operators are $\eta$-normalised (see Appendix C for details), it does converge to 0 or 1 for, and only for, pure radiation and pure matter modes respectively. Figure (4) highlights the symmetry between the weak coupling and the DSC regimes. Light and matter modes, although shifted, become completely decoupled for large enough couplings. As a further proof of the solidity of the presented theory, in the Appendix D we show how its main equations through the Hamiltonians

$$H_{ph} = \hbar \int_0^\infty d\omega \omega \alpha_{\omega}^\dagger \alpha_{\omega} + \sum_n \kappa_{ph}[a_n^\dagger \alpha_{\omega} + \alpha_{\omega}^\dagger a_n],$$
$$H_{el} = \hbar \int_0^\infty d\omega \omega \beta_{\omega}^\dagger \beta_{\omega} + \kappa_{el}[b_n^\dagger \beta_{\omega} + \beta_{\omega}^\dagger b_n],$$

(10)

where we considered the coupling coefficients to be frequency independent, as this has recently been shown to give results consistent with a fully microscopic approach derived using Maxwell boundary conditions [23, 28]. The presence of extra-cavity modes gives a finite lifetime to intra-cavity light and matter modes, quantified by the loss coefficients $\Gamma_{ph} = \pi \kappa_{ph}^2$ and $\Gamma_{el} = \pi \kappa_{el}^2$. As detailed in Appendix E, using the standard definitions

$$\alpha_{\omega}^{in} \equiv \lim_{t \to -\infty} \alpha_{\omega}(t)e^{-i\omega t}, \quad \beta_{\omega}^{in} \equiv \lim_{t \to -\infty} \beta_{\omega}(t)e^{-i\omega t},$$
$$\alpha_{\omega}^{out} \equiv \lim_{t \to \infty} \alpha_{\omega}(t)e^{-i\omega t}, \quad \beta_{\omega}^{out} \equiv \lim_{t \to \infty} \beta_{\omega}(t)e^{-i\omega t},$$

(11)

for the input and output fields, one obtains a linear set of equations describing the scattering properties of the system

$$\begin{bmatrix} \alpha_{\omega}^{out} \\ \beta_{\omega}^{out} \end{bmatrix} = \begin{bmatrix} U^{11}(\omega) & U^{12}(\omega) \\ U^{21}(\omega) & U^{22}(\omega) \end{bmatrix} \begin{bmatrix} \alpha_{\omega}^{in} \\ \beta_{\omega}^{in} \end{bmatrix}.$$

(12)

Considering an incoherent and frequency-independent electronic input $\langle \beta_{\omega}^{in} \beta_{\omega}^{in} \rangle = \delta(\omega - \omega')I$, we can calculate the electroluminescence as

$$\mathcal{L} = \int |U^{12}(\omega)|^2 \frac{d\omega}{2\pi} I = \gamma I,$$

(13)

where $\gamma$ is the spontaneous emission rate. A plot of such a quantity can be found in Fig. (5), where it is possible...
to verify that, as predicted in Ref. [6], in the weak coupling regime $\gamma$ is well approximated by the Purcell-like dependency

$$\gamma \simeq \frac{2\Omega^2}{\Gamma_{el} + \Gamma_{ph}}, \quad (14)$$

while it saturates around the value

$$\gamma \simeq \frac{2\Gamma_{el}\Gamma_{ph}}{\Gamma_{el} + \Gamma_{ph}}, \quad (15)$$

for $\frac{\Omega}{\gamma} \approx 0.1$. The novelty of Fig. (5), and one of the main results of the present work, is that, due to light-matter decoupling, the spontaneous emission rate then decreases dramatically. It is interesting to notice that in Ref. [6] a small decrease is indeed observed, at the very upper bound of the considered parameter region, but there such a feature was attributed to a numerical artifact due to the choice of a discontinuous damping. As explained in Appendix E, we verified numerically that the light-matter decoupling is not qualitatively modified if a continuous damping is used.

V. CONCLUSIONS

In conclusion, we proved that there are intrinsic limits to the effective strength of the light-matter coupling, as in the DSC regime light and matter effectively decouple. This phenomenon has consequences on the possibility to realise ultraefficient and ultrastrongly coupled light emitters, and it could be exploited to dynamically control the electromagnetic field distribution in optoelectronic devices, by modulating the intensity of the light matter interaction by optical or electrical means [20, 29, 31].
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Appendix A: About the $A(r)^2$ term

The discussion presented in the first part of the present work proves that the light-matter decoupling effect is due to the presence of the $A(r)^2$ term in the Hamiltonian. The fact that such a term hampers the observation of exotic physical phenomena is well known in the community studying the superradiant phase transition, as various no-go theorems prove that Hamiltonians of the same form of the one in Eq. (1) do not present a phase transition for a large enough $A(r)^2$ term [11, 27]. The standard understanding of this phenomenon is that, when a single photonic mode is coupled to the dipolar transition, the $A(r)^2$ term shifts it toward higher energies, making it impossible to reach the critical resonant coupling. In the present work, performing a careful multimode analysis that allowed us to study the process in real space, we showed that such a shift is only an aspect of a more general phenomenon, hampering not only the possibility to observe superradiant phase transitions, but also any ultrafast process based on energy exchange between light and matter degrees of freedom. The light-matter decoupling, and the consequent breakdown of the Purcell effect, cannot generally be attributed to a simple shift of the photonic modes toward higher frequencies, as light and matter decouple even in presence of cavity modes quasi-resonant with the matter one (e.g., in Fig. 3 (a)), for $\Omega = 2\omega_0$, the matter mode and the first photonic mode detuning is much smaller than $\Omega$.

It is important to notice that, while the $A(r)^2$ is normally always present in the light-matter coupling Hamiltonian, as it is due to the fundamental form of the interaction between electrons and photons, it can be artificially suppressed in nonequilibrium systems [33–35]. Moreover it has recently been proposed that in some systems, like superconducting qubits [11] and graphene [36], the $A(r)^2$ term could also be suppressed, even if there is still no consensus in the community on the accuracy of these predictions [37–39]. As the $A(r)^2$ is modified, the light-matter decoupling effect will probably be affected. It will thus be most interesting to investigate to which extent the theory developed in the present work remains valid for these systems.

Appendix B: Analytic formula for the spectrum of the Light-Matter Hamiltonian

In this Appendix we calculate the spectrum of a photonic cavity coupled to a bosonic matter degree of freedom. To this aim we introduce the bosonic annihilation operator $a_n$ for the $n^{th}$ mode of the cavity, with frequency $\omega_n$. Such a mode will couple to the matter mode $b$, of frequency $\omega_0$, through the coupling constant $\Omega_n$. The Hamiltonian of the system thus reads

$$H_{LM} = \hbar \omega_0 b^\dagger b + \sum_n \hbar \omega_n a_n^\dagger a_n + \sum_n \hbar \Omega_n (b^\dagger + b)(a_n^\dagger + a_n) + \sum_{n,m} \frac{\hbar \Omega_n \Omega_m}{\omega_0} (a_n^\dagger + a_n)(a_m^\dagger + a_m). \quad (B1)$$

It is convenient to introduce the generalised position and momentum operators

$$X = \frac{b^\dagger + b}{\sqrt{2}}, \quad P = \frac{b^\dagger - b}{\sqrt{2}}, \quad (B2)$$

$$Y_n = \frac{a_n^\dagger + a_n}{\sqrt{2}}, \quad Q_n = \frac{a_n^\dagger - a_n}{\sqrt{2}}.$$
The Heisenberg equations for such operators read
\[ \dot{X} = \omega_0 P, \quad \dot{P} = -\omega_0 X - \sum_n 2\Omega_n Y_n, \]
\[ \dot{Y}_n = \omega_n Q_n, \quad \dot{Q}_n = -\omega_n Y_n - \sum_m 4\Omega_n \Omega_m Y_m - 2\Omega_n X. \]

Deriving a second time, passing in Fourier space, and introducing the two quantities
\[ \tilde{Z}(\omega) = \sum_n 2\Omega_n \omega_n \tilde{Q}_n(\omega), \]
\[ f(\omega) = \sum_n \frac{4\Omega_n^2}{\omega_n^2} \]
we can extract from the system in Eq. (B3) two closed algebraic equations
\[ \dot{P}(\omega)(\omega_0^2 - \omega^2) = -\dot{Z}(\omega), \]
\[ \dot{Z}(\omega)[1 + f(\omega)] = -\omega_0^2 f(\omega)\dot{P}(\omega). \]

The eigenfrequencies of the Hamiltonian in Eq. (B1) are thus given by the solutions of the equation
\[ \omega_0^2 - \omega^2 = \omega^2 f(\omega). \]

We will now specialise the formula in Eq. (B6) to the case of a perfect metallic cavity of length \( L_C \), with two dimensional wall of dipoles at distance \( L_W = lL_C \) from one of the mirrors. As the photonic modes are in this case sinusoidal and equispaced, we have \( \omega_n = n\omega_c \) and \( \Omega_n = \frac{\Omega \sin(\frac{n\pi l}{L_W})}{\sqrt{n}} \). From the second line of Eq. (B4) we get
\[ f(\omega) = \frac{4\Omega^2}{\omega_c \omega_0} \sum_n \frac{\sin(n\pi l)^2}{(n^2 - \omega^2)}, \]
\[ = \frac{2\pi \Omega^2 \sin(n\pi l)}{\omega_0 \omega} \frac{\sin(n\pi l)}{\sin(n\pi l)} \]
where the summation in the last step can be performed by calculating the residues of the function
\[ g(z) = \frac{\sin(n\pi l) \sin(n\pi l)}{\sin(n\pi l)} \frac{\sin(n\pi l)}{\sin(n\pi l)}. \]

The spectrum of the Hamiltonian in Eq. (B1) is thus given by the solutions of the following transcendental equation
\[ \omega_0^2 - \omega^2 = \frac{2\pi \Omega^2}{\omega_0} \frac{\sin(n\pi l)}{\omega_c} \frac{\sin(n\pi l)}{\omega_c} \]

**Appendix C: Hopfield-Bogoliubov diagonalization of the light-matter Hamiltonian**

The light-matter Hamiltonian in Eq. (2), and its more general form in Eq. (B1), are quadratic and bosonic, it is thus possible to diagonalise them using an Hopfield-Bogoliubov procedure [32]. The diagonalised Hamiltonian will describe a set of free bosonic modes: mixed light and matter excitations, usually called polaritons. Considering any quantity with an index as a line vector, any quantity with two indexes as a matrix, and introducing the vector
\[ \mathbf{v} = [b, a_n, b^\dagger, a_n^\dagger], \]
we can rewrite the light-matter Hamiltonian as
\[ H_{LM} = \frac{\hbar}{2} \mathbf{v}^\dagger \eta \mathbf{M} \mathbf{v}, \]
where
\[ \eta = \text{diag}[1, \ldots, 1, -1, \ldots, -1], \]
is a diagonal metric matrix, and the Hopfield-Bogoliubov matrix \( \mathbf{M} \) is given by the expression
\[ M = \begin{bmatrix} \omega_0 & \Omega \delta_{nm} + \frac{2\Omega^2}{\omega_0} \Omega \Omega_m & 0 & \Omega \delta_{nm} + \frac{2\Omega^2}{\omega_0} \Omega \Omega_m \\ \Omega \delta_{nm} + \frac{2\Omega^2}{\omega_0} \Omega \Omega_m & -\Omega_n & 0 & \Omega \delta_{nm} + \frac{2\Omega^2}{\omega_0} \Omega \Omega_m \\ 0 & -\Omega_n & -\omega_0 & -\Omega_n \\ -\Omega_n & 0 & -\omega_0 & -\Omega_n \end{bmatrix}. \]

The matrix \( \mathbf{M} \) can be diagonalised, its eigenvalues yielding the polaritonic frequencies \( \omega_n \), and the relative eigenvectors the decomposition of the polaritonic operators over the operators of the uncoupled light and matter modes
\[ p_\mu = U_\mu 0 b + \sum_n U_{\mu n} a + V_\mu 0 b^\dagger + \sum_n V_{\mu n} a^\dagger. \]

We finally obtain
\[ H_{LM} = \sum_\mu \hbar \omega_\mu p_\mu^\dagger p_\mu. \]

Notice that, in order for the polaritonic operators to satisfy bosonic commutation relations
\[ [p_\mu, p_\mu^\dagger] = \delta_{\mu\mu'}, \]
the coefficients in Eq. (C5), that without any loss of generality we can suppose to be real, have to satisfy the \( \eta \)-normalisation relation
\[ U^2_{\mu 0} + \sum_n U^2_{\mu n} - V^2_{\mu 0} - \sum_n V^2_{\mu n} = 1. \]

Moreover the the \( \eta \)-orthonormality of the polaritonic modes implies that we can easily invert Eq. (C5) as
\[ a_n = \sum_\mu U_{\mu n} p_\mu - V_{\mu n} p^\dagger_\mu, \]
\[ b = \sum_\mu U_{\mu 0} p_\mu - V_{\mu 0} p^\dagger_\mu. \]
Appendix D: Classical Electromagnetic Theory

Both the spectrum of the light-matter system and the profile of the electromagnetic modes inside the cavity can be derived from classical electromagnetic theory using a transfer matrix approach [3]. The transfer matrix for the propagation of an electromagnetic wave with wavevector $k = \omega/c$ in a medium of length $L$ is

$$ T_P(\omega, L) = \begin{bmatrix} e^{i\omega L/c} & 0 \\ 0 & e^{-i\omega L/c} \end{bmatrix}, $$

and the one for the dipolar wall is

$$ T_W(\omega) = \frac{1}{t(\omega)} \begin{bmatrix} t(\omega)^2 - r(\omega)^2 & r(\omega) \\ -r(\omega) & 1 \end{bmatrix}, $$

where $r(\omega)$ and $t(\omega)$ are the reflection and transmission coefficients of the wall. Their explicit expressions are [3]

$$ r(\omega) = \frac{-i\pi \Omega^2}{\omega} \frac{\omega_0^2 - \omega^2}{\omega_0^2 - \omega^2} - i\pi \Omega^2, $$

$$ t(\omega) = 1 + r(\omega). $$

The total transfer matrix for the system will thus be

$$ T(\omega) = T_P(\omega, L)T_W(\omega)T_P(\omega, L_C - L_W), $$

and the spectrum of the system can be found imposing metallic boundary conditions, that is

$$ T(\omega) \begin{bmatrix} -1 \\ 1 \end{bmatrix} = A \begin{bmatrix} 1 \\ -1 \end{bmatrix}. $$

Eliminating the coefficient $A$ from Eq. (D5) we obtain the transcendental equation

$$ \frac{T_{21}(\omega) - T_{22}(\omega)}{T_{12}(\omega) - T_{11}(\omega)} = 1, $$

that can be written explicitly as

$$ \omega_0^2 - \omega^2 = \frac{2\omega_0^2}{\omega_0^2} \frac{\sin(\omega LW/c)}{\sin(\omega LC/c)} \sin(\omega(L_C - L_W)/c). $$

Upon the substitution $\omega_c = \frac{\omega_0}{L}$ for the frequency of the fundamental cavity mode, we obtain exactly the formula found with a quantum approach in Appendix B. Once a solution $\omega$ has been found from Eq. (D7), its electromagnetic mode profile can be determined propagating the metallic boundary condition as

$$ E(z) = e_{\parallel}(f^+ + f^-), $$

where

$$ \begin{bmatrix} f^+ \\ f^- \end{bmatrix} = T(\omega, z) \begin{bmatrix} 1 \\ -1 \end{bmatrix}, $$

and

$$ T(\omega, z) = T_P(\omega, z), \quad 0 < z < L_W, $$

$$ T(\omega, z) = T_P(\omega, L_W)T_WT_P(\omega, z - L_W), \quad L_W < z < L_C, $$

Notice that, even if this classical approach reproduces exactly the profile of the modes plotted in the main body of the paper, it cannot give their relative normalisations, nor describe the fraction of the energy stored in the matter part of the excitations.

Appendix E: Input-Output Theory

In order to calculate the extra-cavity observables, we couple the system to its environment, described with two harmonic baths. The first models the extra-cavity photonic modes $\alpha_{\omega}$, that couple to the intra-cavity $a_n$ modes through the finite reflectivity of the metallic mirrors, and the second the electronic excitations $\beta_\omega$, capable to excite the $b$ matter mode. We can describe them through the Hamiltonians

$$ H_{\text{ph}} = \hbar \int_0^{\infty} d\omega \omega \alpha_\omega^+ \alpha_\omega + \sum_n \kappa_{\text{ph}}(\omega)[a_n^+ a_\omega + a_\omega^+ a_n], $$

$$ H_{\text{el}} = \hbar \int_0^{\infty} d\omega \beta_\omega^+ \beta_\omega + \kappa_{\text{el}}(\omega)[b_n^+ b_\omega + b_\omega^+ b_n], $$

with

$$ [\alpha_{\omega}, \alpha_{\omega'}^+] = [\beta_{\omega}, \beta_{\omega'}^+] = \delta(\omega - \omega'). $$

Using Eq. (C9) we can rewrite these Hamiltonians in terms of the polaritonic operators as

$$ H_{\text{ph}} = \hbar \int_0^{\infty} d\omega \omega \alpha_{\omega}^+ \alpha_{\omega} + \sum_{n,\mu} \kappa_{\text{ph}}(\omega)U_{\mu n}[p_{\mu}^+ a_\omega + a_\omega^+ p_{\mu}], $$

$$ - \sum_{\mu} \kappa_{\text{ph}}(\omega)V_{\mu n}[p_{\mu} a_\omega + a_\omega^+ p_{\mu}], $$

$$ H_{\text{el}} = \hbar \int_0^{\infty} d\omega \beta_{\omega}^+ \beta_{\omega} + \sum_{\mu} \kappa_{\text{el}}(\omega)V_{\mu 0}[p_{\mu} b_\omega + b_\omega^+ p_{\mu}], $$

$$ - \sum_{\mu} \kappa_{\text{el}}(\omega)V_{\mu 0}[p_{\mu} b_\omega + b_\omega^+ p_{\mu}]. $$

As shown in Ref. [23], the antiresonant terms in Eq. (E3), consisting of two annihilation or two creation operators, are not present in a rigorous microscopic approach, as the negative and positive frequency components of the electromagnetic field do not mix (and the same can be safely assumed for the electronic excitations). We have thus to perform a rotating wave approximation (RWA) on the system-environment coupling in order to eliminate the antiresonant terms. In order to do that, we cannot simply neglect the $V_{0\mu}$ and $V_{n\mu}$ terms, because the polaritonic modes need to be $\eta$-normalised, as from Eq. (C8) and, due to the minus signs in Eq. (C8), this would lead to unnormalised (and thus non-bosonic) polaritonic operators. We thus need to renormalise the polaritonic
modes after having performed the RWA, obtaining
\[ H_{\text{ph}} = \hbar \int_0^\infty d\omega \alpha_\omega^* \alpha_\omega + \sum_{\mu, \nu} \kappa_{\text{ph}}^\mu(\omega) [p_\mu^\dagger(\omega) + \alpha_\omega^* p_\mu], \]
\[ H_{\text{el}} = \hbar \int_0^\infty d\omega \beta_\omega^* \beta_\omega + \sum_{\mu} \kappa_{\text{el}}^\mu(\omega) [p_\mu^\dagger(\omega) + \beta_\omega^* p_\mu], \]
where
\[ \kappa_{\text{ph}}^\mu(\omega) = \sum_n \frac{U_{\mu n}}{\sqrt{U_{\mu 0}^2 + \sum_n U_{\mu n}^2}} \kappa_{\text{ph}}(\omega), \]
\[ \kappa_{\text{el}}^\mu(\omega) = \frac{U_{\mu 0}}{\sqrt{U_{\mu 0}^2 + \sum_n U_{\mu n}^2}} \kappa_{\text{el}}(\omega). \]
Such an approach has been shown in Ref. [28] to give the same results of a microscopic approach based on Maxwell boundary conditions. We can now write the dynamical equations for the extra-cavity electromagnetic field, \( \alpha_\omega \), in the form
\[ \dot{\alpha}_\omega(t) = e^{-i\omega(t-t_0)} \alpha_\omega(t_0) - i \sum_{\mu} \sum_{\mu} \kappa_{\text{ph}}^\mu(\omega) p_\mu(t), \]
with \( t_0 \) being an arbitrary initial time. This formula can be inserted into the evolution equation for the polaritonic operators
\[ \dot{p}_\mu = -i\omega_\mu p_\mu - i \sum_{\mu} \int_0^\infty d\omega [\kappa_{\text{ph}}^\mu(\omega) \alpha(\omega) + \kappa_{\text{el}}^\mu(\omega) \beta(\omega)]. \]
Doing the same for the electronic \( \beta_\omega \) operators, using the standard definitions
\[ \alpha_{\omega}^{\text{in}} \equiv \lim_{t \to -\infty} \alpha_\omega(t) e^{-i\omega t}, \quad \beta_{\omega}^{\text{in}} \equiv \lim_{t \to -\infty} \beta_\omega(t) e^{-i\omega t}, \]
\[ \alpha_{\omega}^{\text{out}} \equiv \lim_{t \to \infty} \alpha_\omega(t) e^{-i\omega t}, \quad \beta_{\omega}^{\text{out}} \equiv \lim_{t \to \infty} \beta_\omega(t) e^{-i\omega t}, \]
for the input and output fields, and introducing the decay rates and the Langevin forces
\[ \Gamma_{\text{ph}}^{\mu}(t) = \Theta(t) \int_0^\infty d\omega \kappa_{\text{ph}}^\mu(\omega) e^{-i\omega t}, \]
\[ \Gamma_{\text{el}}^{\mu}(t) = \Theta(t) \int_0^\infty d\omega \kappa_{\text{el}}^\mu(\omega) e^{-i\omega t}, \]
\[ F_{\text{ph}}^{\mu}(t) = \int_0^\infty d\omega \kappa_{\text{ph}}^\mu(\omega) \alpha_{\omega}^{\text{in}} e^{-i\omega t}, \]
\[ F_{\text{el}}^{\mu}(t) = \int_0^\infty d\omega \kappa_{\text{el}}^\mu(\omega) \beta_{\omega}^{\text{in}} e^{-i\omega t}, \]
with \( \Theta(t) \) the Heaviside function, one can cast Eq. (E9) in the form of a quantum Langevin equation
\[ \dot{p}_\mu = -i\omega_\mu p_\mu - \int_0^\infty dt' [\Gamma_{\text{ph}}^{\mu}(t-t') + \Gamma_{\text{el}}^{\mu}(t-t')] p_\mu(t') - i F_{\text{ph}}^{\mu}(t) - i F_{\text{el}}^{\mu}(t). \]
Passing in Fourier space, it is possible to formally solve the system in Eq. (E12) as
\[ \tilde{p}_\mu(\omega) = -iG_{\mu\mu'}(\omega) [\tilde{F}_{\text{ph}}^{\mu'}(\omega) + \tilde{F}_{\text{el}}^{\mu'}(\omega)]. \]
Inserting Eq. (E13) into Eq. (E8), we finally obtain a set of linear relations between the extra-cavity input and output fields
\[ \left[ \begin{array}{c} \alpha_{\omega}^{\text{out}} \\ \beta_{\omega}^{\text{out}} \end{array} \right] = \left[ \begin{array}{c} U_{\text{ph}}^{11}(\omega) \alpha_{\omega}^{\text{in}}(\omega) \\ U_{\text{ph}}^{12}(\omega) \beta_{\omega}^{\text{in}}(\omega) \end{array} \right], \]
with
\[ U_{\text{ph}}^{11}(\omega) = 1 - \frac{\kappa_{\text{ph}}(\omega)}{\kappa_{\text{ph}}(0)} \frac{\kappa_{\text{el}}(\omega)}{\kappa_{\text{el}}(0)} G_{\mu\mu'}(\omega), \]
\[ U_{\text{ph}}^{12}(\omega) = -\frac{\kappa_{\text{ph}}(\omega)}{\kappa_{\text{ph}}(0)} \frac{\kappa_{\text{el}}(\omega)}{\kappa_{\text{el}}(0)} G_{\mu\mu'}(\omega), \]
\[ U_{\text{el}}^{21}(\omega) = -\frac{\kappa_{\text{el}}(\omega)}{\kappa_{\text{el}}(0)} \frac{\kappa_{\text{ph}}(\omega)}{\kappa_{\text{ph}}(0)} G_{\mu\mu'}(\omega). \]
The scattering properties of the coupled light-matter system are thus determined once the coupling parameters to the extracavity fields are fixed. In the simulations we used frequency-independent parameters, but we verified that the results are not qualitatively modified using continuous parameters such that \( \kappa_{\text{ph}}(0) = \kappa_{\text{el}}(0) = 0 \) (a direct comparison can be found in the panels (a) and (b) of Fig. 6). Moreover, we neglected the Lamb shift, due to the imaginary part of the Fourier transform of the decay rates in Eq. (E11), as it is expected to be completely negligible, and its exact form strongly depends on microscopic and system-dependent details. In order to better explore the effect of dissipation upon the spontaneous emission rate, in Fig. 6(c) we plot the spontaneous emission rate \( \gamma \), normalized to its saturation value \( \gamma_{\text{sat}} \), for various values of the loss coefficients. We see that, while the qualitative behaviour of the system remains the same, confirming that the decoupling effect is solid against dissipation, the maximal value of the emission rate decreases from the theoretical value \( \gamma_{\text{sat}} \) as the dissipation increases. This can be understood noticing that the quadratic, Purcell-like spontaneous emission rate valid in the weak and strong coupling regimes
\[ \gamma_{\text{pur}} \simeq \frac{2\gamma_0^2}{\Gamma_{\text{ph}} + \Gamma_{\text{el}}}, \]
crosses the saturation value
\[ \gamma_{\text{sat}} \simeq \frac{2\gamma_0^2}{\Gamma_{\text{ph}} + \Gamma_{\text{el}}}. \]
FIG. 6: Panel (a): spontaneous emission rate as a function of the normalized light-matter coupling. The black dashed line is obtained using frequency independent parameters $\kappa_{ph}(\omega) = \kappa_{el}(\omega) = \kappa$. The black solid line is instead obtained using frequency dependent ones $\kappa_{ph}(\omega) = \kappa_{el}(\omega) = \kappa(\omega)$. The blue dash-dotted line is the saturation value $\gamma_{\text{sat}}$ obtained for frequency independent parameters. Panel (b): frequency dependence of the function $\kappa(\omega)$ used in panel (a). Panel (c): spontaneous emission rate, normalized to the saturation value $\gamma_{\text{sat}}$, as a function of the normalized light-matter coupling, for different values of the loss coefficients $\Gamma_{ph} = \Gamma_{el} = 0.2$ (solid line), 0.1 (dashed line), 0.05 (dashed-dotted line), and 0.025 (dotted line). Unless otherwise stated, the same parameters of Fig. 4 have been used.

for

$$\Omega = \sqrt{\Gamma_{ph}\Gamma_{el}}.$$  \hspace{1cm} (E18)

In order to saturate at the theoretical maximum value in Eq. (E17), the crossing needs to be in a region in which Eq. (E16) is still valid, that is roughly for a normalized coupling smaller than 0.1. If this is not the case, due to the presence of strong dissipation, the emission rate will saturate at a value lower than $\gamma_{\text{sat}}$.
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