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This paper summarizes the results of investigations into the development of parametric waverider geometry models, with emphasis on their efficiency, in terms of their ability to cover a large feasible design space with a sufficiently small number of design variables to avoid the ‘curse of dimensionality’. The work presented here is focused on the parameterization of idealized waverider forebody geometries that provide the baseline shapes upon which more sophisticated and realistic hypersonic aircraft geometries can be built. We consider three different aspects of rationalizing the decisions behind the parametric geometry models developed utilizing the osculating cones method. Initially, we discuss three different approaches to the design method itself. Each approach provides direct control over different aspects of the geometry for which very specific shapes would be more complex to obtain indirectly, thus enabling the geometry to more efficiently meet any related design constraints. We then look into a number of requirements and limitations that affect the available options for the parametric design-driving curves of the inverse design method. Finally, we estimate the performance advantages that open up with increasing flexibility of the design-driving curves in the context of a design optimization study. This allows us to reduce the risk of over-parameterizing the geometry model, while still enabling a variety of meaningful shapes. While we mainly used the osculating cones method here, most of the findings also apply to other similar inverse design algorithms.

Nomenclature

\[
\begin{align*}
L/D &= \text{lift over drag ratio} \\
M_{inf} &= \text{freestream Mach number} \\
R_c &= \text{radius of curvature} \\
V/A &= \text{volumetric efficiency, volume/wetted area} \\
\alpha &= \text{local plane inclination angle} \\
\theta_c &= \text{cone half angle} \\
\theta_s &= \text{shockwave angle}
\end{align*}
\]

1. Introduction

Waverider geometries are considered amongst the most promising in making hypersonic flight viable due to the high lift-to-drag ratios they exhibit at high speeds. This is accomplished by keeping the shockwave generated by the oncoming hypersonic flow attached to the entire leading edge of the lifting body, effectively trapping the high-pressure region of the flow at the underside of the body, greatly increasing the lift. The initial enthusiasm for the waverider concept following its introduction in the late 1950s [1] was suppressed by concerns for the hypersonic viscous flow effects, off-design performance of the geometries, and the erosion of the high L/D capabilities of the idealized shapes following modifications required to enable practical aerospace vehicles. A number of studies on more realistic, viscous optimized waveriders [2, 3], along with advanced analysis tools and better understanding of hypersonic flow, later brought them back to the forefront.
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Since the introduction of the idea, various approaches to designing such geometries have been proposed [4-6], the majority of which are inverse design methods where the bodies are generated utilizing calculated supersonic flowfields and stream tracing techniques. Early inverse design methods were based on planar and axisymmetric shockwave flowfields, both of which were limited by the poor balance of L/D ratios, volumetric efficiency and ease of engine inlet integration. While a variety of shock and flowfield generating bodies have been considered over the years, a more flexible design method that departed from the notion of having a rigid shock generating body is the osculating cones method [7, 8]. The ability to shape the shockwave more freely enables significant improvements in performance characteristics, although it also results in a more complex design problem as the number of design parameters increases, leading to an exponential increase in the size of the design space. Further evolutions of the method are the osculating axisymmetry [9] and osculating flowfield [10] methods, where the shock generating body for each oscillating plate is not restricted to a cone, allowing for greater flexibility in the design. Although the geometries provided by inverse waverider design methods are not capable of dealing with all aspects of hypersonic flight and they cannot function as complete airframes by themselves, they do provide a very efficient way to obtain the baseline shapes upon which more sophisticated designs can be based.

As a number of key technologies advanced and the concept of an air-breathing hypersonic aircraft started to look increasingly feasible, various concept geometries and configurations have been emerging in studies. A large group of studies has focused on optimizing certain performance aspects of waverider shapes or optimizing waverider based hypersonic aircraft. These have ranged from simple shape optimizations to complex frameworks for hypersonic aircraft conceptual design studies, a couple of examples being Ref. [11, 12]. Both ends of this spectrum inherently introduce or utilize parametric geometry concepts. However, so far, at least in the open literature, little attention has been given to the development stages of the parametric formulations that define the geometry itself and drive the design algorithms. In other words, while, in many cases, advanced and modern geometry formulations and geometric representations have been incorporated, the decisions behind their use have generally not been thoroughly and systematically investigated and rationalized during the development of the respective parametric geometry models. Thus, at present, the boundaries between over-restricting and over-parameterizing a hypersonic aircraft parametric geometry model are not clear. It is one of the goals of the present work to demonstrate a methodology to evaluate and compare the parametric geometry formulations themselves, from a conceptual design perspective.

Apart from the complexities deriving from hypersonic flow features, another distinctive characteristic of hypersonic air-breathing aircraft designs is the degree to which the engine, inlet and nozzle must be integrated with the rest of the body, as their size relative to the aircraft increases in order to satisfy the needs of high-altitude hypersonic flight. The result of this is a very complex design problem that often needs to be tackled as a whole, both due to the complexity stemming from hypersonic flight characteristics as well as the need to explore a wider design space due to the limited range of available past examples and limited hypersonic airframe design experience in general. Therefore, to enable modern, multi-disciplinary computational design optimization techniques to operate effectively and efficiently, it is very important that the geometry parameterization is as efficient as possible.

The purpose of the present work is to give more insight and provide a basis upon which the decisions involved in the development stages of a waverider-based, parametric geometry model can be rationalized, as well as have a detailed look into a number of geometry parameterization options for the design of waverider forebody geometries generated with inverse design methods, such as the osculating cones method. The material presented is focused on handling of idealized waverider shapes, which can be seen both as standalone geometries or as a component that is further manipulated and embedded in a more complex aircraft model. In the latter case, the scope of the present study is focused on efficiently parameterizing the inversely designed component, and also enabling the geometry to more readily interface with other components of the aircraft. First, following a brief description of the osculating cones method, we discuss the reasoning behind the decision to use inverse design algorithms. We then consider three different aspects of rationalizing the decisions behind the parametric geometry models developed, with many of the findings also applicable to other similar inverse design algorithms. At the first stage of our investigations we see that the osculating cones method can be altered to meet a number of potential design requirements more efficiently. To that end, we discuss three different variations of the method, each providing more direct control to a different aspect of the final geometry, as well as a new hybrid approach able to combine those. We then examine a number of specific requirements and limitations that apply to the design-driving curves of the inverse design method. Finally, the amount of flexibility required by those curves is assessed in order to ensure that the parameterization is capable of producing a variety of meaningful shapes without requiring an excessive number of degrees of freedom. This is accomplished in the context of low fidelity design optimization studies, by estimating the performance advantages that open up with increasing the flexibility of the design driving curves (thus essentially expanding the design space). It is essentially a problem formulation for comparing and quantifying the effectiveness of different parameterization options.
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II. Osculating Cones Method

The osculating cones method is an inverse design algorithm proposed by Sobieczky in 1990 [7]. The method utilizes the axisymmetric flowfield of a cone in supersonic flow, whose properties can be calculated by numerically integrating the Taylor-McColl equations [13], in a more arbitrary, non-axisymmetric manner. The design is driven by two curves, a curve controlling the shockwave shape and a curve from which the shape of the leading edge on the shockwave can be determined. Both curves are drawn on the base plane, which is the plane at the back of the geometry and perpendicular to the freestream. A conical flowfield solution of a selected shock angle is then applied to osculating planes that are perpendicular to the shockwave profile curve, while being scaled to match the curvature of the local shock profile, as seen in Figure 1. The ensemble of osculating planes describes a three dimensional flowfield that can be stream-traced to generate the ‘waveriding’ lower surface of the geometry. The resulting three-dimensional flowfield is not an exact solution but a very good approximation of the actual flowfield that the geometry will generate, as small pressure gradients across different planes can cause limited cross-flow. Applicability of the design method has been computationally validated and experimentally investigated [14]. A geometry example with its corresponding design-driving curves is shown in Figure 2.

![Figure 1. Single osculating plane features on the base plane (left) and waverider design on each plane (right).](image1)

![Figure 2. Design-driving curves with their control points and resulting osculating cones waverider with the shock surface (grey), a few of the osculating planes (green) and shockwave (red) and upper surface (blue) profile curves illustrated.](image2)

At this point, it would also be fitting to discuss why we opted to use an inverse design method, such as the osculating cones method, to obtain the baseline waverider geometries, and then further manipulate those and build upon them to complete the hypersonic aircraft shapes. One may reasonably ask why we could not simply define a fully controllable, parametric wireframe covered with Non-Uniform Rational B-Spline (NURBS) patches. The answer lies in the superior efficiency of the inverse design algorithm, which only requires the parameterization of...
two design-driving curves, and a shock angle. While direct waverider design is not a well-posed problem, the inverse design algorithm on the other hand, is able to generate plausible waverider shapes with a small fraction of the degrees of freedom of a geometry consisting of parametric surface patches such as the one seen on the left of Figure 3.

It is possible that a sufficiently flexible NURBS patch could potentially provide geometries that outperform the inversely designed ones, optimizing to locate those geometries would, however, pose a significant computational challenge, rendering it impractical. Even then, one could argue that by further perturbing the inversely designed geometries one could enable the same levels of performance, at a lower cost still, with an example of an inversely design geometry with free-form deformation applied to the upper surface shown on the right of Figure 3. Therefore, the superior efficiency of the inverse design methods is what has made them the ‘standard’ in waverider design.

![Figure 3. Waverider-like geometry generated using 4 cubic Bézier patches, with its control points and polygon visible (left), osculating cones waverider with free-form deformation applied on the upper surface (right).](image)

Finally, a sample geometry of a simple waverider-based hypersonic aircraft parametric model that is closer to a more realistic aircraft and incorporates an osculating cones generated waverider forebody is shown in Figure 4 for context – for the remainder of this paper we will be focusing on handling the geometry of the forebody (highlighted in the figure), addressing how to efficiently parameterize it both as a standalone component and for an application like this.

![Figure 4. Simple waverider-based hypersonic aircraft geometry example, with the wireframe of the osculating cones generated part of the geometry.](image)

### III. Different Approaches to the Design Method

Most waverider inverse design methods involve obtaining the shape of the leading edge on a previously selected shock shape. That can be accomplished in a number of different ways, each providing direct control of a different
aspect of the geometry. Moreover, this can be exploited when there are specific design requirements or constraints, to enable the geometry to meet them more efficiently. In this section we document three of those different approaches to the design method, each one essentially providing a different origin for the stream tracing process. These three variations are applicable to all inverse design algorithms that utilize similar stream tracing techniques on calculated supersonic flowfields, from planar to axisymmetric as well as the aforementioned osculating flowfield or osculating axisymmetry methods. The distinct feature edges of the geometry whose shapes can be directly controlled with each approach are illustrated in Figure 5. The shockwave shape is defined by a shockwave profile curve on the base plane in all cases. Finally, a new hybrid approach that can combine the advantages of the different methods is also described.

![Figure 5. The geometry’s feature edges that can be directly controlled by the different approaches to the design method.](image)

**A. Upper Surface Profile Definition (USPD)**

The most commonly used approach involves prescribing the upper surface profile on the base plane, along with the shockwave profile. This is the approach adopted in the original osculating cones method paper by Sobieczky. The leading edge is essentially defined by projecting the upper surface profile, or inlet capture curve, upstream onto the shock surface. The implementation of this method is fairly straightforward, as after picking an osculating plane and locating its point of intersection with the upper surface profile curve, the leading edge point can be trigonomically located since the shock angle \( \theta_s \) is known. The limitation for the upper surface profile curve is that on each osculating plane, the trace of the upper surface profile curve on the plane must be between the shockwave profile trace and the center of the local osculating cone. If it is not, there is no feasible way to trace a streamline and the design process breaks down. This method provides direct control of the shape of the leading edge as viewed from the front/back, utilizes two profile curves that are drawn on the same plane, and also gives good insight into the structure of the osculating plane-based geometry generation. Examples of waverider forebodies generated with this method are presented in Figure 6.

---

**We use the word ‘trace’ throughout this paper for the point/path of intersection between a curve/surface and a plane. This usage is not to be confused with the terminology of the flowfield stream-tracing process.**
B. Planform Leading Edge Definition (PLED)

Directly designing the planform shape of the geometry is another approach that makes sense from an engineering point of view. The approach presented here gives direct control of the shape of the leading edge from a planform perspective, a method hinted as being used in a presentation by Grandine [15] (we were unable to identify detailed occurrences in the literature).

The upper surface profile curve at the base plane is, in this case, replaced by a leading edge profile curve on a horizontal plane. The leading edge shape is then determined by vertically projecting that leading edge curve onto the shock surface. More specifically, for the osculating cones method, the leading edge point on each osculating plane is located by finding the point of intersection between the shockwave trace and the vertical projection of the leading edge profile curve on the same plane, as seen in Figure 7. The lower surface is then generated by tracing the streamlines from that point to the base plane as usual. The equivalent constraint in this method is the need for the leading edge point on each osculating plane to be behind the tip of the local osculating cone, otherwise stream tracing becomes infeasible. Two example geometries generated with this method are shown in Figure 8.

With this method, the shape of the leading edge remains identical to the leading edge profile curve from a planform point of view, but the effective angle of the leading edge relative to the freestream, which is a combination of the sweep and dihedral angles, can vary. The work of Rodi [16] on geometrical relationships for osculating cones and osculating flowfield waveriders provides a set of useful mathematical relationships for the effective sweep angle of the final geometry when using the USPD approach. Through Rodi’s geometrical relations, the effective sweep angle of the leading edge relative to the freestream is directly controlled, while the plan view sweep angle can vary – essentially the opposite of the approach presented here.

Figure 6. USPD designed example geometries with the upper surface and shockwave profile curves on the base plane (with their control points).
Figure 7. 3D geometrical relations for locating the leading edge point on each osculating plane for a plan view definition of the leading edge shape.

Figure 8. PLED designed geometries with the leading edge profile curves from a plan view (y-x plane) and the shockwave profile curve on the base plane (y-z plane) (with their control points).

C. Lower Surface Profile Definition (LSPD)

The third approach to the osculating cones method incorporates the direct definition of the lower surface profile at the base plane, and is essentially an inverse of the USPD method. This method has been used in a number of studies (e.g. Ref. [11]), as it allows direct control of the underside of the waverider for easier engine integration. In this approach, a lower surface profile curve is used and the lower surface is first constructed by tracing the streamlines upstream up to the shock, where the leading edge profile is determined. The upper surface can then also be constructed by moving in the freestream direction from the leading edge to the base plane.
The limitation in this method is that the trace of the lower surface profile curve on each plane must not be inside the local osculating cone, as that would render stream tracing impossible. This approach gives more direct control of the lower surface shape at the base plane, where, as mentioned, there might be specific needs for integrating an engine inlet or a desired lower surface dihedral angle towards the tips of the lifting body. Two example geometries with the corresponding design driving curves are illustrated in Figure 9.

![Figure 9. LSPD designed geometries with the lower surface and shockwave profile curves on the base plane (with their control points).](image)

**D. Hybrid design approach**

Finally, as encountering multiple design requirements or constraints is fairly common, it is possible to blend two of the aforementioned methods in order to improve the efficiency with which the parametric geometry can satisfy them simultaneously. This can be accomplished by splitting the geometry generation process at a desired spanwise location, indicated by a chosen osculating plane, and applying a different design approach for each side. In this case we have two stream tracing origin defining curves, each covering only part of the full geometry. They can be designed as usual with the only difference being that the start or end point of one of the two profile curves on the interfacing plane is constrained at a position dictated by the other curve in order to satisfy continuity. Additionally, a tangency condition can also be applied if smoothness of the upper and lower surfaces is desired at that interface. Moreover, the geometry generation can be split over more than two sections, but this should only be needed in rare circumstances in standard design practice.

Figure 10 shows a geometry designed with a hybrid LSPD and USPD approach, with the two design driving curves highlighted. By utilizing a hybrid approach, different parts of the geometry can be more readily designed to cater for specific design requirements. For example, it would make sense to use the LSPD approach for the central part of the geometry for engine inlet integration purposes and design the rest of the geometry with the PLED method in order to directly control the sweep angle to satisfy heating constraints and/or low speed flight characteristics. Using the LSPD method only for the outer part of the geometry would also make sense to directly control the dihedral angle of the wings, for example to accommodate a control surface. As we mentioned earlier, being able to directly apply design constraints to one of the design driving curves increases parametric efficiency; in the case of multiple sets of constraints, the impact of doing so via the hybrid approach proposed here will be greater still.

![Figure 10. Rear and perspective view of LSPD/USPD designed hybrid geometry.](image)
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The choice of the appropriate method has a strong impact on design process efficiency. Figure 11 illustrates this: it depicts a waverider with a flat lower surface designed using the LSPD method by defining a straight line for the lower surface profile. Generating this geometry using the USPD method would require the use of a parametric curve to match the resulting upper surface profile of the geometry, which would require a number of additional design variables and optimization effort, as we will see in section IV/B. We could afford this if we were only optimizing a standalone waverider geometry, but the additional cost might be prohibitive in the context of a full airframe optimization.

A wide range of design requirements can be catered for using the different approaches and their hybrids. These can be geometrical constraints to interface the geometry with additional aircraft components, such as a flat lower surface at the center of the geometry for a compression ramp, a circular arc for an inward turning type inlet, or even flat profiles at the wing tips to hinge control surfaces. The leading edge sweep can be directly designed to control heating or to enable vortex lift at lower speeds. In general, one of the design approaches is often better suited than the others for a particular set of requirements. With the hybrid approach the parametric geometry can cater for multiple requirements, to be expected especially when integrating additional aircraft components. These techniques provide tools to handle waverider geometries much more efficiently, and proper utilization of the methods discussed here is, also, of significant importance as the parametric geometry model gets more realistic and complex.

![Figure 11. The design-driving curves for a flat lower surface profile and a few of the osculating planes (left), with the resulting waverider geometry (right).](image)

### IV. Parameterizing the design-driving curves

#### A. Limitations of the design-driving curves

With the osculating cones method, the design is very sensitive to the shape of the shockwave profile curve, mainly due to the fact that the local osculating cone flowfield on each plane is scaled according to the radius of curvature of the shockwave profile. Different scaling of the local flowfield affects the location of the local shock-generating cone on each plane and the curvature of the streamline. Given a smooth leading edge, a smooth second order derivative (third order continuity) of the shockwave profile curve is needed in order to obtain a smooth lower surface. This is not an issue when a single infinitely differentiable function is used for the entire curve, but when piecewise functions are used, it needs to be considered. For example, a fourth order spline would be required to satisfy this condition.

In what follows we use a line segment for the part of the shockwave under the center of the forebody where two-dimensional uniform flow – favoring the placement of an engine inlet – is desirable. The rest of the shockwave profile curve is defined using a Bézier curve. In order to achieve third order continuity at the interface between the line segment and the Bézier curve, the first three intermediate control points of the curve have to be on a line. Merely making the shockwave profile curve smooth (first order continuity) with only the first point at the same vertical coordinate would result in a discontinuity of the resulting lower surface, while with second order continuity the lower surface would simply not be smooth and an edge would be present at the resulting lower surface interface. Both cases are illustrated in Figure 12, while Figure 9 earlier featured two geometries where third order continuity is enforced, resulting in a smoother lower and upper surface.
The curve defining the origin of the stream tracing algorithm and leading edge or lower surface profile can be much more flexible in all three aforementioned approaches and any curve parameterization could be considered. Even a series of straight line segments can be used as long as the limitations mentioned in section III are not breached. The only additional restriction that should be applied is that the curve that defines the origin of the stream tracing algorithm should not allow more than one solution in locating the leading edge point on each osculating plane, otherwise surface discontinuities will occur.

As long as these limitations are applied, any curve formulation can be used, and this leaves the designer with numerous options, especially when trying to determine the amount of flexibility that should be given to the design-driving curves once a formulation has been selected. This is the design process step we turn our attention to next.

B. Matching geometries between the methods

The investigation presented in this section was conducted as a means to obtain further insight into a number of subjects. We are reverse engineering a waverider geometry with a different approach to the design method than the one it was originally generated with. Apart from being a simple cross-validation between the three design approaches presented earlier, this investigation serves three more purposes. First, we are looking into how deviations or inaccuracies are translated between the profile curves of the geometry. Second, it is an attempt to quantify the additional effort and increase in dimensionality caused by using an indirect approach to enforce an otherwise straightforward restriction. Finally, it is also a method to obtain some initial insight into the minimum required flexibility of the design-driving curves, in order to enable shapes that are readily available through the other approaches.

To replicate a geometry with a different design method than the one it was created with, the design-driving curve has to match the respective shape of the geometry. The example presented here is the geometry of Figure 11, where a waverider forebody with a flat lower surface profile is initially designed using the LSPD method. This geometry has a more complex upper surface profile in contrast with the very simple line segment used for the design-driving curve, and, although it is a peculiar case, it serves the purpose of providing a straightforward example case. To obtain a flat lower surface with the USPD method, the upper surface profile curve (USPC) would need to match that upper surface shape of the LSPD generated geometry. The best representations of that target upper surface shape using Bézier curves with increasing number of control points are presented in Figure 13. The end points are fixed, while the locations of the intermediate points are calculated to provide a least squares fit to the target curve. For the comparisons we assume a half span of 1m for the geometry.
Using one intermediate control point is clearly not going to serve the purpose, but two or three points seem to improve approximation accuracy quite significantly. A curve using an additional fourth intermediate control point was also used and the deviations of each optimal representation from the target curve are shown in Figure 14, together with the deviations of the resulting lower surface profiles at the back of the forebody geometries. Figure 15 shows the final geometry using the two intermediate point approximation.

Figure 13. Matching the upper surface profile of the flat lower surface design with 3, 4 and 5 control point Bézier curves.

Figure 14. Deviation of the parameterized curves from the target profile curve (left) and deviation of the resulting lower surface profile (right).
While in Figure 15 the imperfections are clearly visible in the final geometry, using one or two extra control points reduces them to the order of ~1mm for a geometry with a half-span of 1m. Therefore, to enable the geometry to achieve such shapes, at least a cubic Bézier curve would be needed with two intermediate control points able to move in both directions, i.e. four design variables more than if the lower surface profile definition method was used. Figure 14 gives us a good indication of how deviations or errors are translated from one feature edge to the other, something that can be useful from a CAD perspective when deciding on the tolerances and resolution of the design driving curves.

V. Parameterization Flexibility Studies

Another approach to justifying geometry parameterization options before moving to higher fidelity and larger scale design studies of more realistic aircraft geometries, is to perform low fidelity design space explorations in order to assess the parameterization itself by comparing different parameterization options. In this last section, we are investigating the effect of varying the flexibility and degrees of freedom of the design, in order to obtain more insight on where the limits of over and under-parameterizing it may lie. This is an area where the development of the parametric geometry model starts blending into the preliminary design stages. The main feature that sets such a study apart from the early design stages for a given mission, is that the geometry is still incomplete and this assessment concerns only one component of the final geometry, while we are also ‘freezing’ a number of parameters to focus on the parameterization of the part being investigated. Essentially, the methodology presented here and the conclusions drawn from it are to be used when deciding a parameterization scheme both for a standalone waverider geometry as well as when developing a more complete aircraft parametric geometry model, to assist with part of its parameterization – the waverider component. In the literature, case studies with parametric geometries that utilize from 4 to 20 design variables for the design-driving curves of the waverider component are common – the core of our argument here is that a rational basis needs to be developed for the choice of such numbers.

Conducting a parameterization efficiency study on more realistic aircraft configurations that require higher fidelity analysis tools is computationally prohibitive; therefore, it is done at the highest fidelity and design detail where we can still afford it. Aerodynamic performance characteristics of the baseline sharp leading edge waverider forebodies can be quickly estimated by using the flowfield values obtained by solving the Taylor-McColl equations for the lower surface and using freestream values for the upper surface, with a boundary layer integral method to estimate viscous skin friction effects. A very simple method was implemented, assuming laminar flow for the entire forebody and no interaction between the viscous and inviscid parts. Inviscid pressure forces and viscous skin friction forces are calculated for the wetted surface of the geometry (excluding the base – on which freestream static pressure was assumed to be acting throughout this analysis) and then integrated to obtain the resulting force on the body. As the two example comparisons presented in Table 1 show, the inviscid L/D results obtained in this way are within ~0.5% of the results obtained from inviscid Euler computations, while the viscous results are within ~1.5% of laminar RANS (Reynolds averaged Navier-Stokes) computations. ANSYS Fluent [17] was used for the comparisons, with convergence of the computational grid achieved for around 4 million cells. Since our objective is to develop the parametric geometry model, what matters most is relative changes of the characteristics between different designs and not the absolute values, something that this simplified approach can adequately provide. One can of course opt to use more complex evaluation tools of equivalent computational cost to account for more factors,
such as local inclination methods for a shaped upper surface, turbulent boundary layers, etc, as well as different parametric geometry formulations.

In the sections that follow we present two case studies, each providing different conclusions on the parameterization options evaluated. In the first study we examine the effects of varying the flexibility of the upper surface profile curve when using the USPD method, while in the second we compare different parameterizations of the shockwave profile curve.

A. Case 1.

Designs were optimized with four different curve parameterizations of the upper surface profile curve, using one, two and three movable intermediate control points (meaning three, four and five control point Bézier curves, respectively). The shockwave profile curve and shock angle are fixed for all cases, as are the length and width of the geometry, restricting the end control points. The only further constraints we enforce are those that ensure physically and geometrically plausible waverider shapes. These constraints allow us to focus on the part of the geometry that is being evaluated. The parameterizations are as follows:

- 1 intermediate point – able to move in two directions, 2 design variables.
- 2 intermediate points – both able to move in two directions, 4 design variables.
- 3 intermediate points – all able to move in two directions, 6 design variables.
- 2 intermediate y-restricted points – equally spaced along the span and able to move in the vertical direction only, 2 design variables.

Here we present the results of a set of simulations conducted at a Mach number of 8 and Reynolds number of $8.316 \times 10^6$ based on the length of the forebody geometry. We are seeking to maximize two objectives: the lift to drag ratio (L/D) and the volumetric efficiency (V/A, volume of the forebody geometry/wetted area excluding the base plane). These two goals generally conflict in waverider design, so a germane comparison between the parameterization schemes is an analysis of the relative positions of their respective Pareto fronts in V/A versus L/D space. Adding more degrees of freedom could further advance the Pareto front, but such advances need to be viewed in the context of the cost of the increments in degrees of freedom and expansion of the design space. This needs to be assessed in the case of a high fidelity study, where the parametric geometry model in development is going to be used, and in the context of the computational cost of each simulation and the overall computational budget.

In order to generate the fronts, we ran a genetic algorithm [18] search for each parameterization. A fixed computational cost approach with 3000 calculations for each parameterization was followed. The resulting Pareto fronts and some of the geometries along them are presented in Figure 16.

The Pareto fronts identified by the two design variable optimizations (the first and fourth cases) consist of about 900 designs each, the second case with four design variables has 50 and the third one with six design variables only has 15. The latter Pareto fronts are not resolved to the same degree as the two design variable cases due to the convergence criterion being a simple computational budget limitation. A much greater number of calculations and computational resources would be needed to achieve the same level of Pareto front convergence for the more complex parameterizations.

From the Pareto front landscape of Figure 16 we can draw a number of conclusions that can assist us when deciding on the parameterization of the inversely designed waverider component of an aircraft geometry model. The option of using a quadratic Bézier curve with a single intermediate control point yields, predictably, the poorest performances, as with the same number of design variables and using two intermediate control points with one degree of freedom each, a much better set of optimal solutions can be obtained. This also points to an advantage of enabling double curvature shapes for the profile curve. Allowing the two intermediate control points to move in two directions yields a further improvement that would potentially be desirable should the increased dimensionality of the design space and subsequent increase in the cost of more advanced design studies be acceptable. The same applies to using three intermediate control points, although the improvements are marginal at this stage.
Figure 16. Pareto fronts for different parameterizations of upper surface profile curve.

Table 1. Two of the inviscid and viscous L/D calculation comparisons with CFD

<table>
<thead>
<tr>
<th>Geometry</th>
<th>Euler CFD</th>
<th>Inviscid calculated</th>
<th>RANS laminar CFD</th>
<th>Viscous calculated</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>5.34</td>
<td>5.358</td>
<td>4.82</td>
<td>4.847</td>
</tr>
<tr>
<td></td>
<td>9.85</td>
<td>9.824</td>
<td>7.36</td>
<td>7.268</td>
</tr>
</tbody>
</table>

B. Case 2.

Evaluations such as the one above can be applied to almost all aspects of the parametric geometry. In the following example we consider the impact of adding more flexibility to the shockwave profile curve. As seen in Figure 17 and also mentioned earlier in Section IV, we are using a shockwave profile consisting of a straight line for the central region to obtain uniform flow, and a $4^{th}$ order Bézier with the three intermediate points in line in order to achieve third order continuity at the interface (point 0) with the straight line segment.
In this case we are looking to evaluate how much control we need over positioning those three intermediate points. Point 0 is fixed to 35% of the total span as a design constraint for the area where uniform flow is required. The span and length of the waverider are also fixed, therefore point 4 is only allowed to move up and down, and the maximum distance between the shockwave and upper surface curves is restricted. The 2 intermediate points of the upper surface profile curve are equally spaced along the span and only allowed to move up and down. This is done because, with changes to the shape of the shockwave profile curve, the limitations that apply for the upper surface profile curve as mentioned in Section III change, and we wish to allow the geometry to exploit any changes in the shockwave shape. The angle of the shock is also restricted to 15 degrees. The three different parameterizations of the shockwave profile curve that were evaluated are:

- Equally spaced - One variable controlling the position of point 3 along the span, with points 1 and 2 equally spaced between 0 and 3.
- 1 independent - One variable controlling the position of point 3 along the span independently, and one more controlling the position of point 2, with only point 1 equally spaced between 0 and 2.
- All independent - Three variables controlling the position of each of the points, 1, 2, and 3.

In all cases the points are restricted to being in the same order, i.e. point 1 is always between 0 and 2, etc.

The L/D evaluation method used was the one described earlier with the flow conditions remaining the same. The objectives to be maximized are again the lift to drag ratio (L/D) and volumetric efficiency (V/A). Again, 3000 evaluations were run for each parameterization using a simple genetic algorithm. The resulting Pareto fronts and two geometries close to the two ends can be seen in Figure 18.

![Figure 17. Shockwave profile curve control points under investigation.](image)

In this case, we do not see significant advantages when increasing the flexibility of the geometry. We observe that allowing point 3 to move independently from the other two enables a wider range of Pareto optimum solutions, however the improvements at the region of the first Pareto front (red circles) are very small. Having control over the position of all three points seems to yield no further advantages. Therefore, controlling all points with a single design variable would be an acceptable option, while controlling point 3 independently might also be considered, since it is also the point that controls the tangency at the end of the curve (at point 4).
It is important to note at this stage, that the goal of the design searches presented here is not the identification of a final optimal geometry. Instead, the objective here was to use an optimizer to exercise each parameterization, testing their flexibility in the ‘good’ region of the design space and testing the ability of each to access these regions. Additionally, the two cases presented are mostly meant as examples illustrating the proposed methodology. By conducting such parametric flexibility studies one can further justify the parameterization options that are used in subsequent design studies. Conclusions drawn from such studies are also meant to assist the development of more complete hypersonic aircraft parametric models, by providing information and a means to compare different parameterization options for the waverider component. While it is true that efficiently parameterizing each component through low fidelity studies will not necessarily translate to efficiency of the more complex parametric geometry, such studies can provide good indications on where the limits of over and under-parameterizing the geometry may lie. Therefore, flexibility trade studies, such as the one described here, apart from offering a better understanding on handling such geometries, are also useful precursors of more complex design studies, as they identify the necessary level of flexibility, or, at least, offer an educated guess in terms of the flexibility versus performance trade-off, before expensive resources are committed to more complex and higher fidelity design optimizations.

VI. Conclusions

In this paper we presented a series of investigations focused at the efficient handling and parameterization of waverider forebody shapes generated with inverse design methods. We documented three different variations, as well as a new hybrid approach, of the osculating cones waverider forebody design method that offer direct control over different aspects of the final geometry, and we highlighted the importance of opting for the approach that is best suited to any specific design requirements that might be present. Additionally, we reviewed and analyzed the requirements and limitations that apply to the parametric design-driving curves of the osculating cones waverider design method. It is apparent that at least third order continuity of the shockwave profile curve is required to obtain smooth surfaces, while the curve defining the leading edge shape on the shockwave can be much more flexible. To provide further insight and also a basis upon which we can evaluate different parameterization schemes in the parametric geometry model development stages, we presented a methodology to evaluate and compare different parameterization options through a series of multi-objective optimization studies. Two example cases were presented where we attempted to determine the effect of increased flexibility of the design-driving curves on two performance characteristics of interest. Essentially, by conducting such investigations, the decisions made in the process of developing the parametric geometry model can be further rationalized, which is of significant importance.
due to the limited experience available in the hypersonic design field. Most of the material presented is also relevant to other similar inverse waverider design techniques, such as the osculating axisymmetry and osculating flowfield methods or even wedge and conical shock based ones. Overall, the work presented can provide useful guidelines to anyone developing or using a waverider-based hypersonic aircraft parametric geometry engine.
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