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Abstract
Ideally, national policies designed to control infectious diseases would rely on regional estimates of disease burden from surveillance systems, producing risk maps that determine the allocation of resources for interventions. Such accounting for spatial heterogeneity of disease incidence, although still underused [1], is critical to the design of effective control programs, particularly in low resource settings. For many infectious diseases, including influenza, measles, cholera, malaria, and dengue fever, there is also pronounced seasonal variation in incidence. Policy-makers must routinely manage a public health response to these seasonal fluctuations with limited understanding of their underlying causes. Two complementary and particularly poorly described drivers of seasonal heterogeneity in disease incidence are the mobility and aggregation of human populations: outbreaks of disease are sparked by introduction events that are often driven by mobility, and sustained by sufficient densities of susceptible individuals, shaped by aggregation. Both domestic and international mobility patterns, as well as the standing density of populations, tend to exhibit distinct seasonal variations due to school terms, travel for religious holidays, or labor migration driven by agricultural seasons, among other reasons. Here we highlight the key challenges that seasonal migration creates when monitoring and controlling infectious diseases. We argue that for many infections we need to move beyond static risk maps of disease burden, and we discuss the potential of new data sources in accounting for seasonal migration in dynamic risk mapping strategies.


Introduction

Some of the most important infectious diseases of humans, including influenza, cholera, malaria, dengue, and measles, exhibit epidemic dynamics, with incidence often peaking at particular times of the year. Seasonal dynamics are driven both by human factors, such as changing patterns of human aggregation (Figure 1), population-level susceptibility to infection, or importation of pathogens that spark periodic epidemics, and also by biological aspects of transmission such as climatic suitability for disease spread or the availability of vector species. For example, immunizing childhood infections such as measles, rubella, and pertussis, exhibit strong seasonal dynamics, generally reflecting ‘term-time forcing’ where periods of high transmission echo children’s attendance of school [2]. Seasonal migration linked to agriculture, fisheries, and pastoralism has been part of the cultural landscape of many parts of the world for generations (e.g., Niger [3], Ghana [4], India [5]), and has also been implicated in seasonal epidemics of measles, for example [2]. Overall, in contemporary populations across both high and low income settings, domestic and international movements linked to work, holidays, and school terms are of significant magnitude, and are likely to shape both the spatial spread and timing of epidemics, as well as modulating the surveillance systems that we use to observe outbreaks (Figure 2). Despite this, the human drivers of infectious disease seasonality are still poorly understood, particularly in low income regions where the burden of infectious diseases is highest. 

For many pathogens, environmental variables are equally important drivers of seasonal variation in disease incidence, and interact with human migration in complex ways. Influenza seasonality, for example, is likely to reflect both term-time forcing [6] and variation in absolute humidity [7]. Vector-borne infections like malaria and dengue fever are strongly influenced by the seasonality of mosquito populations, which are in turn dependent on oscillations in rainfall and temperature [8]. Similarly, in regions with seasonal cholera epidemics, such as Bangladesh, monsoon rains and flooding bring high risk of the water-borne infection each year [9]. Thus, the seasonal cycles of the environment and in human societies interact to produce large oscillations in disease risk. If we can disentangle the key drivers of seasonal epidemics, however, the relative regularity of human behaviors and climatic changes mean that we may be able to predict and prepare for outbreaks. 

To establish the impact of seasonal human movements on disease incidence, quantifying human distributions and mobility patterns will be necessary in many cases, but this has proved extremely challenging, particularly in low-income settings and on relevant time scales [10]. For some infections such as measles, the biological basis of transmission is sufficiently well understood that the human dynamics driving seasonal epidemics can be inferred from epidemiological data [11, 12], but this is not the norm. New approaches are being developed to directly observe human mobility using mobile phone data and satellite imagery [13], and these have the potential to transform surveillance tools and public health interventions. However, important analytical and logistical challenges remain, particularly related to integrating diverse data-streams across scales, managing varying resolution in infectious disease surveillance data, and measuring driver variables such as growing seasons for agriculture crops. In addition to these analytical problems, there are multiple political hurdles to overcome in protecting individual privacy and forming partnerships necessary to integrate these approaches into control programs. Here we outline the implications of seasonality – particularly due to human movement – for the surveillance and control of infectious diseases, and argue that we are now in a position to move towards dynamic risk mapping.  

Seasonal migration may bias estimates of disease burden 
Two human factors underlie an epidemic; a sufficient density of susceptible people, and – in places where the disease is not endemic – the introduction of an infectious individual, providing the “spark” to ignite it. In populations that are too small to sustain transmission (i.e., below the Critical Community Size for immunizing infections [14]), or where control has been successfully implemented to achieve elimination, temporal patterns of outbreaks depend on the timing of these introduction events, often from some larger population center. For example, smaller cities in England and Wales lag behind London in the timing of their measles epidemics, as people spread infection outwards from the capital [15].  Introduction events also spark seasonal epidemics of influenza, which occur when novel strains are imported into populations; and evidence from the 2009 H1N1 outbreak indicates a role for both school opening schedules and local, small scale movement [6]. For vector-borne epidemic diseases like malaria and the more recently emerging dengue fever, both novel pathogen strains entering susceptible populations (facilitated by human movement [16]) and seasonally changing environmental suitability for the mosquito vector determine seasonal and epidemic dynamics [9]. Being able to make predictions about the severity, location, and timing of seasonal infectious disease epidemics would not only greatly improve public health preparation and response, and facilitate surveillance and monitoring of population susceptibility, but also allow for more efficient, timed interventions. Improved understanding of the interaction between seasonal population movements and climatic oscillations in driving epidemics will facilitate better predictive frameworks and dynamic risk estimates.

The extent to which seasonal migration will impact infectious disease burden and control policies will depend on the epidemiology of the pathogen and the surveillance strategies used to measure and respond to it, respectively. Surveillance forms the basis of infectious disease control policy and the allocation of financial resources from Ministries of Health to smaller administrative units, but it can be biased in many ways. Passive surveillance is the norm for many infections: disease incidence is reported from local clinics and hospitals as the number of cases occurring over some time period relative to the population at-risk, which is assumed to correspond to a census-based, or projected, estimate of the local population size. Data is often then further aggregated, for example into yearly time-steps (e.g., see the World Health Global Health Observatory data repository[17]) or broad age groups; perhaps a legacy of times when data storage and transmission were more arduous. Such temporal aggregation very obviously impedes estimates of seasonality in burden, but even where data is not aggregated to yearly time-steps, there are many ways in which seasonal fluctuations may bias passive surveillance (Figure 2).  

Seasonal migration may cause both the number of cases reported and the at-risk population to be inaccurate in complex ways. First, in determining the frequency of local disease cases (i.e. measuring the numerator of incidence and prevalence estimates) seasonal movements can impact the number of individuals reporting to clinics, since travelers may seek treatment wherever they become sick. For infections with longer latent periods, residents who become infected while traveling, but only suffer symptoms once they come home, can inflate estimates of local transmission. These issues are particularly important for infections with non-specific symptoms that may be treated without confirmation of the causal pathogen, and for infections with a large proportion of asymptomatic cases. For example, malaria, influenza, and dengue fever can all cause acute febrile illness, particularly in non-immune individuals, and clinicians may either under- or over-estimate the probability that a patient has one or the other infection, depending on their assessment of local transmission. For example, in many tropical regions, dengue fever, Chikungunya, influenza, and malaria, may all be circulating, but with varying frequency in different populations and at different times, due to regional differences in climate or transmission patterns. Without a good understanding of the changing patterns of risk for each of these infections, clinicians may systematically misdiagnose patients, resulting in inappropriate treatment and misreporting to the central surveillance system (Figure 2).  

In addition to altering the number of reported cases, migration affects the size of the at-risk population (i.e. the denominator for prevalence and incidence calculations [10], Figure 2). Population densities may change dramatically in regions where seasonal mobility is pronounced, biasing both the estimated transmission parameters - calculated assuming a particular population density [18]- as well as the requirements for preventative measures or treatment options. For example, in Niger, many people migrate northwards during the rainy season for the agricultural opportunities in the low density northern regions, returning to the cities in the dry season [19] . In this case, for a given number of cases, incidence will be over-estimated in places with high numbers of migrants and under-estimated in areas where many residents are absent. An important consideration for the impact of these shifting population densities is the demographic structure of the mobile populations [20]; in East Africa for example, an analysis of human population movements from census data shows that different demographic groups travel different routes and variable amounts [20]. Often, seasonal migration for work means that young men are the most mobile. This causes the profile of disease susceptibility and transmission potential to vary in both the origin and destination populations. 

Surveillance may also be active, moving beyond passive recording of clinical cases to a system that directly surveys the population. For immunizing infections where a vaccine is available, serological surveys that characterize the immune status of individuals in different age categories [21] are often used to inform the basis of decision-making for vaccine requirements and delivery. Epidemic-prone infections without an effective vaccine rely on surveillance for allocation of resources for prevention, case management, and transmission reducing measures. This might include distribution of bed-nets and targeted insecticide spraying (prevention) and drug delivery for malaria, for example. Here, biases in both the numerator and the denominator as a result of human movement are possible; and the issue becomes the timing of the survey relative to the ebbs and flows in population movements. Similar concerns arise as with passive surveillance, but the timing of serological surveys can be adjusted to take these fluctuations into account, providing hope that better understanding of population movements could reduce bias substantially. 

Overall, both active and passive surveillance may be biased by seasonal movement; and Table 1 illustrates the impact of seasonal migration for different surveillance approaches, highlighting the disease-specific aspects to biases.

Policy implications of biases
Misallocation of resources resulting from biased surveillance estimates may occur in either direction, with the need for prevention and treatment options in different regions being under- or over-estimated as a result. In the case of malaria, for example, frequent imported cases to a particular area may lead to an over-estimate of local vectorial capacity and a misallocation of bed nets and insecticides to populations that are in fact dominated by imported infections, and away from the high transmission settings where cases originate. For infections that cause sporadic outbreaks, responding in a targeted, timely manner can be essential [Grais et al 2008 measles, Ferrari et al 2014 Int J Health, Justin paper on cholera?] Reactive vaccination campaigns for cholera or meningococcal outbreaks – which are generally initiated when local cases reach a particular threshold and take several weeks to roll out – may be triggered ineffectively or in the wrong places if surveillance is biased. Similarly, if particular demographic groups (for example low income families who migrate seasonally, or particular age brackets) are absent at certain times of the year, estimates may not reflect the true distribution of susceptibility and the need for vaccine doses. The same issues may also critically impact estimates from randomized control trials of interventions, where differences in incidence in treatment versus control populations underlie efficacy measures. In addition to these population-level impacts, for many infections that cause general or ambiguous symptoms (e.g. influenza-like illness, which may be caused by any number of pathogens), individual case management may also be affected by incorrect assessments of local infection risk, as described above.

Spatial and temporal heterogeneities in infection risk are currently not adequately accounted for, despite the potential predictability of the drivers – both climatic and human – of seasonal migration. For example, even though seasonal aggregation is recognized to drive annual and multi-annual dynamics of measles, estimates of the overall burden of measles [22], as well as projection of the burden resulting from disruptions to the health care system post-Ebola [23], have tended to neglect this, and single time point estimates of disease burden or static risk maps are the norm for many distinctly seasonal infections. Significant progress has been made in generating risk maps for malaria that reflect spatial heterogeneities in prevalence (www.map.ox.ac.uk), for example, as well as incorporating mobility patterns [16, 24], but these generally do not account for the pronounced seasonal peaks in prevalence driven by rainfall, temperature, and resulting mosquito population dynamics (although work is beginning in this direction, see [25, 26]). 

The need for efficient use of resources calls for temporal variation in both surveillance and control efforts that reflect fluctuating risk for many seasonal infectious diseases. Logistical restrictions emerge as an important consideration here – for example, vaccination campaigns may take years to prepare [27], and thus are hard to deploy reactively. Even when successfully implemented, there is often spatial heterogeneity in coverage achieved, with remote communities remaining underserved [28]. Combined, these two features provide strong motivation to time campaigns to the period during which seasonally mobile populations are most likely to be in areas where vaccination has highest uptake. For other time-varying interventions, such as seasonal malaria chemoprophylaxis, the interaction between human migration and climatic fluctuations that drive vector availability will directly impact the efficacy of the intervention. Thus, although surveillance, prevention and outbreak control strategies may be suboptimal in the face of large seasonal population movements, evidence-based adjustments in both the spatial allocation and timing of prevention and intervention strategies could potentially mitigate these effects.

New approaches to understanding seasonality
Unlike epidemics driven by rare emergence events and/or natural disasters (e.g. the 2014 Ebola epidemic or the 2010 cholera epidemic in Haiti following an earthquake), outbreaks that are broadly repeatable due to annual weather patterns and seasonal migration should be amenable to predictive modeling and targeted interventions. For many infections, this relies on a clear understanding of both the environmental and human drivers of epidemics. Although the relationship between transmission and climate remains poorly understood for many pathogens, the expanding availability of temporally and spatially resolved incidence data, paired with ever more accurate climate measurements has spurred efforts ranging from wavelet analysis [29] to detailed dynamic model investigation of drivers for a range of pathogens [30]; and this is likely to expand yet further in the coming years. At the more tangible scale, new diagnostic approaches are likely to mitigate the issue of seasonal mis-diagnosis (Figure 2) due to reliance on syndromic reporting [REF]. However, human mobility is likely to be continuously a challenge, and our focus on emerging approaches for tackling aspects of seasonality and control of infectious disease that are linked to human mobility. We see three distinct aspects to these approaches: first, in quantifying how people are distributed in time and space, second in assessing the directionality of human fluxes, and third in meaningfully combining these two aspects with transmission parameters of interest.   

The first challenge that must be met to accurately encompass seasonal human movement in estimates of seasonal disease burden is to adequately characterize the population at risk (or denominator, Figure 2). New methods and Bayesian approaches to integrate multiple sources of data into nuanced mapping of populations are likely to provide part of the solution to defining the denominator [18], particularly as seasonally varying sources of information such as mobile phone data or night lights [31] could be deployed within this framework (Figure 3). A complication for many infectious diseases, and particularly those for which there is some form of immunity, is that past locations of individuals, and specifically, what this past implies for a past history of infection (or vaccination) will also determine whether they are at risk. Similarly, interpreting seasonal variation in the numerator (Figure 2) may requires combining the incidence information with knowledge of the source and destination populations of individuals presenting as cases, both because this will determine where they should be targeted for interventions, but also because this may reveal the core processes underlying infection (Figure 1). Together, these attributes imply a need to explicitly characterize the underlying patterns of human movement shaping the numerator and denominator (in addition to accurately mapping numbers of people in a particular place at a particular time). 

Second, we must leverage new methods for quantifying the human dynamics that lead to these spatial distributions. Measuring human travel patterns remains challenging, particularly in low income settings in regions with low population density. However, new approaches to understanding human migration are being developed that utilize the “digital exhaust” produced by mobile phones and other devices, which provide time-stamped locations for millions of individuals. The utility of this approach varies with the density of mobile phone towers, the data available for analysis, and the behaviors of subscribers, but is nevertheless promising. Where this data is available, and particularly where it can be confronted with data on seasonal disease incidence, there is potential for considerable advances in understanding the role played by human movement in shaping seasonal disease dynamics. Previous work has suggested, for example, that seasonal mobility in Kenya shapes the magnitude of transmission of rubella [32], which has implications in turn for spatial dynamics of the infection, and can determine the burden of Congenital Rubella Syndrome [33]. Likewise, predictive frameworks for dengue outbreaks are more accurate when they incorporate both climatic variations and human migration measured by mobile phones [34], allowing for vector control and hospital preparation in advance of epidemics. With sufficient longitudinal data, it is also possible that the predictability of seasonal movements allows for effective models of disease transmission even in the absence of ongoing access to mobile phone or nightlight data. 

Once the location and dynamics of populations are well described, there are promising possibilities for using modeling approaches to estimate transmission parameters that drive disease spread. For example, knowledge of human movement patterns can be a powerful tool for identifying locations where infections are persisting in the absence of re-introductions. Formally, these can be characterized as locations where the basic reproduction number R0<1; and a meta-population model of infectious disease dynamics building on availability of human movement data allows these to be formally identified, enabling targeting for control [24]. So far, such approaches have not also considered seasonality, but building on biological knowledge of constraints of vector life-cycles, in the case of malaria or dengue, there is considerable scope for extending this, and refining targeting to be limited in time as well as space. In addition to these dynamical modeling approaches, pathogen genomics provide additional insights into mixing patterns between pathogen populations circulating in different regions, as well as providing information about where imported infections are coming from. Although integrating the complexities of seasonality are still difficult within population genetic models, the external (inferences from mobile phone data) and internal (pathogen genomics) measures of migration between populations will in many cases provide power to estimate spatial spread of disease due to human movements. Furthermore, by leveraging the differential seasonal peaks from multiple pathogens, it’s possible that we can gain further insight into the regional human travel that underlies all of them – providing inference even in the absence of direct travel data. 

Discussion
Seasonal travel of one sort or another is a fact of life for nearly every country and socioeconomic group, and its impact on infectious disease outbreaks and control policies will depend on the pathogens and regions in question. Disentangling the variable human travel patterns that contribute to seasonal epidemics will be an important step towards preparing for, and responding to, seasonal infections, and may in some cases provide valuable opportunities to time interventions most effectively. As climate data and estimates of human mobility improve and we gain access to better diagnostics and rapid sequencing technologies, our ability to measure the drivers of seasonal infections and respond to them efficiently will also improve. The biggest challenges, therefore, may be integrating these potentially powerful data streams and analytical approaches with public health programs in real world contexts, where politics and lack of sustained funding and capacity may in the end prove to be the most important barriers to their implementation. Highly mobile groups are often assumed to be some of the most vulnerable populations. Seasonal migrants who work on plantations or in the forestry industries in South East Asia, for example, are often unskilled laborers, and are disproportionately affected by malaria. In Niger, populations that relocate in search of employment between agricultural seasons has been indicated as a driver of measles outbreaks [35]. In addition to the fact that mobile populations are by definition hard to keep track of and access for surveillance and interventions, poor and stigmatized populations can be more likely to actively avoid national control programs or surveillance. Population movements are not driven by a single demographic or ethnic group, however, and cannot be simply categorized as a risk factor in every case [36]. The first step towards understanding the migration patterns that underlie seasonal epidemics, therefore, is careful quantitative measurement and nuanced sociological analysis of the dynamics of populations of interest, using the new tools that are now available.

Acknowledgements: This work was funded by a Wellcome Trust Sustaining Health Grant, 106866/Z/15/Z (COB, AJT, CJEM), the Bill and Melinda Gates Foundation (CJEM), and the Models of Infectious Disease Agent Study program (cooperative agreement 1U54GM088558) (COB).

Table 1: Surveillance methods for particular pathogens, target information on population, and possible sources of bias introduced by seasonal movement

	Pathogen
	Surveillance Method
	Targeted information
	Bias from seasonal movement

	General across pathogens
	Case reports
	Local and regional incidence and prevalence estimates
	-over or under estimation of incidence due to non-accounting for denominator changes

	Measles / rubella
	Serological Surveys using IgG (i.e., detecting long term immunity)
	-Susceptibility in the population; average age of infection, and related variables (e.g., R0, susceptibility in women of childbearing age for rubella, etc). 
	-Timing of survey deployment may result in missed seasonally migrant susceptible groups, underestimating size of the susceptible pool and thus outbreak risk. 

-Timing of survey deployment relative to peak of incidence shaped by seasonal movement can alter the inferred average age or rate of acquisition of infection [26], modifying estimates of R0, etc. 

	Vaccine preventable diseases generally
	Vaccine card monitoring
	Vaccination coverage
	Timing of survey deployment relative to seasonal pulses in birth as well as seasonally migrant groups, and incidence may bias estimates of coverage. 

	Cholera
	
	Epidemic thresholds for reactive vaccination campaigns…  
	

	Malaria
	Clinic-based reporting of symptomatic cases (sometimes confirmed by microscopy or RDT, often not) 
	Bed net and IRS requirements by region, ACT allocation (in Vietnam, e.g., this is based on the previous years’ case reports)
	-seasonal epidemics can lead to ACT stock-outs
-possibility of too many bed nets in the wrong places, too few in the right places
-unnecessary coverage of bednets/spraying where little local transmission (all imported)
-failure to effectively target “source” locations

	Dengue
	Clinic-based reporting of cases (a fraction of which would be lab-confirmed)
	Hospital preparedness, vector control
	-hospital overflow



Figure 1: Seasonal movement and infectious disease dynamics A) Schematic incidence of an infection (blue line) showing cases (y axis) against time of year (x axis). A seasonal peak of incidence follows the summer. The underlying driver of this seasonal cycle is changes in the net reproductive number RE, or the number of new infections per infectious individual, because RE is the product of the basic reproductive number (R0, or the number of new infections in a completely susceptible population), and S, the size of the accessible susceptible population, which varies seasonally following human behavior, but also susceptible depletion by infection. Two possible scenarios are illustrated: B) Aggregation of children in schools after the summer holiday (red arrows) increases effective contact among susceptibles, thus altering RE and increasing incidence (reported for many childhood infections [2, 32, 37]); or C) Aggregation in cities after the period of agricultural work where communities have migrated out to rural settings (red arrows) results in an increase in RE (reported for measles in Niger [35]) 
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Figure 2: Seasonal reporting biases in disease incidence. In resource poor settings, the numerator of incidence generally under-estimates cases that have occurred as a result of under-reporting and information loss at a range of scales; here, depicted by a triangle where the narrow point indicates the final data that filters through the surveillance system to the ministry of health. The filter might also fluctuate seasonally: access to medical health centers where reporting occurs is likely to fluctuate seasonally, for reasons ranging from roads being washed out, to no one being available to accompany sick individuals during busy times such as harvest season. Misdiagnosis might also vary seasonally, for example, where at particular times of year, the expectation is that malaria is the core cause of fever. Finally, the denominator might also vary seasonally as a result of large-scale movements of population, for example linked to agriculture.  
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Figure 3: New directions for characterizing human seasonal movement, and evaluating its effects on infectious disease dynamics A) A hypothetical population consisting of three patches, a focal site (red), where density varies from low (pale red) to high density (dark red) over the course of the year (x axis) following movement to two smaller patches (red arrows) which are unevenly visited (arrow size); associated pathogen incidence (y axis) over the same time-course (x axis) is shown below (blue line); B) Potential sources of inference into this system include integrated Bayesian models of population density (top panel) that incorporate seasonally fluctuating sources (extending on [18]); directional information on population flows, such as those available from CDRs (middle panel [32, 38, 39]); and methods which combine information on human density and movement with that on infectious disease incidence (bottom panel) using mathematical models to strengthen inference into core parameters such as R0 [24].   
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