Perspective: Methods for large-scale density functional calculations on metallic systems
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Current research challenges in areas such as energy and bioscience have created a strong need for Density Functional Theory (DFT) calculations on metallic nanostructures of hundreds to thousands of atoms to provide understanding at the atomic level in technologically important processes such as catalysis and magnetic materials. Linear-scaling DFT methods for calculations with thousands of atoms on insulators are now reaching a level of maturity. However such methods are not applicable to metals, where the continuum of states through the chemical potential and their partial occupancies provide significant hurdles which have yet to be fully overcome. Within this perspective we outline the theory of DFT calculations on metallic systems with a focus on methods for large-scale calculations, as required for the study of metallic nanoparticles. We present early approaches for electronic energy minimization in metallic systems as well as approaches which can impose partial state occupancies from a thermal distribution without access to the electronic Hamiltonian eigenvalues, such as the classes of Fermi Operator Expansions and Integral Expansions. We then focus on the significant progress which has been made in the last decade with developments which promise to better tackle the length-scale problem in metals. We discuss the challenges presented by each method, the likely future directions that could be followed and whether an accurate linear-scaling DFT method for metals is in sight.

PACS numbers: Valid PACS appear here

I. INTRODUCTION

Electronic structure theory calculations, using the Density Functional Theory (DFT) approach, are widely used to compute and understand the chemical and physical properties of molecules and materials. The study of metallic systems, in particular, is an important area for the employment of DFT simulations as there is a broad range of practical applications. These applications range from the study of bulk metals and surfaces to the study of metallic nanoparticles, which is a rapidly growing area of research due to its technological relevance [1].

For example, metallic nanoparticles have optical properties that are tunable and entirely different from those of the bulk material as their interaction with light is determined by their quantization of energy levels and surface plasmons. Due to their tunable optical properties, metal nanoparticles have found numerous applications in biodiagnostics [2] as sensitive markers, such as for the detection of DNA by Au nanoparticle markers. Another very promising area of metallic nanoparticle usage concerns their magnetic properties which intricately depend not only on their size but also on their geometry [4], and can exhibit effects such as giant magnetoresistance [5][6]. However, by far the domain in which metallic nanoparticles have found most application so far is the area of heterogeneous catalysis. Catalytic cracking of hydrocarbons produces the fuels we use, the vehicles we drive contain catalysts to control the emissions released, and the production of certain foodstuffs also rely on catalytic processes, all of which can use metallic nanoparticles. Catalysis also has a significant role to play in Proton Exchange Membrane (PEM) fuel cells, for example, offering a promising source of clean energy, producing electricity by the electrochemical conversion of hydrogen and oxygen to water. Either monometallic or alloyed, metallic nanoparticles are used as catalysts in these processes, and anchored to a support such as an oxide or carbon. The size, shape and composition (e.g. core-shell, bulk alloy, segregated structure) [7] of these nanoparticles influence their chemical properties, and catalytically important sizes of nanoparticles (diameters of 2-10nm) can consist of hundreds to thousands of atoms.

Even though extended infinite surface slabs of one type of crystal plane are often used as models [8], which correspond to the limit of very large nanoparticles (≥ 5nm) we can see from Figure 1 that this limit is not reached before nanoparticles with thousands of atoms are considered. The slab model has been applied successfully in screening metal and metal alloys for a variety of reactions, providing guidance on how to improve current catalysts or identifying novel materials or compositions [9]. However, these types of models, while providing useful insight, do not capture the complexity of the nanoparticle [10], for example, the effect the particle size has on properties or edge effects between different crystal planes. The influence of the support can modify the electronic structure and geometry of the nanoparticle as well as cause “spillover effects” which may, in turn, affect catalytic activity [11]. Metallic nanoparticles are also dynamic,
and interaction with adsorbates can induce a change in their shape and composition, which can modify their behavior. A fundamental understanding of how catalytic reactions occur on the surfaces of these catalysts is crucial for improving their performance, and DFT simulations play a key role [12][13][14][15][16].

The need to understand and control the rich and unique physical and chemical properties of metallic nanoparticles provides the motivation for the development of suitable DFT methods for their study. Conventional DFT approaches used to model metallic slabs are unsuited to modeling metallic nanoparticles larger than \( \sim 100 \) atoms as they are computationally very costly with an increasing number of atoms. Therefore, development of DFT methods for metals with reduced (ideally linear) scaling of computational effort with the number of atoms is essential to modeling nanoparticles of appropriate sizes for the applications mentioned above. Such methods also allow for the introduction of increased complexity into the models, such as the effect of the support or the influence of the environment such as the solvent.

In this perspective, we present an introduction to methods for large-scale DFT simulations of metallic systems with metallic nanoparticle applications in mind. We provide the key ideas between the various classes of such methods and discuss their computational demands. We conclude with some thoughts about likely future developments in this area.

II. DENSITY FUNCTIONAL THEORY FOR METALLIC SYSTEMS

Density Functional Theory has become the method of choice for electronic structure calculations of materials and molecules due to its ability to provide sufficient accuracy for practical simulations combined with manageable computational cost. DFT can be performed in its original formulation by Hohenberg and Kohn [17] where observables such as the energy are computed as functionals of the electronic density. This approach is attractive due to its computational simplicity, but its accuracy is limited due to the lack of generally applicable high accuracy approximations for the kinetic energy functional. Thus such “orbital-free” DFT calculations are not usually accurate for chemical properties. However, this is an area of ongoing developments [18] and there have been applications in specific cases such as the physical properties of liquid Li [19].

The majority of DFT calculations are performed with the Kohn-Sham approach which describes the energy of the system as a functional of the electronic density \( n(r) \) and molecular orbitals \( \{ \psi_i \} \)

\[
E[n] = \sum_i f_i \langle \psi_i | \hat{T} | \psi_i \rangle + \int \nu_{ext}(r)n(r)dr + E_H[n] + E_{xc}[n]
\]

where the terms on the right are the kinetic energy, the external potential energy, the Hartree energy and the exchange-correlation energy of the electrons respectively. The molecular orbitals \( \{ \psi_i \} \) are the solutions of a Schrödinger equation for a fictitious system of non-interacting particles

\[
\left[ -\frac{1}{2} \nabla^2 + \hat{\nu}_{KS} \right] \psi_i(r) = \epsilon_i \psi_i(r)
\]

where \( \epsilon_i \) are the energy levels and where the effective potential \( \hat{\nu}_{KS} \) has been constructed in such a way that the electronic density of the fictitious non-interacting system

\[
n(r) = \sum_i f_i |\psi_i(r)|^2
\]

is the same as the electronic density of the system of interest of interacting particles.

We need to point out that the solution of the Kohn-Sham equations (2) is not a trivial process as the Kohn-Sham potential \( \hat{\nu}_{KS}[n] \) is a functional of the density \( n \) which in turn depends on the occupancies \( f_i \) and the one-particle wavefunctions \( \psi_i \) via equation 3. Thus the Kohn-Sham equations are non-linear and in practice they need to be solved iteratively until the wavefunctions, occupancies and the density no longer change with respect to each other, which is what is termed a self-consistent solution to these equations. Typically this solution is obtained by a Self-Consistent-Field (SCF) process where
$\hat{n}_{KS}[n]$ is built from the current approximation to the density; then the Kohn-Sham equations are solved to obtain the one-particle wave functions and occupancies to build a new density; from that new density a new $\hat{n}_{KS}[n]$ is constructed and these iterations continue until convergence.

For a non-spin-polarized system the occupancies $f_i$ are either 2 or 0, depending on whether the orbitals are occupied or not. The extension of the equations to spin polarization, with occupancies 1 or 0, is trivial. This formulation of DFT is suitable for calculations on materials with a band gap (or HOMO-LUMO gap in molecules), and a wide range of algorithms have been developed for the efficient numerical solution of these equations.

The absence of a gap at the Fermi level of metallic systems makes the application of DFT approaches for insulators unsuitable for metallic systems. The extension of DFT to finite electronic temperature by Mermin can overcome this limitation by providing a canonical ensemble statistical mechanics treatment of the electrons. In this approach, the existence of a universal functional $F_T[n]$ of the electronic density for the canonical ensemble electronic system at temperature $T$ is shown, and the Helmholtz free energy of the electronic system is written as:

$$A[n] = F_T[n] + \int v_{ext}(r) n(r) \, dr \quad (4)$$

where $v_{ext}(r)$ is the external potential and $F_T[n]$ contains the kinetic energy, the electron-electron interaction energy and the entropy of the electronic canonical ensemble.

A Kohn-Sham mapping of canonical ensemble DFT to a system of non-interacting electrons can be carried out by analogy with the derivation of standard Kohn-Sham DFT for zero electronic temperature. In this description, the electronic system is represented by the single particle states (molecular orbitals) $\{\psi_i(r)\}$ which are solutions of a Kohn-Sham eigenvalue equation, such as (2). The electronic density is constructed from all the single particle states

$$n(r) = \sum_i f_i \psi_i(r)^{\ast} \psi_i(r). \quad (5)$$

where the fractional occupancies $f_i$ of the states follow the Fermi-Dirac distribution:

$$f_{FD}(\epsilon_i) = \left[1 + \exp\left(\frac{\epsilon_i - \mu}{\sigma}\right)\right]^{-1}, \quad (6)$$

where $\mu$ is the chemical potential and $\sigma = k_B T$, where $T$ is the electronic temperature and $k_B$ is the Boltzmann constant. For this distribution of occupancies, the electronic entropy is given by

$$S(f_i) = -k_B \sum_i f_i \ln(f_i) + (1 - f_i) \ln(1 - f_i). \quad (7)$$

As in the zero temperature case, the non-interacting system is constructed to have the same density as that of the interacting system. The Helmholtz free energy on the interacting electronic system is expressed as:

$$A[T, \{\epsilon_i\}, \{\psi_i\}] = \sum_i f_i \langle \psi_i | \hat{T} | \psi_i \rangle + \int v_{ext}(r) n(r) \, dr + E_H[n] + E_{xc}[n] - TS[\{f_i\}], \quad (8)$$

and consists of the kinetic energy of the non-interacting electrons, and the known expressions for the external potential energy and Hartree energy of the electrons and the unknown exchange-correlation energy expression. Also, the entropic contribution to the electronic free energy $-TS[\{f_i\}]$ is included. In practice, this is a functional not only of the density but also of the molecular orbitals (as they are needed for the calculation of the non-interacting kinetic energy, and the orbital energies, which determine their fractional occupancies.

Another aspect which is particularly relevant for DFT calculations of metallic systems is Brillouin zone sampling. Because of the extremely complicated Fermi surface in some metallic systems, incredibly dense k-point sampling must be done to sample the Brillouin zone adequately, for instance by using a Monkhurst-Pack grid [20], or the VASP tetrahedron method [21]. As the systems become larger, even in metallic systems, the k-point sampling becomes less demanding as the bands flatten.

Solving these canonical ensemble Kohn-Sham equations is not trivial and presents more difficulties than working with the zero temperature Kohn-Sham equations[22]. One has now to determine, in principle, an infinite number of states (instead of just N states in the zero temperature case) - although we can in practice neglect the states whose energy is higher than a threshold beyond which the occupancies are practically zero. Another complication is the fact that most exchange-correlation functionals that are used in practice have been developed for zero temperature, so their behaviour and accuracy in a finite temperature calculation is not well understood.

Due to operations such as diagonalization, the computational effort to perform DFT calculations, whether on insulators or metals, formally increases with the third power in the number of atoms. This scaling constitutes a bottleneck in efforts to apply DFT calculations to more than a few hundred atoms, as is typically the case in problems involving biomolecules and nanostructures. Walter Kohn showed the path for removing this limitation for insulators with his theory of the “nearsightedness of electronic matter”[23] which states that the 1-particle density matrix (or equivalently the Wannier functions) decay exponentially in a system with a band gap:

$$\rho(r, r') = \sum_i f_i \psi_i(r)^{\ast} \psi_i(r') \propto e^{-\gamma |r-r'|}. \quad (9)$$

Several linear-scaling DFT programs have been developed during the last couple of decades, based on refor-
In the following paragraphs, we will discuss the Pulay mixing scheme, which is a form of iterative diagonalization of a Hamiltonian matrix to be found without performing a full diagonalization of the whole matrix - detailed information can be found in Kresse and Furthmüller [34].

The simplest approach is linear mixing of densities where the new density, \( n^{i+1}(r) \), is constructed from the density of the previous iteration as

\[
n^{i+1}_{in}(r) = \alpha n^{i}_{out}(r) + (1 - \alpha)n^{i}_{in}(r),
\]

where \( n^{i}_{in}(r) \) and \( n^{i}_{out}(r) \) are the input and output SCF solutions at the \( i \)th iteration. A better option regarding stability and efficiency is to use a mixing scheme based upon a history of previous densities, such as Pulay’s DIIS procedure. Under the constraint of electron number conservation \( \sum_i \alpha_i = 1 \), the next input density is given as

\[
n^{i+1}_{in}(r) = \sum_{j=0}^{m-1} \alpha_{i-j} n^{i-j}_{in}(r).
\]

In DIIS, the mixing coefficients \( \alpha_i \) are found by firstly considering the density residual,

\[
R[n^{i}_{in}(r)] = n^{i}_{out}(r) - n^{i}_{in}(r),
\]

which can incidentally be used to reformulate linear mixing as

\[
n^{i+1}_{in}(r) = n^{i}_{in}(r) + \alpha R[n^{i}_{in}(r)].
\]

If the DIIS assumption is used that the residuals are linear in \( n^{i}_{in}(r) \), then

\[
R[n^{i+1}_{in}(r)] = \sum_{j=0}^{m-1} \alpha_{i-j} R[n^{i-j}_{in}(r)],
\]

the Pulay mixing coefficients, \( \alpha_i \) which minimize the norm of the residual associated with the current iteration are given as

\[
\alpha_i = \frac{\sum_j (A^{-1})_{ji}}{\sum_{kl} (A^{-1})_{kl}}.
\]
where \( A \) is the matrix with elements \( a_{ij} \), the dot products of the residuals with index \( i \) and \( j \).

To apply such a scheme for metals, a preconditioner is additionally required to ensure the convergence has an acceptable rate. The Kerker preconditioner damps long-range components in density changes more than short-range components[37], because, in metals, long-range changes in the density are often the cause of charge-sloshing effects, 

\[
G(k) = A \frac{k^2}{k^2 + k_0^2},
\]

(17)

where \( A \) is a mixing weight and the parameter \( k_0 \) effectively defines a “length-scale” for what is meant by long-range. The \( k \) are the wave vectors via which the density is represented. Thus \( G(k) \) is used to multiply the \( n_{i+1}^{\infty} \) density in reciprocal space and thus damp the “charge-sloshing” that can occur at long wavelengths. Furthermore, as in all approaches for metals, a smeared occupancy distribution must be used.

For metallic systems, the choice of smearing function is also a major consideration. While a Fermi-Dirac occupancy can be used (6), many more options exist which exhibit advantages and disadvantages over Fermi-Dirac. The major benefit of Fermi-Dirac occupation is that the electronic smearing corresponds to a physical thermal distribution at temperature \( T \). If thermally distributed electrons are not of interest and the free energies obtained will be “corrected” to approximate zero Kelvin energies, then any other sigmoidal distribution which converges to a step function in some limit might be used. A significant downside to Fermi-Dirac smearing is that the function tails off very slowly, so a large number of very slightly occupied conduction bands must be used to capture all of the occupied states fully.

Gaussian smearing solves the issue with the long tails of the distribution neatly. The smearing function is given by

\[
f_i^{(G)}(\epsilon_i) = \frac{1}{2} \left[ 1 - \text{erf} \left( \frac{\epsilon_i - \mu}{\sigma} \right) \right],
\]

(18)

where a shifted and scaled error function is used for state occupancy. Using Gaussian smearing, therefore, means that calculations will need relatively fewer partially occupied conduction states to be effective. In this approach, the “smearing width”, \( \sigma \) no longer has a physical interpretation and the free energy functional to be minimized becomes an analogue generalized free energy. Despite this, the approach has been used successfully for decades (it is the default smearing scheme in the CASTEP plane-wave DFT code, for instance) and the results can be effectively extrapolated to zero \( \sigma \) [22] by using

\[
E_{\sigma=0} = \frac{1}{2} (A' + E) + O(\sigma^2),
\]

(19)

where \( A' \) is the generalized free energy functional. This is a post hoc correction and hence is applied at the end of a calculation, while forces and stresses are not variational with respect to this unsmeared energy.

Another approach to recover non-smeared results for metals is to use a smearing function which knocks out the \( \sigma \) dependence of the generalized entropy. First order Methfessel-Paxton Hermite polynomial smearing [38],

\[
f_i^{(MP)}(\epsilon_i) = \frac{1}{\sqrt{\pi}} \left( \frac{3}{2} - \left( \frac{\epsilon_i - \mu}{\sigma} \right) \right) e^{-\left( \frac{\epsilon_i - \mu}{\sigma} \right)^2},
\]

(20)

has only a quartic dependence on \( \sigma \), so that results obtained using this approach need not be extrapolated back to zero \( \sigma \), but may be used directly. A significant disadvantage of this method is that it yields non-physical negative occupancies. This can lead to difficulties in finding the particle number conserving chemical potential, as the thermal distribution has degeneracies, but may also lead to more serious concerns such as areas of negative electron density.

Marzari-Vanderbilt “cold smearing”[39] solves all of these issues by using a form

\[
f_i^{(MV)}(x_i) = \frac{1}{\pi} \left( ax^3 - x^2 + \frac{3}{2} ax + \frac{3}{2} \right) e^{-x^2},
\]

(21)

where \( x_i = (\epsilon_i - \mu)/\sigma \) and \( a \) is a free parameter for which the authors suggest a value of -0.5634.

Head-Gordon et al have explored expansions of the various smearing functions and present comparisons of convergence with the order of the expansions and the number of operations involved [40].

B. EDFT

Density mixing is non-variational in the sense that it can produce “converged” solutions below the minimum, but more than this it can take a long time to reach convergence, or it can even be unstable without a reliable mixing scheme and preconditioner. This is particularly the case in systems with a large number of degrees of freedom. Ideally, a variational approach, where every step is guaranteed to lower the energy towards the ground state energy would be preferred over a density mixing approach, if it could ensure that the ground state energy would always be reached through a stable progression. Marzari et al proposed such a scheme[41] in 1997, which in the literature has become familiar as Ensemble DFT (EDFT). We need to note that EDFT should not be confused with Mermin’s original finite temperature DFT formalism that is often referred to with the same name. A variational progression towards the ground state energy is achieved by decoupling the problems of optimising the 1-particle wavefunctions and of optimising the electronic occupancy of these wavefunctions with respect to the energy of the system. This is achieved by performing an occupancy optimization process with fixed wavefunctions at every step in the optimization of the wavefunctions themselves.
The Helmholtz free energy of equation 8 is expressed in an equivalent way in terms of the occupancies of the molecular orbitals $A[T; \{f_i\}, \{\psi_i\}]$, due to the existence of a one-to-one mapping between the orbital energies and their occupancies. The method generalizes the occupancies to non-diagonal form $\{f_i', \psi_i'\}$ by working with molecular orbitals $\{\psi_i'\}$ which can be considered to be a unitary transformation of the orbitals in which the occupancies are diagonal. In practice, the following energy expression is used $A[T; \{f_i'\}, \{\psi_i'\}]$. Working with this expression provides a stable direct energy minimization algorithm because the optimization of occupancies is not slowed down by nearly degenerate unitary rotations of the molecular orbitals. The optimization of the energy is done in two nested loops as follows: within the inner loop, occupancy contribution to the energy is minimized and in the outer loop the orbital contribution is minimized using the projected functional

$$A[T; \{\psi_i'\}] = \min_{\{f_i'\}} A[T; \{\psi_i'\}; \{f_i'\}], \quad (22)$$

which allows an unconstrained optimization of both the orbitals and the occupancies.

Despite the obvious advantages of the Marzari method, one weakness is that the mapping from the occupancies to the unbounded range of orbital energies is very ill-conditioned, as typically there is a large number of occupancies close to zero that can map on to very different orbital energies.

Freyssoldt, et al [42] have attempted to address this issue by developing an equivalent scheme where one works directly with the molecular orbital energies instead of the occupancies. In the spirit of the Marzari approach, they employ a non-diagonal representation of orbital energies, which is the Hamiltonian matrix, and minimize the following functional

$$A[T] = \min_{\{H_{ij}'\}, \{\psi_i'\}} A[T; \{\psi_i'\}; \{H_{ij}'\}], \quad (23)$$

The combined minimization of $\{H_{ij}'\}$ and $\{\psi_i'\}$ is performed using line searches along an augmented search direction in a joint space.

Alternatively, such a scheme can be done in two loops following the Marzari philosophy. In the outer, orbital loop, a preconditioned gradient of the functional with respect to orbitals is used, while in the Hamiltonian space a search direction between the current matrix and that corresponding to the non-self consistent energy minimum is used. The non-self consistent Hamiltonian is constructed by firstly calculating the occupancies $\{f_i\}$ from the Hamiltonian eigenvalues via an occupancy distribution function. A new electronic charge density can then be calculated as

$$n_{new}(\mathbf{r}) = \sum_i f_i \psi_i(\mathbf{r}) \psi_i^*(\mathbf{r}), \quad (24)$$

and from this density a new (non self-consistent) Hamiltonian matrix $\tilde{H}$ is constructed which is the end-point to the inner loop line search for updating the Hamiltonian:

$$H_{ij}^{n+1} = (1 - \lambda) H_{ij}^n + \lambda \tilde{H}_{ij}^n. \quad (25)$$

Of course, as in the method of Marzari, in order to perform calculations with this approach a diagonalization of the Hamiltonian matrix must occur at each inner loop-step, resulting in a cubically scaling algorithm.

Recently an EDFT method has been implemented within the linear-scaling DFT package ONETEP[43]. ONETEP uses a minimal set of non-orthogonal generalized Wannier functions (NGWFs) which are represented in terms of coefficients of a basis set of periodic sinc (psinc) functions and are strictly localized in space. The psinc basis functions are related to plane waves through a unitary rotation.

ONETEP optimizes the NGWFs variationally with respect to the energy in a manner similar to the outer loop of the EDFT method. The psinc basis set allows a systematic convergence to the complete basis set limit with a single plane-wave cutoff energy parameter much like plane waves do for periodic calculations. Techniques such as PAW, which has gained favour in many codes for the efficient representation of core electrons, may also be applied to the spatially localized NGWFs $\{\phi_n\}$.

ONETEP is usually employed for large systems of hundreds or thousands of atoms within the linear-scaling mode, but a step function occupancy distribution limits its applicability to insulating systems. To exploit near-sightedness of electronic matter, terms in the density matrix,

$$\rho(\mathbf{r}, \mathbf{r}') = \sum_n f_n \psi_n(\mathbf{r}) \psi_n^*(\mathbf{r}'), \quad (26)$$

which is also equal to the EDFT generalized occupancy matrix (if a Fermi-Dirac occupancy function is used) are truncated based on spatial separation and the rest of the DFT can be written in terms of this quantity as

$$n(\mathbf{r}) = \rho(\mathbf{r}, \mathbf{r}). \quad (27)$$

ONETEP constructs the density matrix as an expansion in the NGWFs as:

$$\rho(\mathbf{r}, \mathbf{r}') = \sum_{\alpha \beta} \phi_{\alpha}(\mathbf{r}) K^{\alpha \beta} \phi_{\beta}^*(\mathbf{r}'), \quad (28)$$

where $K^{\alpha \beta}$ is the generalized occupancy of the NGWFs, i.e. its eigenvalues are $\{f_i\}$ and is known as the density kernel. EDFT is implemented [44] by taking the Hamiltonian eigenvalue approach of Freyssoldt et al, but also taking advantage of the localized nature of the NGWFs which obviously also requires dealing with non-orthogonality.

In ONETEP EDFT, the free energy functional is optimized firstly with respect to the Hamiltonian matrix,
\[ A'(T; \{\phi_\alpha\}) = \min_{\{H_{\alpha\beta}\}; \{\phi_\alpha\}} A(T; H_{\alpha\beta}; \{\phi_\alpha\}) \]  

(29)

with respect to \( \{\phi_\alpha\} \).

In practice, the diagonalization of the Hamiltonian within the inner loop is done by orthogonalizing, and then by solving a standard eigenvalue problem using parallel solvers. It can alternatively be done directly with a generalized parallel eigensolver, but to facilitate the expedient replacement of the eigensolver with an expansion method (discussed in the next section) orthogonalization is performed first. The orthogonalization step can be carried out in many ways; using Gram-Schmidt, Cholesky or Löwdin methods, or simply by taking the inverse of the overlap matrix and left-multiplying the Hamiltonian matrix by this to construct a new orthogonal Hamiltonian.

The Löwdin approach requires the overlap matrix to the power 1/2 and -1/2. Due to work of Jansik et al [45], it is possible to construct Löwdin factors in a linear-scaling way using a Newton-Shultz approach, without an expensive eigendecomposition. The Hamiltonian matrix in the basis of Löwdin orthogonalized orbitals can be written as

\[ H'_{ij} = (S^{-1/2} HS^{-1/2})_{ij} \]  

(30)

and subsequently, the Kohn-Sham Hamiltonian eigenvalues can be found by diagonalising this orthogonal matrix with a standard parallel eigensolver. The next step in this EDFT inner-loop method is to construct a non-self consistent density matrix from the Hamiltonian matrix. This density matrix can be represented as a function of the eigenvalues \( \varepsilon_i \) of the Hamiltonian as:

\[ K^{\alpha\beta} = \sum_i M^{\alpha\beta}(\varepsilon_i) M^{i\beta}, \]  

(31)

where the eigenvalues (band occupancies) of the finite-temperature density kernel, \( K^{\alpha\beta} \) are given in terms of a smearing function (6). The matrix \( M \) contains the eigenvectors of the Hamiltonian eigenproblem:

\[ H_{\alpha\beta} M^\dagger_i = S_{\alpha\beta} M^\dagger_i \varepsilon_i. \]  

(32)

Such eigenvalue based approaches will always scale as \( O(N^3) \) as they employ matrix diagonalization algorithms. The construction of the Hamiltonian and orthogonalization procedures are however linear-scaling which significantly reduces the prefactor of this approach (See Fig. 2) versus a comparable EDFT implementation in conventional plane-wave codes.

A minimization is performed in the space of Hamiltonians and a search direction is constructed as

\[ \Delta^{(n)}_{\alpha\beta} = \tilde{H}^{(n)}_{\alpha\beta} - H^{(n)}_{\alpha\beta}, \]  

(33)

where a new Hamiltonian matrix, \( \tilde{H} \) has been constructed from the updated density kernel. The Hamiltonian can then be updated as

\[ H^{(n+1)}_{\alpha\beta} = H^{(n)}_{\alpha\beta} - \lambda \Delta^{(n)}_{\alpha\beta}, \]  

(34)

where \( \lambda \) is a scalar line search parameter. Once the inner loop has converged, and the contribution to the energy from the Hamiltonian can no longer be reduced, the outer loop is resumed and this process continues to self-consistency. At self-consistency, i.e. when the calculation has converged, the Hamiltonian will commute with the density kernel.

C. Matrix Inversion

In all of the methods which follow in section III D, there is a need for matrix inversion or factorization. In fact, even if one needs an orthogonal representation of the Hamiltonian matrix in general, or for computing derivatives of molecular orbitals for optimizing these orbitals, an inverse or factorization of the overlap matrix is necessary.

The overlap matrix of strictly localized functions is itself a highly sparse matrix, since spatial separation of atoms in systems with many atoms, ensures that most matrix elements will be zero and hence \( S \) is localized. As for the inverse overlap sparsity of insulators, this can be shown to be exponentially localized by treating \( S \) as a Hamiltonian matrix and taking its Green’s function at a
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Q
is the matrix to be inverted and \( X_n \) converges quadratically to the inverse matrix in the limit of \( n \to \infty \), provided that \( Q \) is non-singular and \( X_0 \) is initialized with a matrix which guarantees convergence of the iteration[48],
\[
X_{n+1} = X_n(2I - QX_n),
\]
where \( Q \) is the matrix to be inverted and \( X_n \) converges quadratically to the inverse matrix in the limit of \( n \to \infty \), provided that \( Q \) is non-singular and \( X_0 \) is initialized with a matrix which guarantees convergence of the iteration[48],
\[
X_0 = \alpha Q^{0.5},
\]
where \( \alpha = 1/(||Q|| ||Q||) \) is a good choice in general, according to Pan and Schreiber[49]. This is discussed in detail in Ozaki[50], along with several other possibilities for matrix inversion in linear-scaling electronic structure theory calculations. This method, however, has been picked up by the community and is used extensively in modern methods[51] and codes[52].
Another approach which has been developed for the inversion of matrices on the poles of a contour integral (see section III D 4) but which may be applicable more widely is Selected Inversion (SI). In effect this amounts to a Cholesky expansion (or LDL or LU decomposition) of the matrix in order to compute selected matrix elements, such as the diagonal, of the inverse matrix exactly [53].
Assuming that the matrix to be inverted is sparse then it can be decomposed as
\[
LDL^T = PQP^T,
\]
with sparse \( L \), which are lower triangular factor matrices and where \( D \) is a diagonal matrix and \( P \) is a permutation matrix chosen to reduce the amount of “fill-in” in the
sparsity pattern of \( L \) with respect to \( Q \). If we write \( PQP^T \to Q \) for simplicity, then the inverse matrix,
\[
Q^{-1} = L^{-1}(LD)^{-1},
\]
so, provided that the LDL factorization of the sparse \( Q \) matrix can be performed, the potentially sparse (but likely with high fill-in) \( Q^{-1} \) matrix may be calculated trivially by back substitution.
Rather than forming the inverse matrix in this fashion, however, SI may be used to calculated solely the selected elements of the inverse matrix on a pre-defined sparsity pattern. Firstly, the LDL factorization can be computed recursively, using the block factorization:
\[
\begin{pmatrix}
A & B \\
C & D
\end{pmatrix} = \begin{pmatrix}
I & 0 \\
CA^{-1} & I
\end{pmatrix} \begin{pmatrix}
A & 0 \\
0 & D - CA^{-1}B
\end{pmatrix} \begin{pmatrix}
I & A^{-1}B \\
0 & I
\end{pmatrix}.
\]
In the case that \( A \) is a scalar, \( a \) and the matrix to be factorized is block-symmetric, so that \( C \) is a vector \( c = b^T \), and then
\[
\begin{pmatrix}
a & b \\
b^T & D
\end{pmatrix} = \begin{pmatrix}
1 & 0 \\
1 & I
\end{pmatrix} \begin{pmatrix}
a & 0 \\
0 & D - b^Tb/a
\end{pmatrix} \begin{pmatrix}
1 & 1^T \\
1 & I
\end{pmatrix}
\]
where the vector \( l = b/a \). The Schur complement, \( S = D - b^Tb/a \) can then be factorized recursively and so the inverse can be written using the symmetric block matrix inverse formula, for scalar \( a \), as
\[
Q^{-1} = \begin{pmatrix}
(a^{-1} + l^TS^{-1}l) & -l^TS^{-1} \\
-S^{-1}l & S^{-1}
\end{pmatrix}.
\]
In this way, the inverse can be computed recursively, along with the factorization, by descending through the recursion hierarchy until the Schur complement can be formed and inverted using scalar operations, and then the elements of each successive inverse are calculated from the inverse of the previous level, as the hierarchy is ascended. By computing the inverse recursively in this fashion, the authors[58] show that if the diagonal of the inverse matrix is required, only those elements of the inverse Schur complements which have an index equal to the index of a non-zero element of an \( l \) vector need to be calculated. This corresponds to calculating the inverse matrix for only those elements for which the \( L \) matrix has a non-zero element. The authors report computational scaling of \( O(N^{3/2}) \) for 1D systems.
Other methods exist for calculating selected elements of the inverse of a sparse matrix with similarly reduced scaling. The FIND algorithm[54], which works by permuting the original matrix to make a desired diagonal element the trivial solution to the equation with one unknown after an LDL or LU decomposition. This is then repeated for every diagonal element, but the computational cost is made manageable by performing partial decompositions and reusing information. Another option is based on Takahashi’s equations[55], this has the advantage of not needing to invert the triangular factors.
An important point to note with these techniques for inversion is that a sparse matrix factorization must be performed to make them practical and efficient. Routines for doing this are available in libraries such as SuperLU [47] and MUMPS [56]. Both of these libraries contain distributed-memory parallel implementations of matrix factorizations for sparse matrices, but it is well known that the parallel scaling of such approaches is somewhat limited [57].

If a general sparse matrix is factorized in such a way, however, then the factors may be dense, so the approach does not exploit the sparsity at all and so is not helpful in making a fast algorithm. In order to circumvent such a situation, the rows and columns of the matrix to be factorized must be reordered prior to factorization with a fill-in reducing reordering. The ideal reordering in terms of number of non-zero elements in the triangular factor is unknown, as calculating it is an NP-complete problem, however good [58] algorithms exist for finding approximations. Unfortunately, the best of these are not well parallelizable. Despite this, libraries such as ParMETIS [59] and PT_SCOTCH [60] exist and do this operation with the best parallel algorithms currently known. It is perhaps worth noting that the best performing reordering methods differ, depending whether serial or parallel computers are used for the calculation.

D. Expansion Approaches

1. Introduction to expansion approaches

As in linear-scaling methods for insulators, the idea behind expansion and other reduced scaling approaches is to be able to perform an SCF calculation without using an (inherently) cubic-scaling diagonalization step. Thus these methods attempt to compute a converged density matrix for metallic systems directly from the Hamiltonian, using for example (potentially linear-scaling) matrix multiplications, as the Fermi operator expansion approach which is one of the early approaches of this kind. In this way, the cycle of having to diagonalize the Hamiltonian to obtain wavefunctions and energies from which to build the occupancies and the density is no longer needed.

The idea for Fermi operator expansions (FOE) was first proposed by Goedecker & Colombo in 1994 [61]. The density matrix with finite-temperature occupancies, which can be constructed as a function of the eigenvalues of the one-particle Hamiltonian, as in EDFT, is instead built as a matrix-polynomial expansion of the occupancy function. In most works this occupancy function is the matrix analogue of the Fermi-Dirac occupancy function, but can equally be a generalized occupancy function, such as Gaussian smearing, or either Methfessel-Paxton [62] or Marzari-Vanderbilt [41] cold-smearing. For simplicity, this work will only consider Fermi-Dirac style occupancy smeerings, however.

As an alternative to the eigenvalue based methods mentioned in the previous section, FOE methods begin instead by writing the occupancy formula in matrix form:

$$f(X) = (I + e^X)^{-1}, \quad (42)$$

where $I$ is the identity matrix and

$$X = (H - \mu I) \beta. \quad (43)$$

where $H$ is the Hamiltonian matrix expressed in an orthonormal basis, $\mu$ is the chemical potential and $\beta = 1/k_B T$. For instance, we can obtain $H$ using a Löwdin orthogonalization, see equation 30, using for instance, the previously mentioned iterative refinement method of Jansik et al., or with the combination of a recursive factorization of the overlap matrix and iterative refinement of the approximate result [63], as proposed by Rubensson et al. [64]. This method for calculating the Löwdin factor (and inverse Löwdin factor) allows for rapid convergence in a Newton-Schultz style refinement, scheme, while providing heuristics for the requisite parameters, without reference to even extremal eigenvalues. As the title of the work suggests, for sparse matrices, this method can be implemented in a linear scaling way.

In practice, the matrix formula of equation 42 cannot be applied directly as the condition number of the matrix to be inverted will be too large in general. Instead, the operation in 42 is performed as an approximate matrix-expansion of this function.

In all of the following methods, matrix inversion plays an important role. In the following sections we will discuss three of the major flavours of expansion approaches; firstly the rational expansions, where the density matrix is made up from a sum involving inverses of functions of the Hamiltonian matrix, secondly the Chebyshev expansions, where the density matrix is formed from a matrix Chebyshev polynomial approximating the Fermi-Dirac function of the eigenvalues, and thirdly the recursive approaches, where simple polynomial functions are applied recursively to the Hamiltonian matrix to produce the density matrix.

2. Chebyshev expansion approaches

A way to perform the operation of applying the Fermi-Dirac occupation function to the eigenvalues of a Hamiltonian matrix was proposed by Goedecker and Teter in 1995 as a Chebyshev expansion [65]. In order to do this, the Fermi function is written as a Chebyshev expansion

$$f(X) = \sum_{i=0}^{N} a_i T_i(X), \quad (44)$$

where $\{T_i\}$ are the Chebyshev matrices of the first kind, of degree $i$ and $\{a_i\}$ are the expansion coefficients. The
Chebyshev matrices are in the standard form:

\[
\begin{align*}
T_0(X) &= I \\
T_1(X) &= X \\
T_{n+1}(X) &= 2XT_n(X) - T_{n-1}(X).
\end{align*}
\] (45)

The coefficients can be developed by simply taking the Chebyshev expansion of the scalar Fermi-Dirac function and applying these to compute a Chebyshev Fermi operator evaluation. As the Chebyshev polynomials can also be defined trigonometrically: \( T_n(\cos(\omega)) = \cos(n\omega) \), then the coefficients can be found simply through a Discrete Cosine Transform:

\[
\{a_i\} = \text{DCT}\left( \frac{1}{1 + e^{cos(x)}} \right),
\] (46)

where \( x_i = 2((e_i - \mu)\beta - e_0)/(e_N - e_0) - 1 \) so that the range of equispaced \( e_i \) covers at least the range of the eigenrange of the Hamiltonian matrix \((e_0;e_N)\) and the interval is scaled and shifted to cover the useful interpolative range of Chebyshev polynomials \((-1:1)\). This operation need only be performed once, the coefficients are stored for every subsequent evaluation and is effectively negligible in the complexity and timing of the algorithms based on such an expansion. This way of performing the expansion requires approximately \( N \) terms for a given accuracy, where \( N \) is a function of the smearing width, \( \beta \), the required accuracy \( 10^{-P} \) and the width of the Hamiltonian eigenvalue spectrum \( \Delta E \). This implies that if matrix multiplication operations can be at best \( O(N) \) scaling for tight-binding calculations such as those for which this technique was first proposed, then of the order of \( M \approx D\beta\Delta E \) matrix multiplications would be required [66].

An improvement to the original Chebyshev series of Goedecker was proposed by Liang and Head-Gordon in 2003; this uses a divide and conquer approach to re-sum the terms of a truncated Chebyshev series [40], which is closely related to the divide and conquer approach for standard polynomials suggested in P. Paterson and L. J. Stockmeyer [67]. This approach factors the polynomial into a number of terms which share common subterms. The authors propose three algorithms, the simplest of which is recursive binary subdivision, where the polynomial terms are grouped into even and odd sub-polynomials, for instance:

\[
\sum_{i=0}^{N} a_i X^i = \sum_{j=0}^{N_{\text{even}}} a_{2j} X^{2j} + \sum_{j=0}^{N_{\text{odd}}} a_{2j+1} X^{2j+1},
\] (47)

then a factor of \( X \) can be taken out of the odd sum, to give:

\[
\sum_{i=0}^{N} a_i X^i = \sum_{j=0}^{N_{\text{even}}} a_{2j}(X^2)^j + X \sum_{j=0}^{N_{\text{odd}}} a_{2j+1}(X^2)^j.
\] (48)

If this process is performed recursively, almost a factor of two in matrix multiplications can be saved for each subdivision. If done carefully, the amount of work to produce these terms and combine them to construct the full polynomial is less than the amount of work to construct the polynomial directly, because of the unduplicated effort. To experience the most gain, this approach is repeated recursively, until the sub-division can no longer be performed (efficiently). Using such a divide and conquer scheme reduces the scaling of a Chebyshev decomposition of the Fermi operator to \( O(\sqrt{N}) \) number of matrix multiplications.

Rather than decomposing the Fermi operator directly in terms of a truncated matrix-polynomial, Krajewski and Parrinello propose a construction based on an exact decomposition of the grand-canonical potential for a system of non-interacting Fermions[68]:

\[
\Omega = -2\text{Tr} \ln(\mathbf{I} + e^{-\mathbf{X}}).
\] (49)

By decomposing the quantity in parentheses as

\[
\mathbf{I} + e^{-\mathbf{X}} = \prod_{l=1}^{P} \mathbf{M}_l \mathbf{M}_l^*,
\] (50)

where

\[
\mathbf{M}_l = \mathbf{I} - e^{I(2l-1)\pi/2P} e^{-\mathbf{H}/2P},
\] (51)

where \( P \) is an integer which Ceriotti at al. suggest should be in the range 500-1000 for optimal efficiency [69]. Krajewski et al show that expectation values of physical observables can be calculated using a Monte-Carlo, stochastic method leading to an \( O(N) \) scaling approach, at the expense of noise on values of the calculated properties [70]. In a separate publication, the authors also show that the approach scales linearly without Monte-Carlo sampling in the case of 1D systems such as carbon nanotubes [71].

In later work, Ceriotti, Kühne and Parrinello extend the approach to allow better scaling in general. With this approach the usually expensive and difficult application of the matrix-exponential operator is reduced to a number of more tractable matrix exponential problems, in the sense that approximating them effectively through low-order truncated matrix-polynomial expansions is achievable. Through use of this formalism, the grand-canonical density matrix, otherwise known as the density matrix with Fermi-Dirac occupancy can be expressed exactly in terms of this expansion by taking the appropriate derivative of the grand potential,

\[
\frac{\delta\Omega}{\delta\mathbf{H}} = (\mathbf{I} + e^{-\mathbf{X}})^{-1} = \frac{2}{P} \sum_{l=1}^{P} [\mathbf{I} - \Re(\mathbf{M}_l^{-1})];
\] (52)

the authors go on to show that the majority of computational effort in such an approach is in the inversion of the \( \mathbf{M}_l \) matrices and that the condition number of those matrices with low values of \( l \) is significantly larger than for those with higher \( l \). Furthermore, the condition number drops off rapidly with \( l \), approaching 1 after tens of terms. In practice, the authors have
shown that to efficiently invert all \(M_l\) matrices in an expansion, the majority of low-condition-number matrices are handled through an expansion about an approximate diagonal matrix, with the significant advantage that these terms can all be formed from the same intermediate matrices, reducing the computational effort markedly. The remaining terms are handled via a Newton-Shultz-Hotelling method, which is more expensive, but required only for approximately 10 matrices to achieve maximum efficiency.

The approach of Ceriotti et al., makes use of the fast-resumming improvements to the Chebyshev expansion for the decomposition in the high-\(l\) regime. It also uses initialization from previous matrices in the low-\(l\) regime. This work provides a useful framework for analysis of the problems facing such methods, but alone does not bring about a compact expression:

The Fermi operator can be approximated as

\[
\begin{align*}
\text{(53)} & \quad X_n(X_{n-1}) = X_{n-1}^2 - (X_{n-1}^2 + (1 - X_{n-1}))^{-1} \\
\text{and applying it recursively starting with the initial} & \quad X_0 = \frac{1}{2} I - (H - \mu_0 I) \beta/2^{2+N}, \\
\text{where N is the number of iterates in the expansion. With} & \quad f(H, \mu, \beta) = X_N(X_{N-1}(\cdots (X_0) \cdots)), \quad (54)
\end{align*}
\]

Niklasson reports that the scheme is quadratically convergent and in practice the number of iterates can often be kept low (\(N = 10\)). Given that one inversion must be performed, or one linear equation solved per iteration which can be seeded from the the previous iterate, if using an iterative method, this technique is expected to be very quick in practice.

4. Rational expansion approaches

Goedecker was the first to introduce methods for the rational series expansion of the finite temperature density matrix [77]. The Fermi operator can be expressed as,

\[
\begin{align*}
\text{(56)} & \quad f(H, \mu, \beta) = \frac{1}{2kBT} \int_{-\infty}^{\mu} \left( 2I + \frac{1}{6!} \left( \frac{H - \mu I}{kBT} \right)^2 \\
& \quad + \frac{1}{4!} \left( \frac{H - \mu I}{kBT} \right)^4 + \cdots \right)^{-1} d\mu',
\end{align*}
\]

which still contains a very expensive and ill-conditioned inversion operation. Writing the expression in this form does however allow it to be further approximated by expressing the integrand as a partial fraction expansion truncated to order \(n\):

\[
\begin{align*}
\text{(57)} & \quad f(H, \mu, \beta) = \int_{-\infty}^{\infty} \sum_{\nu=1}^{n} C_{\nu} (H - \mu I - kBT (A_{\nu} + iB_{\nu})) d\mu',
\end{align*}
\]

The coefficients \(C_{\nu} = A_{\nu} + iB_{\nu}\), can be calculated, and the partial fraction decomposition is very quickly convergent [78]. The author suggests an \(n = 16\), giving a compact expression:

\[
\begin{align*}
\text{(58)} & \quad f(H, \mu, \beta) = \sum_{\nu=1}^{n/4} \left[ \int_{\Pi_{\nu}}^{2iB_{\nu}} \frac{2iB_{\nu}}{H - z} dz + \int_{A_{\nu}}^{A_{\nu} - iB_{\nu}} \frac{A_{\nu} - iB_{\nu}}{H - z} dz \\
& \quad + \int_{A_{\nu}}^{A_{\nu}} \frac{A_{\nu} + iB_{\nu}}{H - z} dz \right],
\end{align*}
\]

where the \(z\) values are the complex value points along the path used to evaluate each integral by quadrature. Three paths in the complex plane, \(\Pi_{\nu}\), \(\Lambda_{\nu}^+\) and \(\Lambda_{\nu}^-\) are used for quadrature. In essence, the approach works by re-expressing the occupancy formula (42) as in equation 58 which consists of contour integrals. These could be formally evaluated from their residues, but we don’t have access to the poles of the function \(X\). Thus, these integrals are computed by numerically integrating around a contour surrounding the eigenspectrum.

At every point \(z\) on the quadrature path, a Hermitian matrix, \(H - z I\) must be inverted. Thus, rational expansion performed as in the contour integral expansion of Goedecker has low prefactor in number of inversions \(O(\ln(M))\), but results in a large number of matrix multiplications if performed with an iterative inversion algorithm) [78].

In subsequent work, Lin Lin et al propose an alternative scheme based on contour integration of the matrix Fermi-Dirac function, so that:

\[
\begin{align*}
\text{(59)} & \quad f(X) = \Im \sum_{l=1}^{P} \frac{\omega_l}{H - (z_l + \mu)S},
\end{align*}
\]

where the complex shifts \(z_l\) and quadrature weights \(\omega_l\) can be calculated from solely the chemical potential,
the Hamiltonian eigenspectrum width and the number of points on the contour integral, P. A contour based on the complex shifts suggested by the authors is shown in figure 3. Similar techniques to these are used in KKR and related multi-scattering techniques, see section V.

In performing this integral, the authors are careful to avoid the non-analytic parts of Fermi-Dirac function in the complex plane on the imaginary axis greater than \(\pi/\beta\), and less than \(-\pi/\beta\), by constructing a contour which encompasses the eigenspectrum of the Hamiltonian matrix, but “necks” sufficiently at zero on the real axis to pass through the analytic window while enveloping all of the real eigenvalues. A figure showing such a contour is given in Fig. 3.

Within, the authors show the poor convergence of the Matsubara expansion (expansion into even and odd imaginary frequency components) that Goedecker also reported, though they offer a solution to this in terms of fast multipole (FMP) methods. They do however show that the integral expansion based on a contour integral requires fewer inversions than this Matsubara based approach, even with the FMP method. These methods scale as \(O(\ln(M))\) where \(M\) is the number of matrix inversions [79].

Lin-Lin & Roberto Car, et al have proposed a multipole expansion based on Matsubara theory[80]. Given that

\[
(I + e^X)^{-1} = (I - \tanh(X/2))/2, \tag{60}
\]

then the Matsubara representation can be written, using the pole-expansion of tanh as

\[
(I + e^X)^{-1} = I - 4Re \sum_{l=1}^{\infty} \left( X - (2l-1)\pi i \right)^{-1}, \tag{61}
\]

where \(L\) is a lower triangular matrix and \(D\) is diagonal, and the inverse constructed as in section III C.

Together with the contour integral approach, or the pole-expansion (PEX) for calculating the density matrices, the authors have named this approach PEXSI. SI is useful because up until its development all of the contour integral / rational expansions needed a large number of expensive iterative inversions even though the best rational / contour integral expansions scale as \(O(\ln(M))\).

It is also important to note that expansion methods become computationally advantageous when the matrices under consideration are sparse. This is clear in the case of insulators due to the short-sightedness of electronic matter, however the exponential decay of the density matrix is also recovered for metals at finite electronic temperature [31].

IV. CHEMICAL POTENTIAL SEARCH

A significant issue when using an expansion approach in the canonical ensemble is to find the correct chemical potential. With standard cubic-scaling plane-wave DFT, this is not considered an issue, principally because the eigenvalues of the Hamiltonian are readily available. For this reason, it is not computationally expensive to perform a search in the eigenvalue space for the chemical potential which gives the correct electron number. This is not possible without a diagonal representation, as for each trial chemical potential, a new density matrix must be calculated, making the whole process many times more expensive.

Several methods have been proposed to improve the situation, including a finite difference representation of

\[
LDL^T = H - (z_l + \mu)S = Q_l, \tag{62}
\]
scattering techniques are particularly suitable for partitions between the atomic environments. These multiple-atomic atoms are joined together through boundary conditionally, the local scattering environments of the individuals can be treated on a muffin-tin approach and conventionally, there have seen augmented-KKR approaches which combine the technique with the L(S)DA formalism since the 1990s [87], with the ability to study alloys coming slightly later [88]. Recent work has seen augmented-KKR approaches which combine the benefits of KKR with DFT calculations [89] and methods for linear scaling tight binding KKR on systems of tens of thousands of atoms [90].

It is also worth noting that KKR-type techniques are often applied in a muffin-tin approach and conventionally, the local scattering environments of the individual atoms are joined together through boundary conditions between the atomic environments. These multiple-scattering techniques are particularly suitable for parallelization, as the environments are mostly self-contained and independent, except at the boundary.

VI. CONCLUSIONS AND OUTLOOK

Density Functional Theory calculations on metallic systems (i.e., systems with zero band gap) cannot be done with DFT approaches that have been developed for insulators as such approaches are not designed to cope with a continuum of energy levels at the chemical potential. Mermin’s formulation of finite temperature DFT provided the theoretical basis for DFT calculations on metallic systems. A great deal of progress has been made over the last thirty years in studying metallic systems based on Mermin’s DFT, starting with approaches such as density mixing and the more stable ensemble DFT. In the last decade rapid progress has been made on expansion methods, which however were introduced much earlier.

Advanced implementations of Mermin’s DFT have allowed calculations with over 1000 atoms to be performed. For example Alfè et al have performed calculations on molten iron with over 1000 atoms which has provided new unique insights about processes taking place in the Earth’s core [35], which can not be obtained by experimental means. Other examples can be found in the work of Nørskov et al who have studied small molecule adsorption on platinum nanoparticles of up to 1500 atoms [91] and in Skylaris and Ruiz-Serrano who have reported calculations on gold nanoparticles with up to 2000 atoms [44]. These three examples have used approaches which minimize the number of $O(N^3)$ operations, either the approach of Kresse et al as in VASP and GPAW, in the first two examples respectively or the approach of Skylaris et al in the latter example. This turns out to be key for calculations on systems up to the low thousands of atoms, at which point the cubic diagonalization step dominates and a different approach with lower computational scaling is required.

We have reviewed the methods for calculations on metallic systems with emphasis on recent developments that promise calculations with larger numbers of atoms. Fractional occupancies of states are needed when dealing with metallic systems and conventionally these are computed after diagonalization of the Hamiltonian which is impractical for large systems. One way to avoid diagonalization is to use expansion methods which construct a finite temperature density matrix via matrix expansion of the Hamiltonian, without needing to access its eigenvalues. Expansion methods have typically been slow and impractical for large systems. One way to avoid diagonalization is to use expansion methods which construct a finite temperature density matrix via matrix expansion of the Hamiltonian, without needing to access its eigenvalues. Expansion methods have typically been slow and impractical for increasing the size of system one can study or for reducing time to science. Recent developments have improved this situation.

There is considerable option, however in the particular expansion chosen to compute the density matrix. The variants fall roughly into two categories; those based on an expansion via Chebyshev polynomials and those based...
of insulating systems studied with the same methods. At present, on balance, it seems that the PEXSI approach which is based on a contour integral combined with a novel matrix inversion approach is the most computationally efficient option. Time will tell whether the Chebyshev expansion methods can be developed further to have improved scaling with system size and become competitive to the best rational expansion methods, or if stochastic methods become usable.

In the future the ultimate target in methods for metallic systems would be to have computational CPU and memory cost which increase linearly with the number of atoms as is the case for insulators where a number of linear-scaling DFT programs currently exist. This is not at all trivial as the temperature and spatial cutoff at which exponential decay of the density matrix in a metal would be sufficient to have enough matrix sparsity for linear-scaling algorithms and acceptable accuracy is not clear and would need to be explored carefully. Coming from a background of linear-scaling DFT, so far we have a metals method which works in the localized non-orthogonal generalized Wannier function framework of the ONETEP package. This approach is an intermediate step towards the development of a linear-scaling method for metals as it benefits from the framework of a linear-scaling DFT approach (e.g. sparse matrices and algorithms) but it still requires a cubic-scaling diagonalization step as it is based on the EDFT formalism. We expect further work in this direction to involve an expansion method which can exploit the sparsity in the matrices as we do in insulating linear-scaling DFT.

Based on our review of the available literature discussing the application of expansion approaches to DFT calculations, the sizes (i.e. number of atoms) of metallic systems which have been studied with these methods is quite limited, in comparison to, for instance, the sizes of insulating systems studied with the same methods. There are several reasons for this. For example, these algorithms have higher prefactors than do the algorithms involved in calculating idempotent density matrices, as used in linear-scaling DFT. Production calculations of metallic systems with methods which purport to have a reduced or even linear-scaling computational cost with system size have not yet been reported for the large numbers of atoms that one would have expected, because the crossover point at which these methods become advantageous over diagonalization has not yet been reached on currently used High Performance Computing facilities.

Also, algorithms such as density mixing do not work as well for large systems, as has been seen in practical observations of the scaling of SCF iterations with the number of atoms in conventional DFT for metallic systems. If this is indeed a factor, then it is possible that an alternative, such as EDFT will be required.

Even with these caveats, the class of operator expansions applied to density matrix DFT methods appears to be the strongest contender for reducing the scaling of accurate DFT calculations on metallic systems in the future. If such methods are further developed, and actually start to be routinely applied as computational power increases, we expect that they will have a great impact on metallic nanostructure and bulk metal surfaces engineering for industrial applications in optics, magnetics, catalysis and other areas in which the unique properties of metallic systems can be exploited.
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