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Abstract

This intention of this paper is to empirically forecast the daily betas of a few European banks by means of four GARCH models and the Kalman Filter method during the pre-global financial crisis period and the crisis period.  The four GARCH models employed are BEKK GARCH, DCC-GARCH, DCC-MIDAS GARCH and Gaussian-Copula GARCH.  The data consist of daily stock prices from 2001 to 2013 from two large banks each from Austria, Belgium, Greece, Holland, Ireland, Italy, Portugal and Spain.  We apply the rolling forecasting method and the Model Confidence Sets (MCS) to compare the daily forecasting ability of the five models during one month of the pre-crisis (January 2007) and the crisis (January 2013) periods. Based on the MCS results, the BEKK proves the best model in the January 2007 period, and the Kalman Filter overly outperforms the other models during the January 2013 period.  Results have implications regarding the choice of model during different periods by practitioners and academics.
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INTRODUCTION
One of the major changes to the standard Capital Asset Pricing Model (CAPM) is the replacement of the constant beta by a time-varying beta (Fabozzi and Francis, 1978).
Over the years several different econometric methods have been applied to estimate time-varying betas of different countries and firms (Brooks et al., 1998).
  Along with other methods, different versions of the GARCH model and the Kalman Filter have been employed in previous studies to estimate the time-varying beta.
  The GARCH models apply the conditional variance information to construct the conditional beta series, while the Kalman approach recursively estimates the beta series from an initial set of priors, generating a series of conditional alphas and betas in the market model.  
By employing four GARCH models and the Kalman Filter method, this paper empirically estimates and attempts to forecast the daily betas of 16 banks from eight small European Union (EU) countries during the pre-global financial crisis and the crisis period.  The rolling forecast procedure is applied to forecast the time-varying beta, and the Model Confidence Set (MCS) is applied to provide a comparison of the forecasting ability of the different models.
  This paper thus draws a comparison between the forecasting ability of the five models during the non-volatile pre-crisis and the volatile crisis periods.
  The four GARCH models employed are the BEKK GARCH, DCC-GARCH, DCC-MIDAS GARCH and Gaussian-Copula GARCH.  We investigate these GARCH models because of their high quality forecasting ability as recorded in literature.  The BEKK-GARCH model has high forecasting performance in predicting out-of-sample volatility and hedge ratio (Huang et al., 2010; Zhang and Choudhry, 2013). Peters (2008) found that the DCC model forecasts the covariance matrix better than the naïve model over a short period of time given high persistence. The DCC is often the most accurate forecasting model, depending on the forecasting criteria (Engle, 2002). Patton (2006) suggests that copula has high potential for measuring value-at-risk, multivariate estimations and forecasting for economists, practitioners and academics. The Gaussian-Copula-GARCH is the simplest copula family models, and Hsu et al. (2008) find that it effectively reduces the variance of returns of hedged portfolios in both the in-sample estimate and out-of-sample forecast. The DCC-MIDAS model reduces the persistence of the short-run correlation dynamics in the correlation prediction (Colacito et al., 2011).  More recently, Baele and Londono (2013) study the dynamics and determinants of industry beta and support the advantage of DCC-MIDAS-GARCH in reducing the downside risk based on 30 US industry portfolios between 1970 and 2009
.  We also apply the Kalman Filter because of the evidence in literature of its superiority in forecasting ability over GARCH models (see Choudhry and Wu).
 The data applied in this study consist of daily stock prices during 2001 to 2013 from two large banks each from Austria, Belgium, Greece, Holland, Republic of Ireland, Italy, Portugal and Spain.  Given the robust forecasting ability of these models and the dramatic effect of the financial crisis on banks across Europe, it is of interest to empirically investigate the effect of the crisis on the betas of a few European banks and the ability of these models to forecast the betas of these banks during the erratic crisis period.  It is well documented that, during periods of turmoil, financial crisis volatility of financial market tends to rise (Schwert, 2011) which directly affects the beta of firms.  It is of empirical interest to investigate which model provides the best forecast during volatile period compared to non-volatile periods.  To the best of our knowledge, this is the first empirical attempt to forecast beta of banks during the current crisis period and compare this to the pre-crisis period forecast.
Forecasting time-varying beta is important for several reasons.  Since the beta (systematic risk) is the only risk that investors should be concerned about, prediction of the beta value makes it easier for them to make investment decisions.  The value of beta can also be used by market participants to measure the performance of fund managers through the Treynor ratio. For corporate financial managers, forecasts of the conditional beta are beneficial in capital structure decisions and investment appraisal. Accurate estimation of beta helps measure cost of capital and enhance supervisions of systematic risk (Baele et al., 2015). 

The current global financial crisis is considered to be the worst financial crisis since the Great Depression of 1929-33 (Guidolin and Tam, 2013).  According to Guidolin and Tam (2013), the Great Depression involved runs on banks by depositors, whereas the current crisis reflected panic in wholesale funding markets that left banks unable to roll over short term debt. The crisis started with the burst of the price bubble in the US real estate market in mid-2007.  The crisis reached its peak by October 2008 when the Lehman Brothers defaulted (Bordo and Meissner, 2012; Adcock et al., 2014).  During the current crisis period we see an increase in the level of private debt in the EU.  This is particularly pronounced in Greece (217%), Ireland (101%), and Spain (75.2%).  After the crisis there was a steep rise in public debt, by a magnitude of five in Ireland and by a magnitude of three in Spain.  The resulting necessary EU financial assistance to a few of these countries was substantial.  In July 2012, the Eurogroup agreed to provide Spain with bailout financial assistance of EUR 100 billion.  Two Greek economic adjustment programs were agreed in May 2010 and May 2012 and were worth more than EUR 150 billion.  Assistance to Ireland and Portugal, in 2011 summed to a total amount of more than EUR 48 billion.  Among the countries under study, Austria was least affected by the crisis.  
This paper contributes to the literature in two main ways.  First, we forecast the time-varying betas of a few European banks during the crisis.  As discussed earlier, forecasting of the betas is important from an investor’s and a practitioner’s points of view.  This is even more crucial during the current atmosphere of the global financial crisis.  Second, as advocated by previous research papers (e.g. Brooks et al., 1998 and Faff et al., 2000) we provide an extended comparison between the forecasting ability of the GARCH models and the Kalman Filter procedure. As stated earlier, we apply the rolling forecast method and the Model Confidence Sets (MCS) to compare the forecasting ability of the five models. We provide a comparison of the forecasting results between the pre-crisis and the crisis periods. In this manner, we can assess which model provides a better forecast during non-volatile and volatile periods.  This is the unique contribution of the paper to the literature - taking into consideration the use of MCS and the rolling method of forecasting.  
In summary of our results, during the pre-crisis period, the BEKK is the best model and the Kalman Filter predominantly outperforms other models during the crisis period.  The performance of the Kalman Filter is also robust during the pre-crisis period.  The ability of the Kalman Filter procedure to estimate the beta directly may have given it the advantage of forecasting the beta during the high volatility financial crisis period.   These results have implications for model selection during volatile and non-volatile periods by practitioners and academics.
The remainder of this paper is structured as follows.  A summary of previous studies is provided in section 2.  Section 3 briefly discusses the conditional CAPM model.  Sections 4 and 5 discuss, in depth, the four GARCH models and the Kalman Filter method, respectively.   Section 6 includes a brief discussion of the rolling forecasting procedure, and the selected data are described in section 7.  The model confidence set is described and discussed in section 8. While section 9 presents briefly the GARCH and Kalman Filter results, the forecasted tests’ results are presented in section 10.  Conclusion and implications are presented in section 11.    

PREVIOUS STUDIES
Although a large body of literature exists on forecasting models, no single model emerges as superior.  Hansen and Lunde (2005) could not conclude that the GARCH(1,1) beats all the other competing models when they compared 330 different volatility GARCH and non-GARCH models to predict the intra-day volatility for DM-$ exchange rate. Zhang and Choudhry (2013), forecasting daily hedge ratios in the agricultural futures market, find the BEKK GARCH to have superior forecasting ability using the storable products data and the asymmetric GARCH model for the non-storable products data, while   in an examination of the UK equity market, Dimson and Marsh (1990) conclude that the simple models provide more accurate forecasts than the GARCH models. Akgiray (1989), and West and Cho (1995) both find the GARCH forecasting ability superior to other GARCH models, and Day and Lewis (1992) find limited evidence that, in certain instances, GARCH models provide better forecasts than EGARCH models.  Asgharian et al. (2013) show that GARCH-MIDAS outperforms the GARCH model in forecasting returns variance in the short and long terms. Ghysels and Ozkan (2015) also find that the MIDAS-type regression has more powerful forecasting ability, and   Koundouri et al. (2016) show that the single-factor model outperforms the GARCH models in terms of in-sample and out-of-sample forecasting of the US stock market returns. 
Kang et al. (2009) and Wei et al. (2010) investigate and demonstrate the superior forecasting ability of the GARCH-family models in volatility prediction for crude oil markets compared to non-GARCH models.  Pagan and Schwert (1990) compare the forecasting abilities of the GARCH, EGARCH, Markov switching regime, and three non-parametric models; they claim that both the GARCH and EGARCH models perform better than the non-GARCH models, while Meade (2002) finds that the linear AR-GARCH model is not outperformed in forecasting accuracy by the non-linear models.  Franses and Van Dijk (1996) investigate the performance of the standard GARCH model and non-linear Quadratic GARCH and GARCH-GJR models. Their results indicate that non-linear GARCH models cannot beat the original model; however, Brailsford and Faff (1996) find evidence that favors the GARCH-GJR model for predicting monthly stock volatility compared with the standard GARCH model.  Finally, Harrison and Moore (2012) show that asymmetric GARCH model outperforms other GARCH models in forecasting Central and East European stock market volatility.  
Our paper is one of only a handful in the literature that compares the forecasting ability of the Kalman Filter method against GARCH models.  According to the results presented by Brooks et al. (1998), in the case of in-sample and out-of-sample return forecasts based on beta estimates, the Kalman Filter is superior to both the GARCH and a time-varying beta market model suggested by Schwert and Segiun (1990).  A similar conclusion is also put forward by Faff et al. (2000) and Choudhry and Wu (2008) when drawing comparison between the Kalman Filter and GARCH models for forecasting beta.  According to Mergner and Bulla (2008), the Kalman Filter approach with the random walk is more efficient than other alternative methods, such as GARCH, Markov switching models, and so on. Bedendo and Hodges (2009) assess the prediction ability of the Kalman Filter method to forecast the density of daily returns for several option portfolios, and reveal that the Kalman Filter approach is superior to the sticky-delta model and the vega-gamma expansion in this case. According to Bai et al. (2013) the Kalman Filter generally provides more accurate forecasts than the MIDAS regression methods. However, these papers do not estimate and/or forecast the beta during the volatile period of the crisis or apply the MCS method of comparison.  Our paper adds to the literature by expanding the investigation to include both of these.
  
THE (CONDITIONAL) CAPM AND THE TIME-VARYING BETA
The conditional capital asset pricing model (CAPM) implies a time-varying beta, compared to a constant beta of the standard CAPM.
   Based on the assumptions of the standard CAPM, economic agents may have common expectations on the moments of future returns:  however, according to Bollerslev et al. (1988), these are conditional expectations and therefore random rather than constant variables.
         


The following analysis relies heavily on Bodurtha and Mark (1991) and Choudhry and Wu (2008).  The conditional CAPM in excess returns may be given as

E(ri,t|It-1) =   βiIt-1 E(rm,t|It-1),                                                                           


 (1)

where

βiIt-1   =   cov(Ri,t, Rm,t|It-1)/var(Rm,t|It-1) = cov(ri,t, rm,t|It-1)/var(rm,t|It-1)          


 (2)

and E(|It-1) is the mathematical expectation conditional on the information set available to the  economic agents in the last period (t-1), It-1.
Ri,t is the nominal return on asset i (i= 1, 2, ..., n) and Rm,t is the nominal return on the market portfolio m.  The excess (real) return of asset i and the market portfolio over the risk-free asset return are presented by ri,t and rm,t,, respectively.  The time-varying beta is expressed in equation 2.  According to Bodurtha and Mark (1991), asset i’s risk premium varies over time due to three time-varying factors: the market’s conditional variance; the conditional covariance between the asset’s return; and the market’s return and/or the market’s risk premium. 
GARCH MODELS
As stated above, we employ four different versions of the GARCH model, the BEKK GARCH, DCC-GARCH, DCC-MIDAS GARCH and Gaussian-Copula GARCH, to estimate and forecast the time-varying betas of the banks under study. The following section provides a short description of each GARCH model. 
GARCH- BEKK

The BEKK-GARCH model, proposed by Baba et al. in 1990, avoids the non-negative conditional covariance matrix, and the quadratic form for the conditional covariance eliminates the problem of assuring the positivity of the conditional covariance estimate of the vech-GARCH model (Engle and Sheppard, 2001).

The BEKK parameterization is shown as
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In this equation,
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 is guaranteed to be non-negative. 
The bivariate BEKK GARCH (1, 1) is 
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(4)
A bivariate BEKK GARCH(1,1) requires only 11 parameters to estimate in the conditional variance-covariance structure.
The one-step-ahead forecast from the BEKK GARCH is similar to GARCH forecasting, since it is easily converted to the GARCH(1,1) model. 

Dynamic Condition Correlation GARCH (DCC-GARCH)
The DCC-GARCH model was proposed by Engle and Sheppard (2001) and Engle (2002) to estimate large time-varying covariance matrices. This model combines dynamic correlation and the GARCH model, and hence it is capable of dealing with heteroskedasticity and large dynamic covariance matrices.

There are two steps in the estimation procedure. In the first step, a series of univariate GARCH models are estimated for each residual series. In the second step, standardized residuals from the first step are used to estimate parameters of dynamic correlation that are independent of the number of correlated series. This multi-stage estimation has computational advantages over multivariate GARCH models in terms of the number of parameters (Engle, 2002).
Assume that the returns of N assets are conditionally normally distributed; and that the DCC-GARCH model is a generalized framework of the constant conditional correlation GARCH (CCC-GARCH) model; and is as follows:
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With respect to forecasting co(variance) by DCC-GARCH, one standard approach is to generate the 
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 ADDIN EN.CITE <EndNote><Cite><Author>Engle</Author><Year>2001</Year><RecNum>412</RecNum><record><rec-number>412</rec-number><foreign-keys><key app="EN" db-id="z022dwd28wd90seaeaypxfxles0xez90v205">412</key></foreign-keys><ref-type name="Journal Article">17</ref-type><contributors><authors><author>Engle, RF</author><author>Sheppard, K</author></authors></contributors><titles><title>Theoretical and empirical properties of dynamic conditional correlation multivariate GARCH</title><secondary-title>Discussion Papers 2001-15, Dept. of Economics, UCSD</secondary-title></titles><periodical><full-title>Discussion Papers 2001-15, Dept. of Economics, UCSD</full-title></periodical><dates><year>2001</year></dates><urls></urls></record></Cite></EndNote>(Engle and Sheppard, 2001).  The DCC-GARCH model provides accurate approximation of time-varying correlations in practice, even for large covariance matrices. Furthermore, the original correlations do not change when new variables are added to the system (Engle, 2002).

In this paper, we employ a two-step approach for forecasting. First, we estimate the parameters and conditional variance of two univariate GARCH models for log-returns of a bank and market separately, and then we construct the standardized residuals. Second, we estimate the correlation parameters between the log-returns of the bank and the market based on the outcomes from the first step. In rolling forecasting, the whole process is repeated for each rolling sample to predict the one-day-ahead beta.

Gaussian-Copula-GARCH 
Skalar’s Copula theory was first introduced as a distribution method in the field of probability and statistics in 1959. In most cases, the simplest Gaussian Copula-GARCH is sufficient to describe correlation and dependency in financial markets. In principle, a copula combining marginal distribution is able to describe cumulative distribution functions of random variables, without any assumption of the distribution of margins. It has advantages when dealing with high-dimensional joint distributions. In practice, it has positive implications for investors who have a large number of asset portfolios.  Compared with the GARCH-family model, it has a more flexible dependence structure with fewer parameters, even in the case of high dimensions.
One of the more popular Copulas is the Elliptical Copula in which the dependence function is associated with elliptical distributions; the Gaussian Copula has bivariate normality for the case of two margins. Jondeau and Rockinger (2006) combined Copula and the GARCH model to measure the dependency of daily returns of four major stock markets. The combination captures both heteroskedasticity and dependency.

We introduce the Gaussian Copula-GARCH model here.  Equations 6 and 7 present the GARCH(1,1) :
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Equation 9 provides the bivariate Gaussian Copula with density function 
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where 
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where 
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 is the modified logistic transformation, which ensures the time-varying correlation in (-1, 1). Since the Gaussian Copula is symmetric, it has zero dependence in the extreme tails. For the case of the student’s t distribution, the extreme tail dependence that exists for correlation is not equal to one. 
The estimation procedure is divided into two steps. In the first step, we estimate the parameters of the GARCH and transfer the marginal standardized residuals into uniform distribution, since the margins of the Copula assume uniform distribution. In the second step, we estimate the Gaussian-Copula.
In the rolling procedure, we repeat the two-step estimation process for each rolling sample, and then we forecast the one-day-ahead beta based on the outcomes of estimation.
DCC-MIDAS (Mixed Data Sampling)
Colacito et al. (2011) propose a new model DCC-MIDAS (dynamic conditional correlation-mixed data sampling) by combining the Engle (2002) DCC model with a component specification of correlation in Engle et al. (2008). Colacito et al. (2011) find that the DCC-MIDAS model can improve a portfolio’s performance and gains more benefits compared with constant unconditional correlation and the DCC model in the G-7 countries’ stock markets. Furthermore, the one-step-ahead estimator of the DCC-MIDAS may bring some potential benefits for investors.

As stated in Colacito et al. (2011), the DCC-MIDAS model is generally described as:
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where residuals are assumed to be normally distributed and the elements in 
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is the rate of decay in the weighting scheme.   The forecasting procedure is similar to the DCC-GARCH model. In the first step, we estimate each return volatility series by the GARCH model and in the second step the correlation in the DCC-MIDAS model is reformed with equation (13). The DCC-MIDAS model incorporates a time-varying conditional correlation with a short- and a long-term component specification. The DCC framework describes the short-term effect on correlation, and the long-run component MIDAS (equations (12) and (13)) captures the long-term impact on correlation. It can deal with mixed frequency sampling and capturing correlations between low- and high-frequency data. 
KALMAN FILTER (KF)
One of the main contributions of this paper is the comparison between the forecasting ability of the four GARCH models and the Kalman Filter procedure.  The Kalman Filter (KF) is a ‘state space’ model that includes an observation (or measurement) equation and a transition (or state) equation to describe dynamic systems.
In contrast to the GARCH family models, which estimate conditional beta, requiring a knowledge of the conditional (co)variance of assets and the market portfolio first, the Kalman Filter algorithm is able to estimate conditional beta directly (Mergner and Bulla, 2008).
 Relying on Meinhold and Singpurwalla (1983), we estimate the conditional beta by using the KF method with regression(observation equation) as follows,
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where 
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Here we connect the KF model with the random walk as a transition equation in this paper:
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Moreover, to predict future value we have to employ some prior conditions for using the KF approach, these are:
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In most cases, the first two observations are used as the prior conditions but this is adjustable depending on the situation. In the rolling forecasting, time-varying beta can be obtained based on the daily updated sample. 

ROLLING FORECAST PROCEDURE
Forecasting can be done based on a recursive window or rolling window.
In this paper we apply the rolling window method.  A rolling window is one where the sample size used to estimate the model is fixed; and the start and end dates move forward by one day for daily rolling. In other words, as the start and end dates move one day ahead with a fixed sample size, the oldest datum is dropped and the newest one is added.  For one-step-ahead forecasts, the observations from the first observation to 
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 observation is used (Brockwell and Davis, 2002). In this manner the fixed rolling window is updated by one observation at the start and at the end each time to forecast one step ahead.  This forecasting method estimates and keeps parameters updated for each rolling window.  This method avoids the stability (parameter drift) problem of estimated parameters that are updated for each fixed rolling window estimate. The rolling scheme has consistent power, compared to the recursive forecasting method (Cheung et al., 2005). In the modern financial markets, business conditions change rapidly. The rolling forecast keeps updating the estimated parameters to respond to rapid market changes, and thus investors can adjust investment position and budget in timely manner (Lalli, 2011). The effectiveness of rolling forecasting makes it a more attractive approach than recursive forecasting.

DATA AND FORECASTING TIME-VARYING BETA SERIES
We apply data from eight stressed European countries during the current crisis - Austria, Belgium, Holland, Greece, Ireland, Italy, Portugal and Spain, and select two of the largest banks from each country.  All data are obtained from Datastream and Bloomberg.  Table 1 below provides some information regarding these banks and the corresponding risk-free rate and proxy for market portfolio for each country.

Table I. Information on the data 
	Country
	Banks
	Risk-free Rate
	Market Portfolio

	Italy
	Unicredit
	Italy T-Bill Auct. Gross 3-month-middle rate
	MSCI

	
	IntesaSanpaolo
	
	

	Greece
	National Bank of Greece
	Greece Treasury bill 3-month-middle rate
	Athex Composite

	
	Eurobank Ergasias S A
	
	

	Ireland
	Bank of Ireland
	Ireland Interbank 1 month-Offered rate
	ISEQ

	
	Allied Irish Banks
	
	

	Spain
	Banco Santander
	Treasury bill 1-3 month-red. Yield
	IBEX 35

	
	BBV. Argentaria
	
	

	
	Commerzbank
	
	

	Austria
	BKS bank     
	Eibor 3M - Offered rare
	ATX

	
	ERSTE Group bank
	
	

	Belgium
	KBC Group      
	Belgium Treasury Bill 3M- middle rate
	BEL 20 

	
	DEXIA
	
	

	Holland
	ING Group  
	Netherland Interbank 3M - middle rate
	AEX All Share

	
	KAS Bank
	
	

	Portugal
	Banco Espirito   
	PT EU-Escudo3M Deposit (FT/TR) - middle rate
	PSI20

	
	Santo Banco Bpi
	
	


The total sample period ranges from 1 January 2002 to 31 January 2013.  The total sample is further divided into the pre-crisis period (1 January 2002 to 31 January 2007) and the crisis period (1 January 2008 to 31 January 2013).
The daily rolling forecasting in this paper is carried out to predict the beta in three steps.  In the first step, in the very first rolling process of one-month beta forecasting from 1 January 2007 to 31 January 2007, we estimate a set of parameters using data from 1 January 2000 to 31 December 2006 and then employ the estimated parameters to forecast the beta on the first trading day, 2 January 2007, using the four GARCH models and the Kalman Filter methods. In the next rolling procedure, a new set of parameters is estimated based on data from 2 January 2000 to 2 January 2007, and the beta of the following trading day, 3 January 2007, is predicted with the new estimated parameters. The rolling process is repeated 22 times across the one-month rolling forecasting. The whole rolling procedure is exactly the same for the one-month rolling forecast from 1 January 2013 to 31 January 2013.

The basic statistics of the log-returns for all the banks and markets during the total period show that almost all log-returns are slightly skewed at the 5% significance level.  The significant excess kurtosis statistic suggests that the density function of each log-return series for all banks has a fat tail.  The values of the Jarque-Bera statistic are high, indicating that the returns are not normally-distributed. Based on the results of skewness, kurtosis and the Jarque-Bera statistics, we can conclude that the log-returns follow non-normal distribution with fat-tails and sharp peaks for most markets. These results are available from the authors on request.

GARCH, Kalman Filter and Forecasting Method Results
The GARCH model results obtained for all periods are quite standard for equity market data.
  As an example we provide a few of the GARCH and Kalman Filter estimations.  Tables 2 and 3 present the estimates which produce the maximum likelihood value among the one-month daily rolling estimation for both January 2007 and January 2013 from the BEKK-GARCH, Kalman Filter, DCC-GARCH, GARCH-Copula and DCC-MIDAS models for Italy.  Results from other countries are similar to the presented results and are available from the authors on request.   The majority of coefficients of the ARCH and GARCH effects are significant for both periods, while [image: image69.wmf]11
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are insignificant for Unicredit during January 2013.   In table 3, all the coefficients of the other four models, DCC-GARCH, GARCH-Copula, DCC-MIDAS and KF, are significant except Leps for the KF method for January 2007. 

Basic statistics for the forecasted betas during January 2007 and January 2013 are presented in tables 4 and 5, respectively. The means of the forecasted betas for all banks during January 2007 are around unity for all five models. The MIDAS provides the smallest beta.  The Kalman Filter (KF) and BEKK methods produce the lowest variance of beta in most cases. Most of the estimated betas are found to be normally distributed by means of the J-B statistics with zero skewness and kurtosis, except for the case of Portugal.  The betas during January 2013 (table 5) are similar to the January 2007 betas - most are around unity.  Again most betas are found to be normally distributed with no skewness or kurtosis, and the smallest betas are (again) provided by the MIDAS model.  Given that the betas are similar statistically during the two periods, it is of empirical interest to study which model provides the best forecast during the two different periods.

It is important to point out that the lack of a benchmark is an inevitable weak point for studies on time-varying beta forecasts, since the beta value is unobservable in the real world. Although the point estimation of beta generated by the market model is a moderate proxy for the actual beta value, it is not an appropriate scale to measure a beta series forecast with time variation. As a result, evaluation of forecast accuracy based on comparing conditional betas estimated and forecast by the same approach cannot provide compelling evidence of the worth of each individual approach. To assess predictive performance, a logical extension is to examine the returns out-of-sample based on equation 1. With the out-of-sample forecasts of conditional betas, the out-of-sample forecasts of returns can be easily calculated by equation (1), in which the market return and the risk-free rate of return are actual returns observed. The relative accuracy of conditional beta forecasts can then be assessed by comparing the return forecasts with the actual returns. In this way, the issue of a missing benchmark can be settled.

Figures 1 and 2 present and compare the actual and forecasted returns of all the banks during the pre-crisis period (January 2007) and the crisis period (January 2013) for Italy and Holland, respectively. Graphs from the remaining countries are available on request from the authors. In figure 1, most returns are small, ranging from -0.05 to 0.05, and the actual return series shows more volatility relative to forecasted returns for the two banks of Italy during both January 2007 and January 2013. In January 2013, returns show higher volatility than those in January 2007. All models fit well in the crisis period.  In figure 2, the real and forecasted returns series of Holland banks are generally lower, but with higher volatility. Overall, return forecasts are more stable and show less return volatility than actual returns for all cases. The ING group has negative returns during crisis most of the time during January 2013 and this is quite a contrast to the case during January 2007, as expected.  Visual inspection of the graph fails to provide convincing proof:  the results provided by the MCS tests are expected to provide more robust evidence.
MODEL CONFIDENCE SET (MCS)
 As stated above, we apply the Model Confidence Sets (MCS) (Hansen et al., 2003, 2011) to compare the forecasting ability of the five models. The MCS selects the best model among a set of competing models with a certain confidence level.    According to Hansen et al. (2005), the MCS has several advantages compared to other comparison techniques.  First, it takes into consideration the limitations of the data.  Second, the MCS procedure makes it possible to make statements about significance that are valid in the traditional sense.  This is a property that is not satisfied by the more commonly used approach of reporting p-values from multiple pairwise comparisons (Hansen et al., 2011).  Third, the MCS procedure allows for the possibility that more than one model can be the best. 
The MCS is constructed from a collection of competing models, 
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, and a criterion for evaluating these models empirically (Hansen et al., 2005).  This method has two procedures - an equivalence test 
[image: image73.wmf]M

d

and an elimination rule
[image: image74.wmf]M

e

.  The equivalence test is similar but more effective than the equal predictive ability (EPA) of Diebold and Mariano (1995) and Harvey et al. (1997).  The equivalence test is applied to the set of models
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is used to eliminate a model with poor sample performance from 
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is accepted and the MCS is now defined by the set of surviving models. The MCS yields a p-value for each model in 
[image: image81.wmf]M

and if the MCS 
[image: image82.wmf]p

-value of model 
[image: image83.wmf]i

 is larger than the significance level 
[image: image84.wmf]a

, we say that model 
[image: image85.wmf]i

 is the ‘best’ candidate in 
[image: image86.wmf]0

M

 at significance level 
[image: image87.wmf]a

. In other words, the model with a higher MCS 
[image: image88.wmf]p

-value is more likely to survive in 
[image: image89.wmf]M

. If we fail to reject the null, it shows that all models in set 
[image: image90.wmf]M

 are equally good, and we define the 
[image: image91.wmf]*

1

MM

a

-

=

)

; if the null is rejected, it is evidence that all forecasting models are not equally good and the elimination rule 
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In the case of forecasting, the set 
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, we evaluate the forecasting models in terms of a loss function, such as MAE, MSE and RMSE, and we denote the model 
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Secondly, to calculate the test statistic, we let 
[image: image108.wmf]ii

dLL

××

=-

,
[image: image109.wmf]**

,,

bibii

LL

e

=-

 and set


[image: image110.wmf]»

**2

,,

1

1

var()()

B

ibib

b

d

B

ee

××

=

=-

å

   .        



 
 (19)

Here we define 
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Thirdly, under the null hypothesis, we set the p-value of 
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FORECAST ERROR TEST RESULTS
Since the MAD (mean absolute deviation) criterion is less sensitive to outliers which  may lead to larger mis-predictions than the MSE-type method (Hansen et al., 2003),and the RMSE method produces larger values than MSE when the mean square error is smaller than 1, we report the root mean absolute error (RMSE) and MCS p-value for each forecasting model for each bank during January 2007 and January 2013 (table 6).  We find that a low RMSE of forecasts is associated with a high MCS p-value, and this result is in line with the principle of the MCS approach that the models with high MCS p-values are more likely to be ‘the best’ models at a certain level of confidence. The MCS is applied based on two confidence levels, 
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which contain ‘best models’ at 90% and 75% confidence levels in these sets, respectively. Moreover, the results in 
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are as expected.  Table 6 presents the forecast error results.
For Austria, during the pre-crisis period (January 2007), for the BKS bank, BEKK, Kalman Filter and Copula are all within the 
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 MCS confidence level but the Kalman Filter performs the best.  For ERSTE only the Kalman Filter is within the 
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 level.  During the crisis period (January 2013) the BKS bank provides a different result as the DCC-GARCH model performs the best.  For ERSTE both the BEKK and Kalman Filter are within the 
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 level but again the Kalman Filter performs the best.  Using the Belgium data, during the pre-crisis period the BEKK model performs the best for both the banks.  Once again, during the crisis period, the result is different. The Kalman Filter is the best model using KBC data and Copula using the DEXIA data during the crisis period.  The crisis period results are substantially strong as the bulk of the models falls within both the confidence levels,  
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 and 
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.  The Dutch results show that, during the pre-crisis period, Kalman Filter performs the best for ING and BEKK does the best forecasting for the KAS bank.  The result for the KAS bank is stronger as all models except DCC-GARCH and DCC-MIDAS are within both confidence levels.  All models fall within the confidence level for the Banco Espirito of Portugal during the pre-crisis period, but the Kalman Filter provides the best forecast.  The Copula model performs the best for Santo Banco during the same period.  The crisis period results are simpler; the Copula models provide the best forecast for both banks, beating the Kalman Filter for Banco Espirito and the BEKK for Santo Banco.  

In the case of Italy during pre-crisis for Unicredit, only the BEKK and Kalman Filter are within 
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. The BEKK outperforms the Kalman Filter.  For IntesaSanpaolo, all models except DCC-MIDAS are within 
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 with the Copula outperforming the BEKK.  During the crisis period, for Unicredit, except for DCC and DCC-MIDAS, all models are within 
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 with the Kalman Filter providing the best forecast.  For Intesa Sanpaolo all models fall within 
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 and again the Kalman Filter performs the best.  

Using the Greek data during January 2007 for the National Bank, all models except for DCC and DCC-MIDAS are within 
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.  The Copula outperforms the other models.  During the volatile period of January 2013, for the National Bank, all models except Copula are returned within 
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 with the Kalman Filter doing the best.  Using the Eurobank, only the Kalman Filter and MIDAS are 
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For Ireland during the pre-crisis period January 2007, using the Bank of Ireland data, the MCS 
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 returns all models,  but only the BEKK, Kalman Filter and Copula are within the 
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with the Kalman Filter outperforming the rest.  For the Allied Irish bank, once again the Kalman Filter performs best.  During the volatile crisis period January 2013, Copula is the only model within 
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 for the Bank of Ireland; and for the Allied Irish bank all models are within 
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 with the Kalman Filter outperforming the rest.  

Spain provides the simplest results.  During January 2007 for both banks, the BEKK outperforms the other models.  During January 2013, the DCC-MIDAS outperforms other models.  
In summary, the results presented show that the superior models are different for the non-volatile pre-crisis period (January 2007) and the volatile crisis period (January 2013) in most cases. Overall, the Kalman Filter procedure performs the best more than 30% of the time.  During the crisis period, in more than 40% of the tests, the Kalman Filter outperforms the rest of the models - during the pre-crisis period it performs the best 25% of the time.  The ability of the Kalman Filter procedure to estimate the beta directly may give it the forecasting advantage during the volatile crisis period.  The BEKK model performs the best more than 30% of the time during the pre-crisis period.  Overall, results back the findings of the few previous studies that the Kalman Filter outperforms most other models (see Choudhry and Wu, 2008).
CONCLUSION
By means of four GARCH models and the Kalman Filter method, this paper set out to empirically forecast the daily betas of a few European banks during the pre-global financial crisis and the crisis period.  In this manner this paper investigates the quality of forecast during each period and the change in the forecast quality by these models between the two periods - volatile and non-volatile.  The four GARCH models employed are the BEKK GARCH, DCC-GARCH, DCC-MIDAS GARCH and Gaussian-Copula GARCH.  We investigate these models because of their high and robust forecasting ability.  We apply the Kalman Filter because of the evidence in the literature of its superior forecasting ability compared to the different GARCH models.  The rolling forecast procedure is applied to forecast the time-varying beta, and the Model Confidence Set (MCS) is applied to provide a comparison of the forecasting ability of the different models.  The rolling forecasting method has consistent power, compared to the recursive forecasting method.  The MCS has several advantages compared to other methods, such as taking into consideration the limitations of the data and allowing for the possibility that more than one model can be the best.  

This paper contributes to the literature in two main ways.  First, we estimate and forecast the time-varying betas of the European banks during the crisis.  Second, as advocated by previous research papers, we provide an extended comparison between the forecasting ability of the GARCH models and the Kalman Filter procedure. We provide a comparison of the forecasting results between the pre-crisis (January 2007) and the crisis periods (January 2013); thus it can be seen which model provides the best forecast during non-volatile and volatile periods.  This is the unique contribution of the paper to the literature - taking into consideration the use of MCS and the rolling method of forecasting.
The data consist of daily stock prices from 2001 to 2013 from two large banks each from Austria, Belgium, Greece, Holland, Ireland, Italy, Portugal and Spain.  These European countries, except Austria, were all adversely affected by the global financial crisis, with the banking industries of these countries hit particularly hard.  Since the beta (systematic risk) is the only risk that investors should be concerned about, prediction of the beta value makes it easier for them to make investment decisions.  This is particularly important during the volatile period of the financial crisis.    
The daily rolling forecasting in this paper is carried out to predict the one-month betas for banks in three steps.  In the first step, in the very first rolling process of one-month beta forecasting from 1 January 2007 to 31 January 2007, we estimate a set of parameters using data from 1 January 2000 to 31 December 2006 and then employ the estimated parameters to forecast the beta on the first trading day, 2 January 2007, using four GARCH models and the Kalman Filter methods. In the next rolling procedure, a new set of parameters is estimated based on data from 2 January 2000 to 2 January 2007, and the beta of the following trading day, 3 January 2007, is predicted with the new estimated parameters. The rolling process is repeated 22 times in the one-month rolling forecasting. The whole rolling procedure is exactly the same for the one-month rolling forecasting from 1 January 2013 to 31 January 2013.  We then apply the Model Confidence Sets (MCS) to compare the forecasting ability of the five models.

Our results show that the superior forecasting models are different for the non-volatile pre-crisis period (January 2007) and the volatile crisis period (January 2013) in most cases.  Specifically, the BEKK model generally is the best model during January 2007, and during January 2013 the Kalman Filter outperforms the other models most of the time. On average, the Kalman Filter outperforms the four GARCH models during the volatile period of the global financial crisis but also performs well during the non-volatile pre-crisis period without dominating.  The Kalman Filter procedure outperforms the other methods more than 40% of the time during crisis period.  This superior forecasting performance by the Kalman Filter backs the findings of Faff et al. (2000), Choudhry and Wu (2008), and Mergner and Bulla (2008).  In order to test the robustness of our results we also apply different non-overlapping forecast periods during the pre-crisis (January 2006) and the crisis (January 2010) eras.  Results from these periods provide the same conclusion.  This result confirms the robustness of our overall results and conclusion.  Results presented in this paper advocate further research in this field applying and comparing other forecasting method, periods and variables.
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Table II. The maximum likelihood estimates of the BEKK-GARCH model for Italy (daily rolling for January 2007 and January 2013)
	
	January 2007
	January 2013

	Variable/bank
	Unicredit
	Sanpaolo
	Unicredit
	Sanpaolo
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Note: The estimated coefficients for each parameter are reported in this table, with p-values in parentheses, where 0.0000 indicates that the value is less than 0.00005;The bivariate BEKK GARCH (1, 1) is 
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Suppressing the time subscripts and the GARCH terms, the BEKK GARCH (1, 0) will be
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are restricted to be positive. 
Table III. The maximum likelihood estimates of the Kalman Filter, DCC-GARCH, GARCH-Copula and DCC-MIDAS models for Italy (daily rolling for January 2007 and January 2013).

	
	January 2007
	January 2013

	Variable/bank
	Unicredit
	Sanpaolo
	Unicredit
	Sanpaolo

	DCC-GARCH

	A
	0.02514

(0.00125)
	0.02775

(0.0007)
	0.04094

(0.0000)
	0.26267

(0.0000)

	B
	0.92983

(0.0000)
	0.90428

(0.0000)
	0.78135

(0.0000)
	-0.00393

(0.1741)

	LLF
	-3004.114
	-3159.014
	-2185.274
	-2268.711

	GARCH-Copula

	Beta
	0.33273

(0.0000)
	-1.09402

(0.0000)
	-2.88544

(0.0000)
	0.35694

(0.0000)

	Omega
	2.04155

(0.0000)
	2.77366

(0.0000)
	6.49293

(0.0000)
	3.43030

(0.0000)

	Gama
	-1.62937

(0.0000)
	0.24655

(0.0000)
	0.41118

(0.0000)
	-2.43113

(0.0000)

	LLF
	574.9873
	415.1446
	1166.854
	1180.965

	DCC-Midas

	A
	0.31728

(0.0000)
	0.54114

(0.0000)
	0.28256

(0.0000)
	0.39369

(0.0000)

	B
	0.65704

(0.0000)
	0.44923

(0.0000)
	0.71226

(0.0000)
	0.60506

(0.0000)

	Omega
	1.41154

(0.0000)
	0.20778

(0.0000)
	0.77306

(0.0000)
	1.00269

(0.0000)

	LLF
	-3215.149
	-4043.209
	-2706.228
	
-3342.520

	Kalman Filter

	Leps
	0.50124

(0.6614)
	-1.00499

(0.5097)
	4.36076

(0.0000)
	4.34879

(0.0000)

	Leta
	-23.9681

(0.0000)
	-28.5523

(0.0000)
	-12.9173

(0.0679)
	-26.2921

(0.0000)

	LLF
	4159.092
	3614.933
	3180.117
	3516.033


Note: the GARCH-Copula is the GARCH-Gaussian-Copula model. 

Table IV.  Basic statistics of Beta series for all banks during January 2007

	Bank        
	Mean
	variance
	skewness
	Kurtosis 
	  J-B            
	mean
	variance
	skewness
	Kurtosis
	J-B

	Italy(Unicredit)
	
	 
	Italy(Sanpaolo)
	

	BEKK
	 0.9974
	0.0045
	-0.0295
	-0.0374
	0.0047
	1.0748
	0.0281
	-2.0868*
	5.1530*
	42.140a

	DCC
	0.9472
	0.0352
	1.2368*
	0.5867
	6.1938a
	0.8821
	0.0305
	1.2368*
	0.5867
	6.1938a

	KF
	1.0090
	1.0e-06
	-0.4231
	1.2134
	2.0973
	1.0412
	0.0000
	-1.5052*
	1.7644
	11.668a

	Copula
	0.9285
	0.0055
	0.8448
	0.0938
	2.7442
	1.0661
	0.0248
	-0.8386
	-0.4369
	2.8785

	MIDAS
	0.9939
	0.0273
	0.9485*
	-0.1293
	3.4644
	0.1670
	0.0008
	0.9485*
	-0.1292
	3.4644

	Greece(National bank)
	
	
	
	Greece(Eurobank)
	
	

	BEKK
	1.2363
	0.0031
	0.699*
	2.2690*
	6.8086a
	0.9679
	0.0275
	-3.8520*
	16.971*
	332.88a

	DCC
	1.0855
	0.0932
	1.8400*
	2.7627*
	20.290a
	1.0558
	0.0882
	1.8398*
	2.7627*
	20.290a

	KF
	1.0858
	0.0012
	-0.1658
	-1.3007
	1.7268
	0.9574
	0.0001
	0.1052
	-1.3617
	1.8194

	Copula
	1.0653
	0.0168
	-1.3839*
	1.3891*
	9.1902a
	0.9731
	0.0380
	-1.1237*
	0.2173
	4.8844b

	MIDAS
	0.8974
	0.0637
	1.8398*
	2.7627*
	20.290a
	0.3842
	0.0117
	1.8398*
	2.7627*
	20.290a

	Ireland(Bank of Ireland)
	
	Ireland(AlliedIrishbank)

	BEKK
	0.9395
	0.0109
	-0.4871
	0.1782
	0.9398
	1.0323
	0.0298
	0.4518
	-0.0889
	0.7902

	DCC
	0.7752
	0.0027
	0.3598
	-0.0883
	0.5038
	0.7514
	0.0025
	0.3598
	-0.0883
	0.5037

	KF
	1.0920
	0.0008
	-0.2564
	-1.3795
	2.0758
	1.3756
	0.0830
	0.2670
	-1.1865
	1.6225

	Copula
	0.9650
	0.0032
	0.3557
	0.0469
	0.4870
	1.2471
	0.0194
	-0.3363
	-1.5491
	2.7331

	MIDAS
	0.7524
	0.0025
	0.3570
	-0.0810
	0.4949
	0.9483
	0.0040
	0.3570
	-0.0810
	0.4948

	Spain(Santander)
	
	
	
	Spain(Argentaria)
	
	

	BEKK
	1.01693
	0.0001
	0.8663
	0.0881
	2.8848
	1.0187
	0.0002
	-0.1889
	-1.3812
	1.9652

	DCC
	0.8380
	0.0205
	0.2978
	-1.0475
	1.3917
	0.9111
	0.0205
	2.0320*
	5.3206*
	42.9572a

	KF
	1.0169
	0.0001
	0.8663
	0.0881
	2.8848
	1.0187
	0.0002
	-0.1889*
	-1.3812
	1.9652a

	Copula
	1.0296
	0.0084
	-0.6577
	0.5669
	1.9665
	0.8588
	0.0291
	-0.2763
	-1.3100
	1.9374

	MIDAS
	0.8545
	0.02138
	0.2978
	-1.0475
	1.3917
	0.9374
	0.0217
	2.0320*
	5.3206*
	42.957a

	Austria(BKS Bank)
	
	
	
	Austria (ERSTE Group)
	
	

	BEKK
	0.0328
	0.0011
	-0.3161
	-0.9267
	1.2061
	1.2471
	0.0039
	0.7278
	0.1069
	2.0414

	DCC
	0.2009
	0.0012
	0.3189
	-0.9013
	1.1685
	0.9327
	0.0275
	0.3189
	-0.9013
	1.1685

	KF
	0.0182
	0.0001
	-0.1723
	-1.3511
	1.8633
	1.2801
	0.0001
	-0.9446*
	0.1589
	3.4448

	Copula
	0.1061
	0.0003
	0.5946
	-0.2431
	1.4123
	1.1258
	0.0162
	0.3138
	-1.4242
	2.3214

	MIDAS
	5.4194
	0.0002
	-0.2710
	-0.9102
	1.0757
	0.8978
	0.0232
	0.2710
	-0.9102
	1.0757

	Belgium(KBC Group)
	
	Belgium (DEXIA)
	

	BEKK
	1.0627
	0.0088
	0.1492
	-1.3434
	1.8149
	0.8513
	0.0067
	-0.6001
	0.7038
	1.8554

	DCC
	0.7054
	0.0067
	0.3974
	0.4800
	0.8263
	0.6657
	0.6657
	0.3974
	0.4800
	0.4800

	KF
	1.0890
	0.0000
	0.0219
	-1.1556
	1.2816
	0.8042
	0.0001
	-0.0146
	-0.4853
	0.2266

	Copula
	1.0897
	0.0035
	-0.8134
	0.3375
	2.6460
	0.9896
	0.0141
	-0.7139
	-0.7102
	2.4374

	MIDAS
	1.0757
	1.0757
	0.3693
	0.4270
	0.6975
	0.6518
	0.0048
	0.3693
	0.4270
	0.6975

	Holland(ING Group)
	
	
	Holland (KAS Bank)
	

	BEKK
	1.2910
	0.0057
	0.2383
	-0.5458
	0.5032
	0.4081
	0.0038
	-0.1131
	-0.9364
	0.8895

	DCC
	0.9370
	0.0037
	0.0067
	-1.3923
	1.8580
	0.3919
	0.0006
	0.0067
	-1.3923
	1.8580

	KF
	1.3992
	0.0001
	0.3004
	-1.5899
	2.7688
	0.5697
	0.0000
	0.928**
	-0.4039
	3.4613

	Copula
	1.2657
	0.0038
	0.8444
	0.2729
	2.8048
	0.3791
	0.0007
	2.1030*
	4.6222*
	 37.432a 

	MIDAS
	1.0332
	0.0049
	0.0382
	-1.3992
	-1.3992
	0.5323
	0.0013
	0.0382
	0.0382
	0.0382

	Portugal(BANCO Espirito Santo Susp)
	
	Portugal (BANCO Bpi)
	
	

	BEKK
	0.5102
	0.0056
	0.5798
	-1.0495
	2.3444
	1.3568
	0.6153
	1.1152*
	0.2009
	4.8050b

	DCC
	0.4026
	0.0001
	0.8060
	1.9906*
	6.2882*
	0.3998
	0.0001
	0.8060
	1.990**
	6.2887a

	KF
	0.6750
	0.0000
	1.1891*
	-1.8162
	8.5894*
	0.8969
	0.0000
	-0.2968
	-0.5091
	0.5861

	Copula
	1.1226
	0.0086
	-0.5702
	0.6987
	1.7144
	1.5811
	0.3800
	1.2961*
	0.5263
	6.7112a

	MIDAS
	0.0382
	0.0001
	0.936**
	2.034**
	  2.0345*
	-0.0652
	0.0000
	-0.936**
	2.034**
	7.3293a


Note: ‘*’ and ‘**’ represents that it shows significance at 5% and 10% significance levels, respectively   

‘a’ and ‘b’ imply rejection of the null hypothesis of JB at the 5% and 10% levels, respectively.
Table V. Basic statistics of Beta series for all banks during January 2013 

	Bank        
	Mean
	variance
	skewness
	Kurtosis 
	  J-B            
	mean
	variance
	skewness
	Kurtosis
	J-B

	Italy(Unicredit)
	
	 
	Italy(Sanpaolo)
	

	BEKK
	1.0591
	0.0008
	-0.0909
	-0.6533
	0.4407
	1.0370
	0.0006
	-0.1392
	-1.4355
	2.0491

	DCC
	0.7704
	0.0022
	3.1525*
	9.7169*
	128.58a
	0.7644
	0.0021
	3.1526*
	9.7169*
	128.58a

	KF
	1.4042
	0.0011
	-0.946**
	0.13825
	3.4513
	1.1947
	0.0257
	-0.5644
	-0.7209
	1.7183

	Copula
	1.0260
	0.0015
	-0.1525
	3.7688*
	13.701a
	0.9257
	0.0074
	1.7878*
	3.3520*
	23.0200

	MIDAS
	0.7404
	0.0020
	3.1525*
	9.7169*
	128.58a
	0.7167
	0.0019
	3.1526*
	9.7169*
	128.58a

	Greece(National bank)
	
	
	
	Greece(Eurobank)
	
	

	BEKK
	0.9851
	0.0063
	-0.1774
	1.7219
	2.9622
	0.9851
	0.0063
	-0.1774
	1.7219
	2.9622

	DCC
	0.9235
	0.0000
	1.8803*
	2.8772*
	21.487a
	0.9235
	0.0000
	1.8803*
	2.8772*
	21.487a

	KF
	0.1871
	0.0041
	0.7270
	-1.0266
	3.0365
	0.1871
	0.0041
	0.7270
	-1.0266
	3.0365

	Copula
	1.0743
	0.0000
	-1.5315*
	1.5798
	11.383a
	1.0743
	0.0000
	-1.5315*
	1.5798
	11.383a

	MIDAS
	-0.1860
	0.0000
	-1.8803*
	2.8772*
	21.487a
	-0.1860
	0.0000
	-1.8803*
	2.8772*
	21.487a

	Ireland(Bank of Ireland)
	
	Ireland(AlliedIrishbank)

	BEKK
	1.3303
	0.0712
	-0.7407
	-0.5419
	2.3849
	1.0463
	0.3437
	3.0329*
	12.818*
	192.72a

	DCC
	0.4465
	0.0009
	2.1594*
	4.3452*
	35.970a
	0.2532
	0.0002
	2.1594*
	4.3452*
	35.970

	KF
	0.9092
	0.0013
	-0.0499
	-1.5093
	2.1927
	0.9853
	0.1827
	0.5833
	-0.9923
	2.2481

	Copula
	1.2082
	0.0565
	0.4197
	-0.3893
	0.8208
	1.7752
	0.5133
	0.8278
	0.2844
	2.7047

	MIDAS
	0.3131
	0.0004
	2.1594*
	4.3452
	35.970a
	0.6544
	0.0019
	2.1594*
	4.3452*
	35.970a

	Spain(Santander)
	
	
	
	Spain(Argentaria)
	
	

	BEKK
	1.0035
	0.0000
	-0.2389
	-0.1544
	0.2416
	1.0060
	0.0000
	0.5955
	0.9959
	2.3102

	DCC
	1.3898
	0.1120
	-0.6072
	-0.3451
	1.5277
	1.4022
	0.1178
	-0.5878
	-0.3895
	1.4701

	KF
	1.0037
	0.0000
	0.4734
	-1.0411
	1.8981
	1.0068
	0.0000
	1.2131*
	-0.1038
	5.6516b

	Copula
	1.0023
	0.0021
	1.4776*
	3.4694*
	19.905a
	1.0050
	0.0023
	1.4231*
	3.0166*
	16.484a

	MIDAS
	1.4155
	0.1198
	-0.5963
	-0.3703
	1.4948
	1.4076
	0.1187
	-0.5878
	-0.3895
	1.4701

	Austria(BKS Bank)
	
	
	
	Austria (ERSTE Group)
	
	

	BEKK
	0.0317
	0.0011
	-0.3975
	-0.7338
	1.1218
	1.2483
	0.0041
	-0.7340
	0.0683
	2.0701

	DCC
	0.1922
	0.0010
	0.3456
	-0.8987
	1.2321
	0.9052
	0.0239
	0.3456
	-0.8987
	1.2321

	KF
	0.0160
	0.0160
	0.1487
	-1.4756
	2.1716
	1.2911
	0.0001
	-0.7839
	-0.0317
	2.3567

	Copula
	0.0713
	0.0003
	2.3313*
	2.3315*
	81.12**
	1.1315
	0.0182
	0.2372
	-1.4769
	2.3063

	MIDAS
	0.0755
	0.0001
	0.3425
	-0.9001
	-0.9001
	0.9767
	0.0292
	0.3464
	-0.8976
	1.2323

	Belgium(KBC Group)
	
	Belgium (DEXIA)
	

	BEKK
	1.0555
	0.0095
	0.1681
	-1.3876
	1.9536
	0.8565
	0.0040
	-0.3913
	0.7208
	1.0849

	DCC
	0.7297
	0.0055
	0.4537
	0.7332
	1.3045
	0.6981
	0.0050
	0.4537
	0.7332
	1.3045

	KF
	1.0888
	0.0000
	-0.0639
	-1.6202
	2.5314
	0.9719
	0.0000
	1.4673*
	1.2163
	1.2162 a

	Copula
	1.0626
	0.0032
	-0.7593
	0.5659
	2.5172
	0.9709
	0.0153
	-0.6794
	-0.5975
	2.1118

	MIDAS
	0.6907
	0.6907
	0.4520   
	0.7342 
	1.3000
	1.3000
	0.0048
	0.4520
	0.7342 
	1.3000

	Holland(ING Group)
	
	
	Holland (KAS Bank)
	

	BEKK
	1.2704
	0.0074
	-0.3429
	-0.7962
	1.0582
	0.4089
	0.0580
	-0.4477
	-1.2080
	2.1670

	DCC
	0.9669
	0.0045
	0.0183
	-1.4041
	1.8907
	0.4088
	0.0008
	0.0183
	-1.4041
	1.8907

	KF
	1.3902
	0.0000
	0.2813
	-1.1128
	1.4902
	0.5574
	0.0000
	0.8172
	-0.5671
	2.8682

	Copula
	1.2640
	0.0033
	0.6619
	0.3888
	1.8243
	0.3796
	0.0005
	2.4771*
	9.0163*
	101.42 a

	MIDAS
	0.9442
	0.0043
	0.0043
	-1.4059
	  1.8963
	1.8963
	0.0024
	0.0027
	-1.4059
	1.8963

	Portugal(BANCO Espirito Santo Susp)
	
	Portugal (BANCO Bpi)
	
	

	BEKK
	0.5056
	0.0046
	0.6545
	-0.8590
	2.3495
	1.2390
	0.3221
	1.5308*
	2.2632*
	13.882 a 

	DCC
	0.3421
	0.0001
	1.2557*
	3.2684*
	16.272*
	0.3823
	0.0001
	1.2556*
	3.268**
	16.278 a

	KF
	2.8682
	2.8682
	-0.3839
	0.7451
	1.0973
	1.0973
	0.0000
	-0.908**
	-0.8314
	3.8252

	Copula
	1.1241
	0.0071
	-0.3903
	1.3359
	2.2946
	2.2946
	2.2946
	1.1803*
	0.2892
	5.4194 b

	MIDAS
	0.3015
	0.0001
	1.2512*
	3.9853*
	21.229*
	0.1157
	0.1157
	1.2516*
	3.985**
	21.226 a


Note: ‘*’ and ‘**’ represents that it shows significance at 5% and 10% significance levels, respectively   

‘a’ and ‘b’ imply rejection of the null hypothesis of JB at the 5% and 10% levels, respectively.

Table VI.  The RMSEs and MCS p-value of forecasted returns for two banks in Italy, Greece, Ireland, Spain, Germany, Austria, Belgium, Holland and Portugal in January 2007 and January 2013, respectively (daily rolling )
	
	01.Jan.2007- 31.Jan.2007
	01.Jan.2013- 31.Jan.2013

	models
	RMSE
	P-value
	RMSE
	P-value
	RMSE
	P-value
	RMSE
	P-value

	Italy                     Unicredit         Intesa Sanpaolo                Unicredit         Intesa Sampaolo
	

	BEKK
	0.01409
	1.000**
	0.01611
	0.631**
	0.01376
	0.508**
	0.01270
	0.952**

	DCC-
	0.01820
	0.087
	0.02145
	0.172*
	0.01507
	0.072
	0.01347
	0.344**

	Kalman Fil.
	0.01463
	0.157*
	0.01697
	0.193*
	0.01322
	1.000**
	0.01144
	1.000**

	Copula
	0.01614
	0.087
	0.01492
	1.000**
	0.01385
	0.443**
	0.01267
	0.903**

	DCCMIDAS
	0.01740
	0.087
	0.03095
	0.075
	0.01526
	0.055
	0.01372
	0.326**

	Greece                    National bank       Eurobank                       National bank      Eurobank

	BEKK
	0.01202
	1.000**
	0.01611
	0.999**
	0.03297
	0.179*
	0.04259
	0.046

	DCC-
	0.01804
	0.056
	0.01851
	0.215*
	0.03250
	0.232*
	0.04128
	0.068

	Kalman Fil.
	0.01411
	0.192*
	0.01712
	0.440**
	0.03013
	1.000**
	0.03823
	0.224*

	Copula
	0.01420
	0.157*
	0.01591
	1.000**
	0.03332
	0.002
	0.04251
	.0002

	DCCMIDAS
	0.01598
	0.056
	0.02601
	0.249*
	0.03069
	0.577**
	0.03782
	1.000**

	Ireland                   Bank of Ireland     Allied Irish bank           Bank of Ireland     Allied Irish bank

	BEKK
	0.00686
	0.503**
	0.00896
	0.019
	0.02492
	0.240*
	0.08020
	0.243*

	DCC-
	0.00709
	0.181*
	0.00977
	0.014
	0.02779
	0.018
	0.08133
	0.149*

	Kalman Fil.
	0.00644
	1.000**
	0.00613
	1.000**
	0.02552
	0.112*
	0.07704
	1.000**

	Copula
	0.00665
	0.975**
	0.00807
	0.194*
	0.02463
	1.000**
	0.07831
	0.558**

	DCCMIDAS
	0.00715
	0.119*
	0.00889
	0.026
	0.02860
	0.016
	0.08002
	0.399**

	Spain                         Santander         Argentaria                          Santander         Argentaria

	BEKK
	0.02873
	0.201*
	0.02867
	0.542**
	0.22528
	0.007
	0.22473
	0.010

	DCC-
	0.03472
	0.001
	0.034672
	0.025
	0.14142
	0.043
	0.13971
	0.017

	Kalman Fil.
	0.02849
	0.006
	0.02917
	0.047
	0.22535
	0.007
	0.22506
	0.007

	Copula
	0.02803
	0.006
	0.03164
	0.047
	0.22475
	0.019
	0.22451
	0.017

	DCCMIDAS
	0.03422
	0.006
	0.03394
	0.020
	0.13720
	0.547**
	0.13883
	0.555**

	Austria                 BKS bank      ERSTE Group bank            BKS bank      ERSTE Group bank

	BEKK
	0.00292
	0.802**
	0.00844
	1.0e-04
	0.03037
	8.0e-04
	0.01837
	0.988**

	DCC-
	0.00343
	1.0e-04
	0.00948
	2.0e-04
	0.02798
	0.999**
	0.02306
	0.000

	Kalman Fil.
	0.00283
	0.990**
	0.00812
	0.737**
	0.03060
	8.0e-04
	0.01822
	0.996**

	Copula
	0.00297
	0.713**
	0.00864
	0.000
	0.02985
	0.012
	0.01948
	2.0e-04

	DCCMIDAS
	0.00311
	1.0e-04
	0.00965
	4.0e-04
	0.02973
	0.017
	0.02225
	1.0e-04

	Belgium                  KBC Group              DEXIA                      KBC Group       DEXIA

	BEKK
	0.00787
	0.777**
	0.00860
	0.856**
	0.01793
	0.920**
	0.16037
	0.049

	DCC-
	0.00901
	0.024
	0.00892
	0.037
	0.01891
	0.201*
	0.16073
	0.243*

	Kalman Fil.
	0.00830
	0.517**
	0.00867
	0.921**
	0.01773
	1.000**
	0.16028
	1.000**

	Copula
	0.00808
	0.642**
	0.00863
	2.0e-04
	0.01779
	0.865**
	0.16008
	0.814**

	DCC-MIDAS
	0.00879
	0.024
	0.00894
	0.040
	0.01907
	2.0e-04
	0.16075
	0.242*

	Holland                    ING Group        KAS Bank                       ING Group         KAS bank

	BEKK
	0.00491
	6e-04
	0.00472
	0.828**
	0.03098
	0.786**
	0.03396
	0.074

	DCC-
	0.00624
	0.035
	0.00488
	0.000
	0.03276
	1.0e-04
	0.03438
	1.0e-04

	Kalman Fil.
	0.00447
	0.930**
	0.00480
	0.117*
	0.03091
	1.000**
	0.03268
	0.999**

	Copula
	0.00482
	4.0e-04
	0.00472
	0.727**
	0.03094
	0.895**
	0.03449
	0.074

	DCCMIDAS
	0.00582
	0.085
	0.00486
	1.0e-04
	0.03287
	1e-04
	0.03150
	0.995**

	Portugal             Banco Espirito     Santo Banco Bpi       Banco Espirito     Santo Banco Bpi

	BEKK
	0.00823
	0.122*
	0.01264
	0.152*
	0.25018
	0.008
	0.15946
	0.978**

	DCC-
	0.00820
	0.204*
	0.01280
	2.0e-04
	0.27753
	0.008
	0.26262
	0.024

	Kalman Fil.
	0.00814
	0.945**
	0.01241
	0.548**
	0.22196
	0.994**
	0.17910
	0.024

	Copula
	0.00838
	0.122*
	0.01236
	0.718**
	0.15756
	0.983**
	0.12639
	0.925**

	DCCMIDAS
	0.00815
	0.825**
	0.01343
	2.0e-04
	0.28449
	0.008
	0.30748
	0.020


The RMSEs and MCS p-value for the different forecasts; the forecasts in 
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Figure 1. Patterns of actual vs forecasted returns for Unicredit and IntesaSanpaolo (Italy) January 2007 and January 2013
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[image: image174.png]Actual vs. forecasted returns for Intesa Sanpaolo(ltaly) in Jan. 2007
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[image: image175.png]Actual vs. forecasted returns for Unicredit(ltaly) in Jan. 2013
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Figure 2. Patterns of actual v.s. forecasted returns for ING group and KAS bank(Holland) in January 2007 and January 2013
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�According to Bos and Newbold (1984), the variation in the stock’s beta may be due to the influence of microeconomic factors and/or macroeconomic factors.  A detailed discussion of these factors is provided by Rosenberg and Guy (1976a, 1976b).





�Brooks et al. (1998) cite several papers that apply these different methods to estimate the time-varying beta.





� A variety of GARCH models have been employed to model time-varying betas for different stock markets (see Bollerslev et al., 1988; Engle and Rodrigues, 1989; Bodurtha and Mark, 1991; Ng, 1991; Koutmos et al., 1994; Braun et al., 1995; Giannopoulos, 1995; Gonzales-Rivera, 1996; Brooks et al., 1998; Yun, 2002; Choudhry and Wu, 2008).   Similarly, the Kalman filter technique has also been used by some studies to estimate the time-varying beta (see Black et al., 1992; Well, 1994, Choudhry and Wu, 2008). 





� Wilhelmsson (2013) applies the MCS procedure in the S&P 500 returns in out-of-sample density forecast.





� Poon and Granger (2003) provide an excellent survey of GARCH and other models’ forecasting ability.


� More implications of the DCC-MIDAS model are provided in Turhan et al. (2014) 





� Using Asia-Pacific stock markets, Chen et al. (2012) find that GARCH-skewed t outperforms other models during and post- current global crisis.





� See Markowitz (1952), Sharpe (1964) and Lintner (1965) for details of the CAPM.





� According to Klemkosky and Martin (1975) betas will be time-varying if excess returns are characterized by conditional heteroskedasticity.





� Expectations are rational based on Muth’s (1961) definition of rational expectation where the mathematical expected values are interpreted as the agent’s subjective expectations.





� In the BEKK model, the parameters do explain how much impact and shocks of squared errors, cross-product of errors and its lags has on the conditional covariance (Engle and Kroner, 1995). 


� Zhang and Choudhry � ADDIN EN.CITE <EndNote><Cite ExcludeAuth="1"><Author>Zhang</Author><Year>2013</Year><RecNum>664</RecNum><record><rec-number>664</rec-number><foreign-keys><key app="EN" db-id="z022dwd28wd90seaeaypxfxles0xez90v205">664</key></foreign-keys><ref-type name="Journal Article">17</ref-type><contributors><authors><author>Zhang, Yuanyuan</author><author>Choudhry, Taufiq</author></authors></contributors><titles><title>Forecasting the daily dynamic hedge ratios by GARCH models: evidence from the agricultural futures markets</title><secondary-title>The European Journal of Finance</secondary-title></titles><periodical><full-title>The European Journal of Finance</full-title></periodical><pages>1-24</pages><dates><year>2013</year><pub-dates><date>2014/03/03</date></pub-dates></dates><publisher>Routledge</publisher><isbn>1351-847X</isbn><urls><related-urls><url>http://dx.doi.org/10.1080/1351847X.2013.794744</url></related-urls></urls><electronic-resource-num>10.1080/1351847x.2013.794744</electronic-resource-num></record></Cite></EndNote>�(2013)� find that the BEKK-GARCH model has the best forecasting performance in predicting dynamic hedge ratios for storable products. Huang et al. (2010) find that the BEKK-GRACH model is superior to the DCC-GARCH in terms of forecasting the volatility of three AAA-rated Euro zero-coupon bonds.





� The DCC-GARCH can be estimated using a quasi-maximum likelihood estimator if the returns are not normally distributed.





� On the other hand, this model has the disadvantage that all correlations follow the same dynamic structure � ADDIN EN.CITE <EndNote><Cite><Author>Peters</Author><Year>2008</Year><RecNum>659</RecNum><record><rec-number>659</rec-number><foreign-keys><key app="EN" db-id="z022dwd28wd90seaeaypxfxles0xez90v205">659</key></foreign-keys><ref-type name="Journal Article">17</ref-type><contributors><authors><author>Peters, Therese</author></authors></contributors><titles><title>Forecasting the covariance matrix with the DCC GARCH model</title><secondary-title>Examensarbetenimatematisk statistic</secondary-title></titles><periodical><full-title>Examensarbetenimatematisk statistic</full-title></periodical><dates><year>2008</year></dates><urls></urls></record></Cite></EndNote>�(Peters, 2008)�. 





� Case et al. (2012) used the DCC-GARCH model to examine the dynamic correlations of returns between publicly traded REIT and non-REIT stocks, and stated that this model is a strong framework to analyze dynamic correlations. In terms of forecasts, Peters (2008) shows that the DCC model forecasts a covariance matrix better than the naïve sample in a short time frame and given high persistence. 





�For the alternative Archimedean Copula families, they do not make any assumptions of margin distribution, and they measure tail dependence via the linear correlation Peason’s rho and rank correlations with Kendall’s tau and Spearman’s rho. Pearson’s rho, Kendall’s tau and Spearman’s rho are dependence measures. The first method is the most frequently used linear correlation measurement, and the latter two are the main approaches to ranking correlations in statistics.





� Hsu et al. � ADDIN EN.CITE <EndNote><Cite ExcludeAuth="1"><Author>Hsu</Author><Year>2008</Year><RecNum>666</RecNum><record><rec-number>666</rec-number><foreign-keys><key app="EN" db-id="z022dwd28wd90seaeaypxfxles0xez90v205">666</key></foreign-keys><ref-type name="Journal Article">17</ref-type><contributors><authors><author>Hsu, Chih-Chiang</author><author>Tseng, Chih-Ping</author><author>Wang, Yaw-Huei</author></authors></contributors><titles><title>Dynamic hedging with futures: A copula-based GARCH model</title><secondary-title>Journal of Futures Markets</secondary-title></titles><periodical><full-title>Journal of Futures Markets</full-title></periodical><pages>1095-1116</pages><volume>28</volume><number>11</number><dates><year>2008</year></dates><publisher>Wiley Subscription Services, Inc., A Wiley Company</publisher><isbn>1096-9934</isbn><urls><related-urls><url>http://dx.doi.org/10.1002/fut.20345</url></related-urls></urls><electronic-resource-num>10.1002/fut.20345</electronic-resource-num></record></Cite></EndNote>�(2008)� find that the Copula-GARCH model effectively reduces the variance of returns of hedged portfolios compared to other dynamic conditional correlation (DCC) models in both the in-sample estimate and out-of-sample forecast.





�Conrad et al. (2014) employ this model to measure the correlation between long-term oil stocks and macroeconomic factors. Moreover, Asgharian et al. � ADDIN EN.CITE <EndNote><Cite ExcludeAuth="1"><Author>Asgharian</Author><Year>2013</Year><RecNum>644</RecNum><record><rec-number>644</rec-number><foreign-keys><key app="EN" db-id="z022dwd28wd90seaeaypxfxles0xez90v205">644</key></foreign-keys><ref-type name="Report">27</ref-type><contributors><authors><author>Asgharian, Hossein</author><author>Hou, Ai Jun</author><author>Javed, Farrukh</author></authors></contributors><titles><title>Importance of the macroeconomic variables for variance prediction A GARCH-MIDAS approach</title></titles><dates><year>2013</year></dates><publisher>Knut Wicksell Centre for Financial Studies, Lund University</publisher><urls></urls></record></Cite></EndNote>�(2013)� demonstrate the improvement on the GARCH-MIDAS model’s prediction ability by considering low-frequency macroeconomic factors. Comparison between the out-of-sample forecasts of correlations from the DCC and the DCC-MIDAS models shows that the DCC-MIDAS reduces the persistence of the short-run correlation dynamics (Colacito et. al., 2011).


� The Kalman Filter has many practical advantages such as its applicability to cases where there are missing observations, measurement errors and variables which are observed at different frequencies.


� For one-day-ahead recursive forecasts, the sample size is increased by one day by including the latest data for each forecast, and we obtain a set of optimal estimates with corresponding parameters.


� As stated above, the crisis started with the burst of the price bubble in the US real-estate market in mid-2007.  The crisis reached its peak by October 2008 when the Lehman Brothers defaulted.





� In order to test the robustness of our results we also apply different non-overlapping forecast periods during the pre-crisis (1 January to 31 January 2006) and the crisis (1 January 2010 to 31 January 2010) eras.  Results from these periods provide the same conclusion. These results are available on request from the authors.





� For the GARCH models, except the BEKK, the BHHH algorithm is used as the optimization method to estimate the time-varying beta series.  For the BEKK GARCH, the BFGS algorithm is applied.  For the Kalman Filter approach the BHHH algorithm is used as the optimization method to estimate the 20 time-varying beta series.


� Brooks et al. (1998) and Choudhry and Wu (2008) also provide a comparison in the context of the market model.





�It is worth noticing that the �EMBED Equation.DSMT4����EMBED Equation.DSMT4���-value for model �EMBED Equation.DSMT4��� does not necessarily equal the �EMBED Equation.DSMT4���-value from the null hypothesis, yet it is defined as �EMBED Equation.DSMT4���.


�RITA, RFITABEKK, RFITACOPULA, RFITADCC, RFITAKF and RFITAMIDAS represent actual return and return forecasts from BEKK, COPULA, DCC, Kalman Filter and DCC-MIDAS models, respectively.
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