The importance of deep, basinwide measurements in optimized Atlantic Meridional Overturning Circulation observing arrays
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Abstract The Atlantic Meridional Overturning Circulation (AMOC) is a key process in the global redistribution of heat and freshwater by the climate system. The ocean transports a maximum of nearly 1.3 PW (1 PW = 10¹⁵ W) of heat poleward in the North Atlantic [Bryden and Imawaki, 2001] of which 90% is carried by the AMOC [Johns et al., 2011]. At 26°N, the Atlantic moves 1.2 Sv (1 Sv = 10⁶ m³ s⁻¹) of freshwater southwards—again over 90% is carried by the AMOC [McDonagh et al., 2015]. Changes in the AMOC have a profound influence on global and regional climate. Abrupt shutdowns and recoveries of the AMOC in the paleoclimate record have been associated with glacial and interglacial periods, respectively [Dansgaard et al., 1984]. Considering the CMIP5 (Coupled Model Intercomparison Project Phase 5) suite of coupled climate models, the Intergovernmental Panel for Climate Change (IPCC) regard a shutdown of the AMOC unlikely but, in response to anthropogenic emission of greenhouse gases, an AMOC decline in the 21st century is considered very likely [Stocker et al., 2013]. The observation of this AMOC decline, should it occur, would be another mark of evidence of how profoundly human activity is altering the climate system.

While the importance of the AMOC on climate time scales has been appreciated for some time, an emerging field is the importance of AMOC variability on shorter time scales. Aside from the likely long-term decline, knowledge of the strength and variability of the AMOC is important in understanding the evolution of future global and regional climate variations [e.g., Drijfhout et al., 2012; McCarthy et al., 2015a]. On even shorter time scales, the potential role of AMOC variability in seasonal climate prediction and accelerated sea level rise is an emerging possibility. Regarding the former, following large interannual variability in the AMOC the winter of 2009–2010 [McCarthy et al., 2012], the winter sea-surface temperature (SST) pattern that re-emerged in 2010–2011 [Taws et al., 2011] were sufficient to push the North Atlantic Oscillation (NAO) into a negative state [Buchan et al., 2014]. The correct initialization of these SST patterns was crucial to the successful seasonal forecast of that year’s negative NAO [Maidens et al., 2013]. Duchez et al. [2015]
show that AMOC variations precede certain SST patterns and could thus feed into the predictions of these SSTs and improved seasonal forecasts, if near real-time AMOC estimates were available. Regarding the latter, following the dip in the AMOC in 2009/2010, sea level in New York rose by 10 cm 2 months later [God-ward et al., 2015]. This sea level increase was associated with a weakening of the geostrophic circulation of the North Atlantic, which keeps sea level low along the US east coast. This research points to the potential use of near real-time AMOC estimates in seasonal climate prediction and flooding risk assessment in certain locations.

The strength of the AMOC is typically defined as the maximum of the overturning stream function (Ψ):

\[
\text{AMOC} = \max(\Psi(z, y)) = \max \left( \int_{x_{w}}^{x_{e}} \int_{0}^{z_{e}} v(x, y, z) dx dz \right),
\]

where the meridional velocity (v) is integrated over longitude from west (x_w) to east (x_e) and depth (z) at each latitude (y). The basinwide, top-to-bottom integral of the meridional velocities, the throughput, has been implicitly removed in this definition.

Since 2004, the AMOC has been continuously measured by the joint UK-US RAPID-MOCHA-WBTS array (hereafter referred to as the RAPID array) of 19 moorings consisting primarily of current meters and moored conductivity-temperature-depth (CTD) instruments [Cunningham et al., 2007]. The maximum of the overturning circulation typically occurs near 30°N in climate models [e.g., Menary et al., 2013] but 26.5°N was the preferred latitude for the RAPID array due to the long-running Florida Current measurements (since 1982) [Meinen et al., 2010] and a number of full-depth, basinwide hydrographic sections [Bryden et al., 2005] at this latitude. Continuous measurements of certain components of the AMOC have been made over a longer time period than the RAPID observations, such as the overflows across the Greenland-Scotland Ridge [Hansen et al., 2016] and outflow from the Labrador Sea [Fischer et al., 2010]. Other observing arrays, such as the MOVE array at 16°N [Send et al., 2011], the SAMBA array at 35°S [Meinen et al., 2013] and the OSNAP array north of 53°N [Lozier et al., 2016], provide estimates of the overturning circulation at different latitudes. But only the RAPID measurements provide the full-depth, basinwide observational estimate of the maximum of the overturning stream function as defined in equation (1).

The design of the RAPID array is based on combining directly estimated transports with transport estimated using the geostrophic thermal wind relationship [see McCarthy et al., 2015b, for a full description]. The directly estimated transports consist of the Florida Current estimates, direct current meter based observations in the 20 km over the Bahamas escarpment to approximately 76.75°W and Ekman transport derived from reanalysis winds. The thermal wind derived transports stretch from the eastern boundary to 76.75°W.

The original array design experiments of, for example, Hirschi et al. [2003] and Baehr et al. [2004] showed that this geostrophic transport could be measured using a relatively sparse array of moorings. In fact, if the basin was vertically sided and flat-bottomed, just two moorings would be needed to capture the cross-basin density difference that defines the basinwide flow [Hirschi and Marotzke, 2007]. This geostrophic relationship forms the basis of hydrographic estimates of the overturning circulation [e.g., Bryden et al., 2005] and some paleoceanography reconstructions of the overturning [Lynch-Stieglitz, 2001]. The fundamental dynamic captured by this geostrophic element of the RAPID array is that isotherms (and consequently isopycnals, as density is temperature dominated at this location) deepen to the west above 1000 m, defining the southward gyre flow, and, below 1000 m, the isotherms deepen to the east indicating further southward flow, with northward flowing intermediate water in between (Figure 1). The majority of the western boundary current is confined to the Florida Straits. These estimates of the Florida Current have shown less variability since measurements began in 1982 [Meinen et al., 2010] than has been seen in the RAPID estimates of the AMOC since 2004. Therefore, the circulation variability captured by the geostrophic element of the RAPID array is defined by a partition between shallow southward flow in the gyre and deep southward flow in the overturning [McCarthy et al., 2012]. The geostrophic array design is based on relatively few moorings because, in the absence of intervening topography, the density on either boundary is sufficient to resolve the basinwide thermal wind and, therefore, the key balance between southward gyre flow and southward deep flow. Hence, the moorings are focused on the eastern and western boundaries and on either side of the mid-Atlantic ridge.

In spite of its relative sparseness, the deployment and maintenance of the RAPID mooring array takes considerable resources and opportunities to provide accurate estimates of the AMOC for less expense are of
interest [e.g., Fischer et al., 2013; Dunstone, 2014]. One option is to use alternative measurements to moorings. This was the approach used by Willis [2010], who combined satellite and Argo measurements to estimate the overturning circulation near 40°N, a latitude that fulfills the prerequisite of this method that there is little transport over shallow topography. An estimate of the AMOC by Frajka-Williams [2015], combining satellite-based sea-surface height (SSH) estimates offshore of the Bahamas with Florida current data, extended estimates of the AMOC back to 1993. The primary signal that is captured in the SSH is the first baroclinic mode [Szuts et al., 2012] and provides information about the ocean structure in the top 1000 m away from the boundaries. This has proved to correlate highly with the full-depth estimates from the RAPID array [Frajka-Williams, 2015].

In contrast to these essentially thermocline-based estimates of the AMOC, a number of studies have emphasized the utility of subsurface proxies for the strength of the AMOC [Baehr et al., 2007; Zhang, 2008; Roberts et al., 2013]. In particular, Baehr et al. [2007] highlighted cross-basin, deep density difference as a useful proxy for detecting long-term changes in the AMOC. This leads us to ask the question: Can a reduced mooring array capture both seasonal-to-decadal and climate time scale variability in the AMOC?

We will address this question from two angles. First, 10 years of data from the RAPID array [Smeed et al., 2015] is subsampled to see how reduced data can be used to make estimates of the AMOC by comparing the accuracy of this reduced array to full array estimates. Second, we look at the problem on longer time scales by assessing a range of climate model runs that show future declines in the AMOC in response to anthropogenic climate change to ask whether the RAPID array style sampling (or sampling from a reduced array) is able to capture the simulated future changes in the AMOC.

2. The Design of a Minimal Array

The RAPID array estimates the basinwide integrated geostrophic transport across the basin. Large-scale ocean circulation is in geostrophic balance so the meridional transport across an ocean basin can be calculated from the difference in pressure between eastern and western boundaries and across any intervening ocean ridges. The stream function for the flow can be expressed as:

$$\Psi(z) = \frac{1}{\rho_0 f} \int_z^{z_0} dz' \Delta P(z'),$$

(2)

where

$$\Delta P(z) = P_L(z) - P_W(z)$$

is the cross-basin pressure difference, $f$ is the Coriolis parameter and $\rho_0$ is a reference density. The RAPID calculation combines a number of moorings close to the western boundary, on either flank of the mid-Atlantic ridge and along the eastern boundary to construct temperature and salinity profiles representative of these

![Figure 1. Simplified section of conservative temperature from 2004 at 24.5°N from east of the Bahamas escarpment to the eastern boundary highlighting the main overturning dynamics. Green, dashed lines overlaying the 5°C and 10°C show the 36.8 and 36 kg m⁻³ density contours.](image-url)
locations. These profiles are used to calculate density ($\rho$) and dynamic height ($\Phi$), which is related to the pressure by

$$P(z) - P(z_R) = -g \int_{z_R}^{z} dz' \rho(z') = \rho_0 \Phi(z),$$

where $g$ is gravity and the level $z_R$ is a reference level. In practice, dynamic height is used in the calculations but, for the development of the theory here, we are interested in the nonintegrated quantity to assess the impact of changes at arbitrary levels on the AMOC and so we focus on using density to detect the pressure gradient. The two main pressure gradients at 26.5°N is the east-west basinwide pressure difference and the pressure difference across the mid-Atlantic Ridge. The pressure gradient across the mid-Atlantic ridge is much smaller than that between the eastern and western boundaries. We will focus on the east-west balance to develop this theory before considering these other elements.

In addition to the estimates of geostrophic shear based on density, direct current meter measurements near the western boundary estimate the flow west of 76.75°W. This region is referred to as the Western Boundary Wedge (WBW).

The estimate of the circulation used in the RAPID calculation uses zero net flow across the section to constrain the velocity field [Kanzow et al., 2007]. This constraint has been independently verified, within an accuracy of approximately 1 Sv, in models [Hirschi and Marotzke, 2007], by bottom pressure recorder data [Kanzow et al., 2007] and gravity satellite, GRACE, data [Landerer et al., 2015].

We show in Appendix A, the impact of small changes in the cross-basin density difference at a given depth on the overturning stream function can be expressed as:

$$\Delta \Psi = \frac{g}{\rho_0} \int_{z_0}^{z} dz' G_W(z, z') \Delta \rho(z'),$$

where $G_W$ is a Green’s function, given by

$$G_W(z, z') = \begin{cases} z - z' + \frac{A(z)}{A} z' & \text{if } z > z' \\
\frac{A(z)}{A} z' & \text{if } z < z' \end{cases}$$

where

$$A(z) = \int_{z_0}^{z} w(z') dz'$$

is the area derived from integrating the basin width, $w(z)$, from the seafloor to depth $z$. $A(0) = A$ is the full area across the basin. The fraction $A(z)/A$ is the fraction of the basin cross-section deeper than $z$, which has a value of 1 at the sea-surface and zero at the seafloor. The impact on the AMOC is then approximated by the change at the depth of the maximum overturning:

$$\Delta \text{AMOC} = \Delta \Psi |_{z = z_M} + O(\Delta \Psi^2).$$

The advantage of using this Green’s function approach is to allow a direct assessment of a density change on the final value of the AMOC. As the density is twice integrated to derive a stream function, Figure 2 is a useful way of assessing the impact of density anomalies at given depths on the AMOC. The density anomalies are considered to have a 100 dbar extent. Changes on the east and west boundaries have equal and opposite impact, hence the symmetry around the zero density anomaly line. If the same change is made on the east as on the west, the AMOC is unchanged. So, for example, if the whole water column on both sides of the basin warms by the same amount, there would be no change in the AMOC. Density changes at the surface and seafloor have no effect on the AMOC. The maximum of $G_W(z_M, 0)$ is when $z = z_M$, indicating that density anomalies around the level of the AMOC maximum have the most impact. In the RAPID observations, this occurs near 1100 m [McCarthy et al., 2015b].
We can use the Green's function to estimate the amount of variance in the AMOC due to the variability of density at each level on the eastern and western boundaries. If

\[ f(z) = \text{var}(\rho(z))|GW(z, z)|^2, \]

then

\[ F(z_1, z_2) = \frac{\int_{z_1}^{z_2} dz' f(z')}{\int_{z_1}^{z_2} dz f(z')} \]  

is the fraction of variance in the AMOC due to density variations between \( z_1 \) and \( z_2 \). Note that this analysis does not take account of the covariances between density variations at different locations and so provides only an approximation to the total AMOC variance.

So far, we have only considered the situation of transport between the eastern and western boundaries. At 26.5°N, there are the added components of the pressure gradient across mid-Atlantic ridge and the transport in the WBW. To assess the impacts of these components of the RAPID calculation, the following approach is taken. Dynamic height profiles are constructed, as described in McCarthy et al. [2015b] for the eastern and western boundaries and for the eastern and western flanks of the mid-Atlantic ridge. The vertical derivative of this is calculated to relate back to the density (equation (3)). The density gradient between the eastern and western boundaries is considered as is the gradient between the eastern and western flanks of the mid-Atlantic ridge. The contributions from the eastern and western boundaries individually are considered, relative to the mean. For the WBW, a proxy for dynamic height is constructed by multiplying the transport profile, \( T(z) \), by the Coriolis parameter to give an equivalent of dynamic height difference across the WBW:

\[ T(z) = \frac{\Phi'(z)}{f}. \]

This element can then be treated similarly to the other elements of the calculation.

Figure 3 shows the fraction of AMOC variance as estimated using equation (6). The variance from the eastern and western boundaries, the mid-Atlantic ridge and the WBW are shown. Results indicate that a combination of the data from the top 1000 m of each component would describe 70% of the variance; data to 1500 m would describe over 90% of the variance, with the addition of data on the western boundary to 3500 m over 99% of the variability observed since 2004 is captured.

Data from the mid-Atlantic ridge contributes very little to the variability of the AMOC that has been observed. Given that over 70% of the variance observed is captured by the top 1000 m variability, the lack of variability from the mid-Atlantic ridge is hardly surprising. At levels shallower than the effective depth of the mid-Atlantic ridge, the mid-Atlantic moorings do not contribute to the basinwide transport [McCarthy et al., 2015b]. The effective height of the mid-Atlantic ridge is the depth at which pressure gradients cannot be transmitted from the eastern flank of the ridge to the western flank. The shallowest depth of the ridge occurs around 3000 m but deep pressure gradients are transmitted across the ridge to depths of around 5000 m.
The deep measurements on either side of the ridge aim to capture variations in Antarctic Bottom Water [Frajka-Williams et al., 2011], which have not varied significantly over the observational period [McCarthy et al., 2015b].

3. Assessment of Minimal Array Design

The analytical insight from the Green’s function analysis can be translated into a design for a sparse array by examining the moorings in Figure 4. The eastern and western dynamic height measurements are easily addressed. On the western boundary, the mooring WB2 provides surface to 3800 m coverage of the density profile. On the eastern boundary, the moorings EBH4 (EBH3) covers the top 1000 m (1500 m). The Western Boundary Wedge is composed of current meter measurements from four moorings (WBADCP, WB0, WB1, and WB2, see Figure 4) to estimate the transport from the continental shelf to WB2 [Johns et al., 2008].

To estimate the transport using as few moorings as possible, we investigate the correlations between the overall transport in the WBW and the individual moorings. There is a high degree of correlation between the velocity profiles at each of the moorings west of and including WB2 and the total WBW transport. This is not altogether surprising as the WBW is not independent of the individual moorings and eddy noise decreases toward the boundary [Kanzow et al., 2009], hence higher correlation might be expected.

To estimate a WBW transport from current meters on the WB2 and other moorings, we calculate the amplitude of the first principal components of the full transport in the wedge, calculate the amplitudes of the first four principal components of the velocity profile at WB2 and other moorings. We then use multiple regression to model the first PC of the transport as a function of the four principal components of the WB2 velocity profile. The results are shown in Figure 5. The residual error has a standard deviation of 0.55 Sv relative to the standard deviation of the full transport of 2.51 Sv.

We consider a number of sparse array designs to quantitatively estimate their ability to reproduction of the AMOC variability. The four configurations considered are described in Table 1. These calculate the AMOC when variations in density on either side of the basin are restricted to a given depth range or when the WBW moorings are fully included or a reconstructed version is considered.

Figure 6 shows the difference between each version of the reduced array and the full RAPID calculation of the AMOC. The results support those of the Green’s function analysis. Using only data from the upper 1000 (1500) m, RS1000 (RS1500), respectively, results in a residual variance of 0.84 Sv$^2$ (0.63 Sv$^2$) relative the full calculation. This shows that most of the variance of the AMOC that has been observed since 2004 is contained in the upper ocean. The best reproduction of the full calculation from a reduced array is the RSW configuration with a residual variance of 0.06 Sv$^2$. Finally, the RSW-mod configuration results in a transport estimate with a residual variance of 0.17 Sv$^2$.

This final combination has a slightly higher error variance than using the full wedge but offers the appeal that the AMOC can be estimated using a single tall mooring on the western boundary at WB2 (to a depth of 3700 m [Cunningham et al., 2007]).
3800 m) and a single mooring on the eastern boundary at EBH3 (to a depth of 1500 m) in combination with the cable estimates from the Florida Current and reanalysis based Ekman transport estimates.

4. Minimal Arrays and the Measurement of Future Changes

The previous section has shown that it is possible to reconstruct the vast majority of observed AMOC variability since 2004 as estimated by the full RAPID array using a much reduced array of moorings. However, on climate time scales, a decade is a short period of time. To address the question of the ability of minimal arrays to measure long-term changes in the AMOC, we simulate a RAPID-analog calculation in a range of climate models that show future AMOC declines. We then consider certain minimal array configurations to assess whether long-term changes are captured.

The AMOC is expected to decline due to anthropogenic forcing in the coming century [Stocker et al., 2013]. However, there is a range of rates of decline seen in a range of CMIP5 models. While it is not possible to know whether the mechanism of AMOC decline in any one of these models will represent the behavior of a future decline in the AMOC, these models are still the best tool for investigating future changes in the climate system and in the AMOC. Any minimal array design would need to be able to capture future declines in the overturning circulation or the main goal of the observing array would be lost.

We consider a number of CMIP5 models that show future declines in the AMOC under two different emissions scenarios RCP 4.5 and RCP 8.5, where RCP is Representative Concentration Pathway (e.g., RCP 8.5 is intended to result in a net top of atmosphere radiative imbalance of 8.5 W m$^{-2}$ in the year 2100). The models analyzed are ACCESS 1.0, ACCESS 1.3, CSIRO-Mk3, CanESM2, MPI-LR, MPI-MR and two generations of the HadGEM model: HadGEM2-ES and HadGEM3-GC2 (Table 2). We analyze the two HadGEM models in further detail. These two models were chosen for this study as they both show a distinct future decline in the AMOC and comprise two generations of climate models and thus provide a wide sample of the parameter space.
The version of HadGEM2-ES used in this analysis has an ocean resolution of 1° rising to 1/3° in latitude near the equator and has 40 $z$-coordinate vertical levels [Collins et al., 2011]. The ocean model is based on an updated version of the ocean module used in the HadCM3 model. The model is forced with historical estimates of greenhouse gas concentrations, solar variability, land use changes, and volcanic and anthropogenic aerosols until 2005. Between 2005 and 2100 the model is forced with projected future changes in the same consistent with the RCP 8.5 forcing scenario [see Jones et al., 2011, for further details]. The atmospheric component has a resolution of $1.25^\circ \times 1.875^\circ$ with 38 vertical levels. We refer to this model as HG2 from here onwards.

The state-of-the-art coupled climate model HadGEM3-GC2 [Williams et al., 2015] is the same model configuration used in the operational seasonal and decadal forecast systems of the Met Office (GloSea5 and DEPRESYS3). The ocean model is the Global Ocean 5.0 [Megann et al., 2013] version of the v3.4 NEMO model [Madec, 2008] and uses the ORCA025 tripolar grid configuration. It has 75 vertical levels, and a nominal horizontal resolution of 0.25 degrees. The RCP 4.5 scenario differs in configuration from the present day control simulation [Jackson et al., 2015] as it uses CMIP5 RCP4.5 forcing data sets [Jones et al., 2011]. This includes well-mixed greenhouse gases (CO$_2$, CH$_4$, N$_2$O, chlorofluorocarbons, and hydrofluorocarbons), tropospheric aerosols (including sulfates, soot, biomass aerosols, and organic carbon from fossil fuels), monthly varying tropospheric and stratospheric ozone concentrations, varying solar irradiance, and stratospheric volcanic aerosol at background levels [Sato et al., 1993]. This simulation is a continuation of a historical simulation which uses CMIP5 historical forcings. The historical simulation ran from 1850 using initial conditions from a GC2 preindustrial control run. We refer to this model as HG3 from here on.

Figure 4 shows a mean potential temperature section from the HG3 model at the latitude nearest to 26.5° N in the North Atlantic. As described earlier, the RAPID calculation relies on calculating the boundary dynamic height along the western, eastern and on both sides of the mid-Atlantic Ridge to estimate geostrophic transport. The exception to this is wind-driven Ekman transport near the surface and direct current and velocity measurements from the WBW and the Florida Straits. In the HG3 analysis, the WBW limit is defined at 76.75° W at the same longitude as in the observational calculation [McCarthy et al., 2015b]. West of this, including in the Florida Straits, direct velocity is used to calculate transport. At the WBW limit of 76.75° W and continuing down along the western boundary to the deepest part of the basin west of the mid-Atlantic ridge, a temperature and salinity profile is calculated (black, dashed line in Figure 4). This is an analog of the western boundary profile.
used in the observational calculation. Similarly, profiles for the western and eastern flanks of the mid-Atlantic Ridge and along the eastern boundary are constructed (Figure 4). Dynamic height from each of these “profiles” is calculated relative to a reference level. The reference level in the observational calculation is chosen to be at approximately the interface between northward and southward flowing water masses. We apply the same criteria in the model but use the basinwide integrated velocities to identify a suitable level between northward and southward flowing water masses. In the case of HG3 model, this reference level was chosen at 4600 m, where the basinwide transport profile, calculated from the full velocities, is zero. Geostrophic shear is calculated taking the difference in dynamic height between each of these profiles analogous to the description in McCarthy et al. [2015b].

Meridional Ekman transport is calculated from the zonal wind stress. The direct velocity west of 76.75°W, geostrophic shear and Ekman transports are combined with a compensation velocity term to ensure zero net transport across the section. The resulting transport profile is vertically integrated to give an overturning stream function, the maximum of which is defined as the RAPID-style AMOC from the model. This is an analog of how the RAPID calculation is made but not a direct replication as, in reality, moorings at a finite number of zonal locations as illustrated in Figure 4 are used to construct each profile. Our method does not take account of the potential for this reference level to change in a changing climate, which is a possibility [Baehr et al., 2009]. However the fact that the RAPID-style AMOC reproduces well the full velocity derived AMOC indicates that this is not a major problem.

Essentially the same procedure is used to calculate a RAPID-style AMOC in HG2 with the following differences. Due to the lower resolution, the Florida Straits are not well represented in this model. The latitude of 29.5° was chosen for this investigation. The longitude chosen for the boundary of the WBW is 77.5°W and the reference level is at 4000 m in this model. The choice of the WBW limit is somewhat arbitrary. Choosing 77.5°W results in a good agreement in between the RAPID-style calculation and the full velocity calculation.

![Figure 6](image_url)

**Figure 6.** Reduced array AMOC strength minus full array AMOC strength, subsequent values offset by 10 Sv. Cases considered are (a) RS1000, (b) RS1500, (c) ROW, and (d) RSW-mod.

---

**Table 2.** Models Used in This Study

<table>
<thead>
<tr>
<th>Model Name</th>
<th>Institute ID</th>
<th>Trend 2000–2100 RCP 4.5 (Sv decade⁻¹)</th>
<th>Trend 2000–2100 RCP 8.5 (Sv decade⁻¹)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Full AMOC</td>
<td>RAPID-Style</td>
</tr>
<tr>
<td>ACCESS 1.0</td>
<td>CSIRO-BOM</td>
<td>-0.56</td>
<td>-0.66</td>
</tr>
<tr>
<td>ACCESS 1.3</td>
<td>CSIRO-BOM</td>
<td>-0.36</td>
<td>-0.56</td>
</tr>
<tr>
<td>CSIRO-MK3</td>
<td>CSIRO-QCCCCE</td>
<td>-0.4</td>
<td>-0.48</td>
</tr>
<tr>
<td>CanESM2</td>
<td>CCCMA</td>
<td>-0.19</td>
<td>-0.19</td>
</tr>
<tr>
<td>MPI-LR</td>
<td>MPI-MR</td>
<td>-0.34</td>
<td>-0.32</td>
</tr>
<tr>
<td>MPI-M</td>
<td>MPI-M</td>
<td>-0.76</td>
<td>-0.7</td>
</tr>
<tr>
<td>HadGEM2-ES</td>
<td>MOHC</td>
<td>-0.75</td>
<td>-0.81</td>
</tr>
<tr>
<td>HadGEM3-GC2</td>
<td>MOHC</td>
<td>-0.75</td>
<td>-0.81</td>
</tr>
</tbody>
</table>

*Trends over the period 2000–2100 are shown.*
though the choice leads to a shallow ($z > -1000$) WBW contribution. Choosing the next grid point offshore, 76.75°W, results in less absolute agreement but better agreement in the variability.

The additional CMIP5 models are analyzed in less detail but with the intention to show that HG2 is representative of a range of CMIP5 models. There are a number of differences in the RAPID-style calculation applied to these models. The mid-Atlantic ridge is neglected, which has only a minor contribution. Ekman transport was also not explicitly calculated for these additional models. Instead ageostrophic velocities were estimated by taking the full velocities in the top 100 m and subtracting the geostrophic velocities. These ageostrophic velocities are dominated by and a good approximation of Ekman transport. The method proved accurate when tested using the explicitly calculated Ekman transport in the Hadley Centre models. The deepest level was chosen as the level of no motion. For each, the meridional grid index closest to 26.5°N was chosen to analyze. The limits for the WBW section were chosen as 77°W apart from the ACCESS models, which had a WBW limit at 80°W. The models have either a B-grid or a C-grid so temperature, salinity and velocity were all interpolated onto a common grid prior to analysis.

All of the models for both RCP 4.5 and RCP 8.5 show future decline in the strength of the AMOC from the full calculation (Figures 7a, 8a and Table 2) and were selected for this reason. The RAPID-style reconstruction succeeds well in reproducing the variability of the full AMOC in the historical run prior to 2000 and for the most part reproduces the projected changes (Figures 7b, 7d, 8b, 8d and Table 2). There are mean offsets due in part to the barotropic throughflow in the full AMOC calculation. There are a number of models that show differences in the projected AMOC: in the ACCESS runs and CSIRO-Mk3 runs, the RAPID style method slightly underestimates the AMOC (although the effect is transient in the case of the CSIRO model), whereas the RAPID-style calculation slightly overestimates in the case of the MPI-ESM-LR RCP 4.5 run and the HadGEM2-ES RCP 8.5 run. These differences are small in comparison to the changes that the RAPID-style calculation is replicating.

In contrast to the effective reproduction of AMOC variability by the full RAPID-style calculation, the RS1000 simulation fails to capture much of the future changes in the AMOC (Figures 7c, 7d and Table 2). With the exception of the HadGEM3 and MPI-ESM-LR runs, the future decline in the overturning is almost completely missed in the RS1000 calculations. This allows us to make the general statement that deep density gradient
change is the predominant mechanism for overturning decline in the CMIP5 models analyzed. Deepwater formation is a problem in many coupled models with North Atlantic Deep Water (NADW) frequently being too shallow [Legg et al., 2009]. Nonetheless, considering the transport deeper than 1000 m encapsulates the various representations of southward deep flow across the models and allows assessment of the partition of the flow between gyre and overturning.

We return to analyze the two HadGEM models in more detail. The strength of the AMOC in the HG2 model is 13.9 Sv prior to 2005 and the mean strength of the AMOC in the HG3 model is 16.4 Sv. Over the same time periods, the RAPID-style AMOC produces an AMOC strength that is 1.7 Sv weaker than the full AMOC in the HG2 model, whereas the HG3 RAPID-style calculation is only 0.2 Sv weaker than the full calculation. The RAPID-style calculation in both models reproduces the subdecadal variability well with correlations of 0.84 and 0.74 for HG2 and HG3, respectively.

As was previously seen, holding temperature and salinity constant below 1000 m in the HG2 model causes the decline in the AMOC after 2005 to be entirely missed (Figures 6a and 6c). The RS1000 calculation not only misses the future weakening but also the strengthening up to 2005 described by Menary et al. [2013]. In contrast to this, the RS1000 calculation in the HG3 model reproduces the AMOC variability well. The mean value for the strength of the AMOC is offset by 2.7 Sv relative to the RAPID-style calculation but all long-term trends are captured including the decline in the AMOC evident after the year 2000. For both models, the RS1000 calculation continues to reproduce the subdecadal variability well with correlations of 0.75 and 0.68 for HG2 and HG3, respectively, only a small drop from the full RAPID-style calculation.

The second configuration considered is a full deep mooring on the western boundary while measuring to a depth of 1500 m on the eastern boundary: the RSW configuration. In the HG2 model, the RSW calculation actually overestimates the AMOC decline after 2005 (Figures 9a and 9c). Much of the historical strengthening prior to 2005 is not captured by the RSW calculation. The RSW calculation results in a long-term drift toward an underestimation of the AMOC that accelerates post-2050. Consideration of the RSW calculation in the HG3 model results in increasing underestimates the AMOC throughout the run (Figures 9b and 9d). There is no change in the rate of change of the underestimation throughout the run and seems indicative of a long-term drift in the model.

Figure 8. Same as Figure 7 but for RCP 8.5.
The origin of the changes in both these model runs can be understood by considering the changes in deep temperature, salinity, and density (Figure 10). Deeper than 1000 m, the circulation near 26°N is dominated by southward flow of North Atlantic Deep Water. This is a geostrophically balanced flow with higher densities on the west relative to the east at the same depth driving the large-scale southward flow. The mean density pattern is dominated by temperature, where isotherms sloping upwards toward the western boundary illustrate colder and hence denser water on the west than on the east (Figure 4).

Considering HG2 to begin with, there is a mean density difference between the eastern and western boundaries of 0.01 kg m\(^{-3}\) deeper than 1000 m, the decline in this density difference after 2005 reflects the changes occurring in the AMOC (Figure 10c). Holding these deep quantities constant results in none of the long-term changes in the full AMOC being reflected in the RS1000 calculation. In both the eastern and western basins, the deep density on the boundary decreases and the decline in the AMOC post-2005 is due to the density on western boundary declining more rapidly than on the east. This also explains the accelerated decline of the AMOC in the RSW calculation relative to the full AMOC. In the case of RSW, the decline in the western boundary density is not offset by the similar, albeit smaller, decline in eastern boundary density and the AMOC collapses rapidly. Note that if the calculation used deep eastern measurements and no deep western measurements, the AMOC would appear to strengthen.

Decomposing this density change into temperature and salinity shows that it is not only deep warming that drives AMOC changes in HG2. From 2005 to 2025, a decrease in the cross-basin temperature gradient deeper than 1000 m starts the AMOC decline (Figure 10a). However, from 2025 onwards, the decline in the salinity difference across the basin (Figure 10b) dominates the decrease in density and consequent AMOC collapse.

Figure 9. For the HG2 model run, (a) AMOC estimated from model velocities (black), RAPID style AMOC (blue), RS1000—RAPID style with values deeper than 1000 m held constant (cyan) and RSW—RAPID style with a full western boundary but only eastern boundary data to 1000 m (red). All values have had their mean subtracted, each subsequent calculation offset by 5 Sv. (b) Full AMOC minus RAPID style AMOC (blue), Full AMOC minus RS1000 (cyan) and Full AMOC minus RSW (red). Each subsequent calculation has been offset by 5 Sv. (c) and (d) Are the same cases as (a) and (b) but for the HG3 model run.
The AMOC changes in the HG3 model run are not dominated by the changes deeper than 1000 m as they are in HG2. Therefore, the deep density difference between eastern and western basins is relatively flat and close to zero at 0.002 kg m$^{-3}$ throughout the run (Figure 10f). What is notable is that the density on both boundaries decreases at a similar rate. The RSW calculation estimates a continuously declining AMOC for HG3: the deep density on the west decreases and, with the deep east held constant, the cross-basin density contrast declines and so does the estimate of the AMOC.

Density changes deeper than 1000 m in HG3 in terms of temperature and salinity explains the density evolution. The deep temperature on both eastern and western boundaries rises throughout at a rate of 0.2$^\circ$ century$^{-1}$. The relatively constant rate of change in temperature is of concern and suggests that this may be a result of model drift or indicative of a model that is not fully spun up. The salinity on the other hand increases on both sides of the basin until approximately 2028 and decreases thereafter. Qualitatively similar changes occur on both sides of the basin with the western boundary salinity decreasing slightly more rapidly. However, these changes are not sufficient to significantly alter the AMOC in this model run.

Figure 10. For the HG2 model run, (a) average density from the western (blue) and eastern (green) boundaries deeper than 1000 m and their difference (black). (c and e) Are the same but for potential temperature and salinity respectively. (b, d, and f) Are analogs of (a, c, and e) but for the HG3 model run. Note the changes in the extent of the y axis limits.
5. Discussion

The vast majority of the subseasonal to decadal variability observed by the RAPID array in the AMOC since 2004 could be reproduced using a tall mooring on the west, such as WB2, that would not only provide a western boundary dynamic height profile but also an estimation of the WBW transport, and a single mooring in the east to 1500 m, such as EBH3. This is not altogether surprising given that density differences in the top 1000 m, particularly close to the eastern boundary, were noted to be the crucial signal for the seasonal cycle [Pérez-Hernández et al., 2015] and isopycnal displacements in the top 1000 m on the western boundary were crucial for the large interannual variability in 2009–2010 [McCarthy et al., 2012]. This provides a framework on which to base the delivery of real-time AMOC estimates from the array. We anticipate that these top 1000 m measurements would be sufficient to capture future reoccurrences of large interannual variability and future changes in the seasonal cycle, as these are primarily upper ocean responses to wind forcing. However, we argue that it is not an appropriate model for long-term observations capable of capturing a climate-time scale AMOC decline in the 21st century.

The development of a telemetry system that would deliver real-time data from the RAPID array is ongoing [Rayner et al., 2016]. The system, similar to systems in development elsewhere, is added to each mooring individually. Hence, for optimal deployment, the minimum number of moorings that can provide a useful estimate of the AMOC is important to know. Based on the observations thus far, telemetry of data from these two moorings would accurately estimate of interannual variability including the large downturn in 2009/2010. Near real-time AMOC data could thus aid the prediction of seasonal climate patterns [Duchez et al., 2015] and extreme sea level rise events [Goddard et al., 2015] and would provide a valuable estimate of the subclimate time scale AMOC variability.

The analysis of the 10 years of observations highlights two elements of the observing system that appear not to be critical in estimating AMOC variability on subclimate time scales. The use of regressed values of the WBW transport onto WB2 proved successful in reproducing the variability of the transports close to the Bahamas shelf. However, we note that this transport contributes significantly to the overall variability of the AMOC estimate (Figure 3). Regressions can change and were the regression to change in the future, this key area of variability could be misrepresented. Hence, the WBW measurements form a key element of the variability of the AMOC at this latitude. On the other hand, little variability was seen to arise from the Mid-Atlantic Ridge moorings. There is a mean density gradient across the ridge but this does not contribute to the AMOC variability observed since 2004. Furthermore, RAPID-style calculations in the HadGEM models that included or excluded the density gradient across the Mid-Atlantic Ridge did not show different projected behavior. The mid-Atlantic ridge supports northward flowing Antarctic Bottom Water (AABW) along its eastern flank. Climate models have problems simulating AABW in a similar way to NADW and it may be that variability due to this water mass does not exist because the models are deficient. Nonetheless, we must state that, in contrast to the WBW measurements, we have not been able to show a large contribution to the AMOC signal measured by the mid-Atlantic ridge moorings in either the observations or the climate models considered.

Looking in detail at our ability to detect a climate time scale AMOC decline through the prism of climate models, changes observed by such minimal arrays can be deceiving. The two models considered in detail here, both versions of the HadGEM climate model, differ widely. The older HG2 model has an AMOC that declines exclusively in the deep ocean as the cross-basin density difference erode and excluding estimates from deeper than 1000 m results in not capturing any AMOC decline. This is behavior typical of the range of CMIP5 models considered here and is implicit in the detectability study of Baehr et al. [2007]. On the other hand, in the newer HG3 model, the basinwide deep flow below 1000 m is weak due to a negligible cross-basin density difference and does not contribute to the AMOC decline. That is not to say that the deep ocean in HG3 does not change: it warms continually. In this case, the RSW configuration of moorings could lead to a marked and misleading overestimation of AMOC decline. Thus in neither model scenario would our suggested minimal array (based on the observation analysis), the RSW configuration, be appropriate to observe the AMOC decline. Full-depth measurements are therefore needed on both eastern and western basins to capture future climate-time scale AMOC decline. While this can be accomplished with a single mooring on the western boundary, a number of moorings are needed on the eastern boundary to both capture the near coast variability, crucial for the seasonal cycle [Chidichimo et al., 2010], and the deep variability farther offshore.
Satellite estimates of SSH primarily measure first baroclinic mode variability. Though not strictly comparable with either the Frajka-Williams [2015] or the Willis [2010] reconstructions, the RS1000 configuration is the most similar, focusing on the variations in the thermocline where the first baroclinic mode is most active Szuts et al. [2012]. The RS1000 configuration captures all the variability seen since 2004 in observations and was able to capture the subdecadal variability in the climate models. This is not a surprise as relatively simple two-layer, wind-driven models are also capable of capturing this variability [Zhao and Johns, 2014]. However, long-term deep changes in the AMOC driven by the deep circulation in HG2 and the majority of the CMIP5 models analyzed here are not captured by the RS1000 configuration and would not be captured by satellite-based proxies either. On the other hand, the RS1000 configuration did capture the HG3 AMOC decline and a satellite estimate would be able to capture this decline. Two pertinent questions that arise are which models’ deep circulation is more like the real world and which type of AMOC decline is more likely?

To address the first of these questions, we look at the deep density patterns. The deep density difference between eastern and western boundaries in HG2 has an average of 0.01 kg m$^{-3}$ prior to 2005 in comparison to 0.002 kg m$^{-3}$ in HG3 (again prior to 2005). In HG2, it is this deep circulation that collapses the AMOC. The depth density in the RAPID observations over the same depth range shows a contrast between east and west of 0.02 kg m$^{-3}$. The observed density gradient is larger than either model, indicating that the real southward deep geostrophic flow of North Atlantic Deep Water is stronger than in both of these climate models. And, in fact, the newer model, HG3, is farther from reality than the older HG2.

We note that there are a number of model deficiencies that emerge also. The continual drift of the deep temperatures in the HG3 model of 0.4°C through the historical period (1850–2000) is likely to be an artifact of either model drift or indicative of a model that is not fully spun up. The HG3 model is the most modern model considered here and, consequently, the highest resolution. The problem of spinning up models becomes greater with higher and higher resolution. Potentially, all the AMOC decline being contained in the deep of the CMIP5 models is not realistic either. Given the role of the AMOC in upper ocean circulation, it is unlikely that there would not be a change in the circulation shallower than 1000 m, which is an implication of the results presented here.

The second question is more speculative. We are not going to consider in detail the origins of the AMOC collapses within these models. We will simply consider broadly the origins of an AMOC collapse. What sets the North Atlantic apart from the North Pacific in terms of deep circulation is the presence of (predominantly) two deepwater sources: that of Labrador Sea Water and Denmark Straits overflow water. At 26.5°N, these occupy depth ranges around 1100–3000 and 3000–5000 m. In different ways, these water masses contribute to the density gradient deeper than 1000 m and, were they to cease to form, the overturning would decline. Essentially, the North Atlantic would be more like the North Pacific, with no deep overturning circulation. The AMOC is a complex set of processes including not only deepwater formation but mixing, upwelling and water mass transformation driven by a combination of wind, buoyancy, and tidal forcing. In efforts to understand this complexity, it is important to remember that, if deepwater formation ceases, the overturning halts. This is the fundamental idea behind paleoceanography concepts of AMOC decline [e.g., Broecker, 1991] and some dramatic future projections of AMOC decline [e.g., Hansen et al., 2016]. If this is how the overturning declines in the future, we should be ready to observe this.

The deep ocean is one of the most poorly sampled elements of the climate system. This may change in the future with the advent of the deep Argo program [Johnson et al., 2015] and deep gliders [Osse and Eriksen, 2007] but currently deep ocean moorings are some of the few continuous observations at depth. There is a range of behaviors in deep circulation of the climate models considered here and no definitive way of knowing which—or even whether—one is right. Nonetheless, inadequately sampling the deep ocean in either model when estimating the AMOC can lead to very misleading results.

The AMOC is a fundamental metric of the climate system. How or whether it changes in response to anthropogenic forcing will be crucial to our understanding the dynamics and impacts of a changing climate. We are just over a decade into measuring the AMOC accurately with the RAPID array. AMOC variability on time scales from subseasonal [Moat et al., 2016] through seasonal [Chidichimo et al., 2010] to decadal [Smeed et al., 2014] have been discussed but no conclusions on AMOC decline due to anthropogenic climate change can yet be drawn. We draw an analogy with Keeling [1960], who discussed 2 years of CO$_2$ measurements at Mauna Loa, focusing on the seasonal cycle, which was the interesting feature of the
measurements when that time series was of that length. Over time, the Keeling curve that has documented the steady rise in atmospheric CO₂ in response to the burning of fossil fuels. Likewise, with the RAPID array, we expect the greatest impact of the measurements to be revealed over much longer time scales. In this paper we have emphasized the importance of deep, basinwide measurements in estimating the long-term evolution of the AMOC. It is crucial that, in an effort to be efficient, we do not remove elements from the observing system that are crucial to revealing future climatic changes.

**Appendix A: Derivation of the Green’s Function**

The stream function for basinwide, geostrophic transports at a given latitude can be expressed as:

\[
\Psi(z) = \frac{1}{\rho_0 f} \int_{z_R}^{z} dz' P(z'),
\]

(A1)

where

\[
P(z) = P_E(z) - P_W(z)
\]

is the cross-basin pressure difference, \(\rho_0\) is a reference density and \(f\) is the Coriolis parameter. The pressure can be expressed using the hydrostatic equation, which can be written in a slightly modified form using a simple Green’s function:

\[
P(z) = -g \int_{z_R}^{z} dz' \rho(z') = -g \int_{z_R}^{0} dz' \rho(z') G_P(z, z'),
\]

(A2)

where

\[
G_P(z, z') = \begin{cases} 
1 & z > z' \\
0 & z < z'.
\end{cases}
\]

(A3)

In this instance \(z_R\) is a reference level. This does not have to be at the ocean floor but for simplicity it will be set to this seafloor in this instance. The sea-surface is at \(z = 0\), with increasing negative values of \(z\) with depth.

The RAPID calculation enforces zero net flow across the basin. This is incorporated in a modified pressure term

\[
P^*(z) = P(z) - \bar{P}_W(z),
\]

(A4)

where

\[
\bar{P} = \frac{1}{A} \int_{z_R}^{0} dz' \rho(z')
\]

(A5)

and

\[
\int_{z_R}^{0} dz' w(z') = A.
\]

(A6)

where \(A\) is the full area of the section and \(w(z)\) is the width of the basin with depth. Hence, the modified pressure satisfies

\[
\int_{z_R}^{0} P^*(z) dz = 0.
\]

(A7)

Combining equations (A2), (A4), and (A5) allows us to express

\[
P^*(z) = -g \int_{z_R}^{0} dz' \rho(z') G_P(z, z') + g \frac{w(z)}{A} \int_{z_R}^{0} dz \int_{z_R}^{0} dz' \rho(z') G_P(z, z').
\]

(A8)

Switching the integral and noting that
\[ \int_{z_0}^{0} dzG_P(z, z') = z', \quad (A9) \]

allows us to express

\[ P^*(z) = -g \int_{z_0}^{0} dz' \rho(z') G_P(z, z'), \quad (A10) \]

where

\[ G_P(z, z') = \begin{cases} 1 - \frac{w(z)z'}{A} & z > z' \\ -\frac{w(z)z'}{A} & z < z' \end{cases}. \quad (A11) \]

Using the modified pressure and associated Green's function, we now express the stream function in equation (A1) as:

\[ \Psi(z) = \frac{1}{\rho_f f} \int_{z_0}^{z} dz' P^*(z') = -\frac{g}{\rho_f f} \int_{z_0}^{0} dz'' \rho(z'') \int_{z_0}^{z} dz' G_P(z', z'') dz'. \quad (A12) \]

The integral of the modified pressure Green's function is then

\[ G_{\Psi}(z, z') = \begin{cases} -z' + \frac{A(z)}{A} z' & z > z' \\ \frac{A(z)}{A} z' & z < z' \end{cases}. \quad (A13) \]

where

\[ A(z) = \int_{z_0}^{z} w(z') dz' \]

is the area from the seafloor to depth \( z \). The fraction \( A(z) / z \) is the fraction of the basin cross-section deeper than \( z \), which has a value of 1 at the sea-surface and zero at the seafloor. This provides a framework to investigate how variations in density at a given level \( z' \) affect the overturning stream function at level \( z \):

\[ \Delta \Psi(z) = \frac{g}{\rho_f f} \int_{z_0}^{0} dz' G\Psi(z, z') \Delta \rho(z'). \quad (A14) \]

The AMOC is defined at the depth of the maximum of the overturning stream function. The change in this depth is given by

\[ \Delta z_{\text{AMOC}} = \frac{\partial P^*}{\partial z} \bigg|_{z=z_{\text{AMOC}}} + \Delta P^* \bigg|_{z=z_{\text{AMOC}}} = O(\Delta^2) \approx 0. \quad (A15) \]

And the change in the AMOC is

\[ \Delta \text{AMOC} = \Delta \Psi \bigg|_{z=z_{\text{AMOC}}} + \Delta z_{\text{AMOC}} \frac{\partial \Psi}{\partial z} \bigg|_{z=z_{\text{AMOC}}} + O(\Delta \Psi^2), \quad (A16) \]

where the second term is zero because of the AMOC being defined as the maximum of the overturning stream function so

\[ \frac{\partial \Psi}{\partial z} \bigg|_{z=z_{\text{AMOC}}} = 0. \]
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