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The supply of oxygen in sufficient quantity is vital for the correct functioning of all organs, in particular for skeletal muscle during exercise. Disease is often associated with a reduction of the microvascular oxygen supply capability and is thought to relate to changes in the structure of blood vessel networks.

Traditional methods of vascular perfusion or tissue staining for micro-computed tomography (µCT), as well as phase contrast-based synchrotron radiation computed tomography (SR CT) were used to image the microvasculature of the mouse soleus. These techniques were applied to an animal model of developmental conditioning to investigate the influence of maternal fat intake on the structure and oxygen exchange capability of the microvasculature in the adult offspring. Dams and their offspring were assigned either a standard chow diet (C) or a high-fat diet (HF), resulting in four groups: HFHF, HFC, CHF, CC. Tissue staining and vascular perfusion techniques were found insufficient for imaging capillaries. SR CT imaging enabled the visualization of red blood cells (RBCs) which allowed the determination quantitative measures of capillarization. An image-based model of muscle tissue oxygenation was further created.

Quantitative measures in the CC group showed good agreement with values obtained by gold standard histology. RBC spacing was the only measure significantly different for the dietary groups ($p < 0.05$). By assessing the relationship between tissue oxygenation and the structural parameters, it was found that volume fraction ($R^2 = 0.63$) and RBC spacing ($R^2 = 0.52$) were the best predictors for muscle tissue oxygenation, followed by length density ($R^2 = 0.40$). Fractal dimension ($R^2 = 0.28$) and the 2D measures of capillary density ($R^2 = 0.30$) and capillary-to-fibre ratio ($R^2 = 0.26$) ranked last. SR CT further enabled the visualisation of fat, nerves and muscle spindles in the muscle. The mean muscle volume in the CC group was determined as $5.21 \pm 0.40 \text{mm}^3$. The number of muscle fibres per SR CT cross-section in the medial region of the muscle was $1013 \pm 45$. In the CC group an average of $11.8 \pm 0.7$ muscle spindles per muscle was found with a mean of $3.7 \pm 0.1$ intrafusal fibres per muscle spindle. The mean spacing between muscle spindles and the muscle boundary was $0.28 \pm 0.15 \mu m$. No effect of offspring or maternal diet on spindle numbers was observed. Offspring high-fat diet lead to a significant increase in intramuscular adipose tissue ($p < 0.05$) and muscle volume ($p < 0.0001$).
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1.1 **Trajectory of the risk of chronic non-communicable disease** [Gluckman et al., 2009]. The risk for chronic non-communicable disease, including cardio-metabolic disease, increases during lifetime. The higher the age, the steeper the risk curve becomes. Intervention in early life may significantly change the trajectory of the curve and lead to an improved risk over lifetime. ........................................... 2

1.2 **Challenges and requirements in image-based modelling of biological processes.** The example shown applies namely for the oxygenation in skeletal muscle. .................................................. 5

1.3 **Generic workflow for image-based modelling.** Images are acquired by a specific imaging technique. From the resulting images, blood vessels and muscle tissue can be segmented from the background material (here air). The blood vessels can now be analysed for their 3D structure by quantitative morphometry. At the same time, the segmented tissues can be meshed for finite element modelling. The mesh is then imported into a partial differential equation (PDE) solver, which will solve equations describing the biological process at hand. Given the results of the quantitative morphometry and the solved mathematical model, an association between 3D vascular structure and function can be derived, for instance in terms of fluid flow or tissue oxygenation. Microscope clipart from ClipartPanda.com. ...................................................... 8

2.1 **Transmission electron micrograph of mouse soleus muscle taken at 15000X magnification.** The Z-disks (a) are visible, as well as the thin actin filaments (b) and the region of overlapping thick and thin filaments (c). Mitochondria are also visible (d). This image was taken during a training course on transmission electron microscopy at the Biomedical Imaging Unit (BIU) at Southampton General Hospital (SGH). .................. 10

2.2 **Location of murine soleus muscle.** The soleus muscle is a muscle located below the gastrocnemius in the calf of an animal. Image taken and adapted from [Faulkes, 2016]. ........................................... 11

2.3 **Schematic of the microvasculature, taken from Levick [2003].** The vessels denoted by the term microvasculature are the arterioles, capillaries and venules, which have a diameter of 5 – 150µm. ........................... 11

2.4 **Schematic of the vascular wall.** The vascular wall consists of connective tissue and smooth muscle cells which are separated from the endothelium by a basal lamina. Not to scale. This image is courtesy of L. Cooper. .... 12
2.5 **Transmission electron micrograph of a capillary in mouse soleus muscle at 9000X magnification.** The capillary wall consists only of endothelium (a) and basal lamina (b). Vesicles are visible inside the endothelial cells (c). A red blood cell can be seen inside the capillary (d). This image was taken during a training course on transmission electron microscopy at the BIU at SGH.

2.6 **Light micrographs of histological slices of mouse soleus muscle in transversal section, courtesy of Katy Gould.** The muscle fibres are aligned parallel to each other, see subfigure 2.6(a). The capillaries between them are aligned in the same way, on average there are around 1.2-1.3 capillaries per muscle fibre. A fluorescent marker was used to visualise these (subfigure 2.6(b)).

2.7 **Light micrograph of a muscle spindle.** ICA and ECA mark internal and external capsule, respectively. Three intrafusal muscle fibres are visible within the ICA. The ECA can be significantly larger than the ICA, as can be seen in the image. Taken from Diaz-Flores et al. [2013].

2.8 **Schematic of a muscle spindle.** The muscle spindle consists of an external capsule (eca) that surrounds the intrafusal fibres, which can be distinguished as chain (c) and bag fibres (b). The sensory innervation (n) of the intrafusal fibres lies in the middle the fibre.

2.9 **Schematic of oxygen delivery in muscle tissue through diffusion.** Up to four oxygen molecules can be bound by one of the haemoglobin molecules present in the red blood cells (1). The partial pressure of oxygen is very high in the blood vessels, but low in the surrounding tissue. Therefore, the oxygen is released by the haemoglobin and diffuses along the gradient towards the surrounding tissue. It permeates the capillary wall (4), which consists only of the endothelium and its basement membrane. The released oxygen travels towards the mitochondria in the muscle tissue by which it will be consumed for adenosine triphosphate (ATP) generation (2). The protein myoglobin, which stores up to one oxygen molecule and releases this if the oxygen demand is very high (3), is also present in muscle tissue. Schematic is not to scale. Source code for mitochondria adapted from [Medina, 2015].

2.10 **Maternal high fat mouse model of developmental priming of the microvasculature.** Dams are fed either a normal chow diet (C) or a high-fat diet (HF) for 9 weeks prior to mating, during pregnancy and lactation. Their respective offspring is then again divided into two groups that are being fed the respective diets. Thus, the offspring can be divided into four groups: CC, CHF, HFC and HFHF. This schematic is courtesy of Moji Musa.

2.11 **Phenotype of offspring groups of the animal model of developmental priming at 15 weeks of age.** Animals of the HFHF group show a significantly worsened phenotype in body weight, fat percentage and blood pressure. Similarly, the CHF group shows elevated bodyweight, diastolic pressure, fat percentage and elevated glucose levels. Data published in Stead et al. [2016].

2.12 **Oxidative stress in offspring groups of the animal model of developmental priming at 15 weeks of age.** A high-fat diet (both maternal and post weaning) leads to an increase of muscle oxidative stress. Data published in Torrens et al. [2012].
2.13 Dependence of tortuosity on sarcomere length. Taken without permission from Mathieu-Costello et al. [1989]. .......................................................... 28

3.1 Comparison of different imaging techniques with regard to maximum spatial resolution and tissue penetration depth. The dashed red line marks 1 µm, which is the spatial resolution required to resolve the capillaries. The dotted blue line indicates the minimal tissue penetration required, based on murine muscle dimensions of \( \sim 0.2 \times 0.2 \times 0.8 \) cm\(^3\). The top left quadrant covers high-resolution 3D imaging techniques that are appropriate to assess the (muscle) microvasculature and includes micro-computed tomography (µCT), synchrotron-based CT (SR CT) and light sheet fluorescence microscopy (LSFM). ........................................ 36

3.2 Sketch of the cross-section of a microfocus X-ray tube from [Xra, 2016]. A filament, the cathode, is used to generate an electron beam which travels towards the anode, the so-called target. Focus coils are used to focus the electrons to achieve as small a focal spot on the target as possible. As the electron beam hits the target, X-rays are emitted as a cone beam. ................................................................. 40

3.3 Exemplary X-ray spectrum of a (microfocus) X-ray tube. The X-ray spectrum emitted by the target is continuous, consisting of Bremsstrahlung and characteristic X-rays. Bremsstrahlung results from the slowing down of the electrons by the target material’s nuclei. The characteristic X-rays are peaks which result from electrons in the K-M shells of the target material being ejected by the high-speed electrons and they are characteristic for each target material. Taken from chapter 2 in Hsieh [2015]. ..................... 40

3.4 Sketch of an undulator array. A periodic array of magnets generates a sinusoidal oscillation of the electron beam which leads to emission of X-rays. The setup of a wiggler looks much the same in general, with longer period lengths of the dipole arrangements. This results in the angles of the emitted radiation to be much larger for the wiggler devices. The shorter period lengths in the undulator result in the X-rays being created due to relativistic effects with significantly higher brilliance than in the wiggler, where the X-rays are created by the deflection of the X-ray beam only. Image taken from [Elektronensynchrotron, 2016] ................................ 41

3.5 Setup of a synchrotron [dia, 2013]: An electron beam is created by an electron gun and accelerated in the linear accelerator (1). Here it reaches an energy of hundreds MeV. It is then further accelerated to several GeV inside the booster synchrotron (2). In the storage ring (3) it is kept at this energy. Emitted radiation reaches the experimental hutch (4), where the sample is staged and controlled via the control cabin (5). ......................... 42

3.6 Schematic of a typical modern µCT scanner. An electron beam generated by a filament at the top of the electron gun (1a) hits a metal target (1b), e.g. tungsten or molybdenum, thereby creating X-rays. The X-rays are emitted in the form of a cone beam and hit a sample located behind the source (2). When passing through the sample, the X-rays lose intensity, due to different interaction processes with the sample material. The beam then hits a scintillator (3) which emits visible light (4) that can be detected by a charge-coupled device camera (5). The sample stage can rotate, so that projections of the sample for at least 180°can be recorded. 43
3.7 **X-ray energy-attenuation curves for exemplary materials.** Depending on the material the attenuation coefficient $\mu$ will be overall higher or lower, i.e., iodine attenuates X-rays the strongest, followed by bone which contains as a main component calcium and finally water and soft tissue. It holds that the higher the X-ray energy, the lower the X-ray attenuation and generally the worse the contrast. Iodine is an exception with the step change at around 33 keV arising from the characteristic K-edge of iodine, i.e., the binding energy of K-shell electrons [Hsieh, 2015].

3.8 **Original and rotated coordinate system in an imaging system.** $z$ is the direction of propagation of the X-rays, $(x, y)$ is the tuple describing the perpendicular imaging plane to $z$, with $x$ being the horizontal coordinate and $y$ the vertical coordinate in an actual imaging setup. The rotated axis $x$ around an angle $\theta$ is described as $t$. Adapted from Hsieh [2015], chapter 3.

3.9 **$\delta$ (solid line) and $\beta$ (dashed line) of the refractive index for iodine (blue), calcium (black) and water (red).** $\delta$ and $\beta$ curves are given in 3.9(a) and their ratio in 3.9(b). They depend on the material density and its interaction with X-rays. Values obtained from Hen [2016], Henke et al. [1993].

3.10 **Principles of Fresnel fringes through X-ray interference.** Taken from Lundstrom et al., 2012. The X-rays hitting the interfaces between different materials within the sample are refracted and if being allowed to propagate for a longer distance behind the sample they will interfere. This results in dark and light fringes around the material interfaces.

3.11 **Principle of grating interferometry.** By use of two gratings, $G_1$ and $G_2$, which are placed between sample and detector, the first two diffraction orders of the refracted X-rays are extracted ($G_1$) and interference patterns are transformed into intensity variations ($G_2$). Taken from Weitkamp et al., 2005.

3.12 **Principle of diffraction enhanced imaging.** An analyser crystal is inserted between sample and detector to convert the X-ray diffraction into intensity changes in the projections. Taken without permission from Connor & Zhong [2014].

4.1 **Microfil-perfused vessels.** In order to enhance imaging contrast, the vascular network is perfused with the radio-opaque silicone rubber Microfil® MV122 (Flow Tech Inc., US), which has a yellow colour. When the perfusion is complete, both arteries and veins can be clearly seen in yellow.

4.2 **Sample mounting for $\mu$CT and SR CT imaging.** For imaging, the wax block containing the muscle was trimmed and glued onto a SEM stub. The mounting of the muscle was such that the longitudinal direction of the muscle was perpendicular to the X-ray path.

4.3 **Zeiss/Versa 510 scan of CC mouse soleus perfused with Microfil.** Imaging was performed on the 4X lense at 80kV/7W, at 1.4 $\mu$m pixel size, detector bin 2. Exposure time was between 2 and 3.5 seconds and a minimum of 2001 projections was used. Microfil appears bright in the reconstructed image. The muscle tissue (m) is visible against the surrounding wax (w). The Microfil appears to have shrunk in a number of blood vessels (*).
4.4 Zeiss/Versa 510 scan of CC mouse soleus stained with PTA. Imaging was performed on the 20X lense at 100kV/9W, at 0.8 µm pixel size, detector bin 2. Exposure time was 3 seconds and 2001 projections were obtained. All muscle fibres (m) and vessel walls (*) have been stained with PTA. The contrast to the surrounding wax (w) is high, however, small blood vessels can not be immediately differentiated.

4.5 Slices for each distance at the propagation distance trial at the TOMCAT beamline. Four sample-to-detector distances were tested for their resulting image contrast and red blood cell visualisation. The marked quadratic region in 4.5(d) show the region in which $S_2$ for the contrast-to-noise ratio (Equation (4.4)) was determined. The line profile used for comparison of edge-enhancement in Figure 4.6 is also marked. $S_1$ and $\sigma_1$ for CNR and signal-to-noise ratio (Equation (4.3)) were determined in the wax in the a quadratic region of the same size as for $S_2$ (in the blackened region).

4.6 Intensity profile for phase comparison for different sample-to-detector distances for the propagation distance trial at TOMCAT. There is a large increase in fringe intensity between 30 and 40 mm distance, however, higher sample-to-detector distances show less differences.

4.7 Slice of the sample at 60mm sample-to-detector distance. The edge-enhancement enables the visualisation of the RBCs (white dots) within the capillaries visible (*), as well as muscle spindles (s), nerves (n), the individual muscle fibres (m) and fascia (f).

4.8 Comparison of edge enhancement and phase retrieval for red blood cell imaging using phase contrast-based synchrotron radiation computed tomography. a) shows a slice of the direct reconstruction, while b) shows a slice of the Paganin phase-retrieved and then reconstructed data. The white dots in-between muscle fibres are red blood cells. Empty capillaries (black circular spaces in-between muscle fibres) and larger blood vessels (*) can also clearly be distinguished, as well as intramuscular structures such as muscle spindles (<). Scale bars are 50 µm.

4.9 Skew of the scintillator focus. The scintillator installed in front of the CCD camera at the SLS was skewed vertically, thus resulting in a skew of the focus settings along its height. This resulted in a loss of sharpness over the length of an image stack.

4.10 Difference in sharpness at beginning and end of image stacks. 4.10(a) is taken at the end of one dataset and 4.10(b) is from the overlapping region at the beginning of the following image stack. The skew of the scintillator clearly resulted in a significant loss of sharpness which was circumvented by increasing the overlapping region and setting the focus in the middle region of the scintillator. The scale bars represent 50 µm.

4.11 Slice of binary image stack. The binary image stack was obtained after region growing segmentation a Microfil-perfused muscle. The image stack is used for feature quantification.

4.12 Thickness map created by BoneJ plugin thickness 4.12(a) on a segmented blood vessel network. The colours correspond to the different thicknesses, see the legend 4.12(b). The mapped dataset allows thresholding for capillaries by greyscale thresholding.
5.1 **3D renderings of blood vessel networks of all samples perfused with Microfil.** The quality of the different networks is visible, i.e. ideally the blood vessels are continuous with as few breaks as possible. The capillary tree should be a dense network. ................................................. 86

5.2 **Morphological parameters of the capillary network of the Microfil-perfused muscles.** The means (± standard deviation) of the structural parameters capillary density, tortuosity, fractal dimension, length density and volume fraction have been determined for the four dietary groups. N=3 for CC and CHF and n=2 for HFC and HFHF. ...................... 87

5.3 **Means of morphological parameters of the capillary network (red circle) compared to the whole microvascular network (black square) of the Microfil-perfused muscles.** The means of the structural parameters capillary density, tortuosity, fractal dimension, length density and volume fraction have been determined for the four dietary groups. N=3 for CC and CHF and n=2 for HFC and HFHF. ...................... 88

5.4 **3D rendering of segmented blood vessels in PTA sample.** Larger blood vessels were visible but only few blood vessels smaller than 10 µm in diameter could be segmented. ................................................. 89

5.5 **Zoom-in on medial region of unperfused sample imaged using propagation-based phase contrast SR CT.** Larger blood vessels (*) are seen entering the muscle and dividing into smaller vessels, before giving way to the dense capillary network. ................................................. 90

5.6 **Means of structural measures per dietary group based on table 5.1 for unperfused samples imaged using phase contrast-based SR CT.** *statistical significance (p < 0.05). ................................................. 93

5.7 **Comparison of corresponding histological (left) and SR CT (right) images of muscle spindles in transversal sections of mouse soleus muscle in control group.** Nerves in (a,c) were stained with PGP9.5 antibody (see Chapter 6) and are visualised in brown by DAB chromagen. The characteristic structure of both nerve tissue (<) and muscle spindles (*) is visible in the SR CT images. The external capsule (eca) and intrafusal fibres (if) can be distinguished. Scale bars in (a,b) and (c,d) are 50 µm and 30 µm, respectively. ................................................. 95

5.8 **3D volume rendering of a muscle spindle.** The different intrafusal fibres (if) (red, blue, green) and the external capsule (eca, yellow) have been segmented as well as the lumen of small arteriole (a) running along the spindle (turquoise) and one of the supplying nerves (n, orange). The representation of the muscle spindle has been derived from SR CT data, assessed at a voxel size of 0.77 µm. ................................................. 96

5.9 **3D volume rendering of muscle spindles and the neurovascular bundle in control muscle.** Spindles (eca) are displayed in yellow, nerves (n) in red and lumen of the larger blood vessels (v) in blue. The representation of the muscle spindles and the neurovascular bundle has been derived from SR CT data (displayed as one slice), assessed at a voxel size of 0.77 µm. ................................................. 97
5.10 **3D volume rendering of muscle spindles in whole muscles of each study group.** The muscle tissue is visualised in red and muscle spindles in yellow. (a) is a control muscle with 12 spindles, muscles in (b)-(d) contain 11 spindles and are from CHF, HFC and HFHF groups, respectively. The spindle distribution varies between different study groups. The scale bar is 3mm.

5.11 **Cross-sectional area fraction of muscle spindles in muscle tissue per CT slice.** The spindle area fraction of all CC muscles is given as baseline (with standard deviation).

5.12 **Intramuscular adipose tissue.** Adipose tissue (red arrow) can be clearly distinguished from the rest of the muscle tissue and thus segmented. The scale bar represents 50 μm.

5.13 **Fat segmentation in HFHF muscle.** The fat volume (orange) was segmented in a HFHF using Avizo Fire 9.0 and displayed within the muscle volume (white) as a volume rendering. The representation of the neuromuscular spindle has been derived from SR CT data, assessed at a voxel size of 0.77 μm. The scale bar represents 4mm.

5.14 **Mean fat volume per dietary group (n=3).** Offspring high-fat diet was the determining factor for fat volume ($p < 0.05$), and the additive effect of combined maternal and offspring diet is visible.* statistical significance ($p < 0.05$).

6.1 **Schematic for order of staining of serial sections.** Sections were stained such that subsequent sections were stained with different stains and each stain was repeated for three sections of the same muscle. Staining for Martius Yellow Scarlet Blue (MSB) was applied later for subsequently microtomed sections.

6.2 **Workflow for comparison of nerve identification in SR CT and histology images.** Nerves in SR CT images (bottom row) were immediately segmented whilst histology images (top row) were first split into different colour channels to isolate the brown channel associated with the DAB chromagen. Based on these images the nerves were then segmented. The area of the nerves was computed for both segmented images and compared.

6.3 **Correlated SR CT and histology images (stained with CD31) for RBC validation.** SR CT and histology images were visually correlated. To account for the thickness of the histological sections, a maximum intensity projection over 7 SR CT slices was performed. SR CT images were bandpass filtered to highlight red blood cells. Blind counting of red blood cells was then performed on both by two independent observers.

6.4 **Comparison of identified and measured nerve area in corresponding μCT and histology images.** After segmentation the nerve area was measured in the corresponding images of the two imaging techniques, see figure 6.2. A linear regression line was fitted using Origin 8.1.

6.5 **Comparison of red blood cell counts identified in SR CT and histology images.** Red blood cells were counted blindly in histological slices stained with MSB and CD31 and compared to SR CT images. Two independent observers counted RBCs in the CD31 images. Linear regression lines were fitted to the counts.
6.6 **2D structural parameters (capillary density and capillary-to-fibre ratio)** determined from histological images. Comparison between the parameters determined by counting capillaries only versus red blood cells. The histology slides were stained using CD31 and images using a Zeiss Axioscope 100X lens. The dependence of RBC:F and C:F (subfigure 6.6(b)) on offspring dietary group was found to be statistically significant ($p < 0.01$ and $p < 0.05$, respectively).

7.1 **Voronoi tessellations vs. trapping regions to mark regions of oxygenation.** Voronoi polygons are marked black and streamlines in red flowing from capillaries. The trapping regions are defined as the limits of the streamlines. It can be seen that Voronoi polygons and trapping regions match well. Inspired by Al-Shammari et al. [2014].

7.2 **Myoglobin and haemoglobin O\(_2\) saturation curves.** Hb is more likely to release oxygen than myoglobin, as indicated by the Hb curve lying below the Mb curve. The numbers given are for rat blood. Figure taken from Goldman [2008].

7.3 **Image for ScanIP.** After image processing, an image stack with three grey scale values was obtained, for background, tissue and vessels. Using the ScanIP software, these can be masked by simple thresholding and the respective masks of interest will be meshed with coinciding nodes of the different materials.

7.4 **Preview of ScanIP meshing for the 3D volume.**

7.5 **Solution of equation (7.15) with BCs (7.9) and (7.10) at $t = 5s$ for the finest and coarsest mesh settings.** Different mesh coarsenesses of ScanIP’s Free Mesh module were compared to test the Comsol model for convergence. Figure 7.6 shows the corresponding convergence graph. Note that the equation was solved for glucose, not oxygen.

7.6 **FEM convergence plot** The graph suggests a trend of convergence for finer meshes (read graph from right to left). Wishing for an accuracy of $< 0.01$, it is necessary to create meshes with ScanIP using a coarseness of at least -20.

7.7 **Oxygen diffusion in whole tissue at $t = 1s$.** The vessels were perfused with Microfil and the model solved using Comsol for $M(C) = 0$. Within 1 s the whole muscle tissue should be perfused, which is not the case for the present muscle due to the low perfusion.

7.8 **Tissue oxygenation with Michaelis-Menten consumption for exemplary muscle of the CC and CHF group.** The oxygen diffuses from the red blood cells, where it is at its highest concentration, to the tissue where it is consumed.

7.9 **Tissue oxygenation with Michaelis-Menten consumption for exemplary muscle of the HFC and HFHF group.** The oxygen diffuses from the red blood cells, where it is at its highest concentration, to the tissue where it is consumed.

7.10 **Mean tissue oxygen concentration for non-linear Michaelis-Menten kinetics (red) and constant consumption (blue).** The means ($\pm$ standard deviation) are given for all groups. $N=5$ for CC and $n=3$ or $n=2$ for CHF, HFC and HFHF groups for constant or non-linear consumption, respectively. Due to non-physiological negative concentrations the variability is significantly larger in the case of constant consumption.
7.11 Tissue oxygen concentration dependence on structural measures for all muscles. The mean tissue oxygenation based on Michaelis-Menten kinetics has been plotted against the computed structural parameters. A linear regression line was fitted for each plot and the quality of the fit was determined as $R^2$. The best fits exist for the measures of volume fraction and mean distance whilst capillary density, fractal dimension and capillary-to-fibre ratios are poor predictors of tissue oxygenation.

8.1 Implemented workflow of image-based modelling including times and requirements for each step.

C.1 Three-dimensional model geometry of the tortuous blood vessel in a hexagonal tissue segment, for $a = 3, c = 4$.

C.2 3D results for $t = 0$ and $t = 2$ for $c = 4$.

C.3 2D results for $t = 0$ and $t = 2$ for $c = 4$.

C.4 Model evaluation for $c = 1$ and $c = 4$. With increasing $a$ and increasing $c$ the difference between 3D and 2D case increases before both reach the steady state solution.

D.1 Slice of reconstructed volume of first phase contrast test using the Versa 510 system. The tissue contrast is very low. The only feature discernible is a muscle spindle. The scale bar represents 100 µm.

D.2 Slices of distance trial on the Xradia Versa 510 system. The phase-contrast visually increases with the further distance. However, some streak artifacts are visible in D.2(b) and D.2(c). This is probably due to photon starvation. Scale bars are 100 µm.

D.3 Intensity profile for comparison of edge-enhancement for different sample-to-detector distances. Clearly, the intensity of the edge-enhancement increases with propagation distance.

D.4 CNR of radiographs of teflon sheet as in experiment II in [Bidola et al., 2015]. Whilst the CNR decreases starkly at constant exposure time for increasing source-to-sample and sample-to-detector distances it remains high if the exposure time is adjusted for the changing distances. This image was taken from the IP report submitted by Marie Wallis.

D.5 Comparison of correlated slices of phase contrast-based tomography obtained at the synchrotron (D.5(a)) and for different propagation distances on the Versa 510 system. Propagation distances were increasing from RI (D.5(b)) to RII (D.5(c)) and RIII (D.5(e)) as in Bidola et al. [2015], see table D.3. Subfigures D.5(d)) and D.5(f) are for distances RII and RIII, respectively, with adjusted exposure time. Scale bars represent 50 µm.

D.6 Zoom onto nerve and muscle spindle in correlated slices in figure D.5 from SLS and Versa 510 systems. Soft tissue contrast is high in the SLS image, however, in the images obtained on the Versa 510 system it is only possible to differentiate muscle tissue, nerves and muscle spindles at distance RIII with adjusted exposure time ($\text{RIII}_{\text{adj}}$).
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5.4 **Comparison of methods for inducing soft tissue contrast for µCT imaging of the microvasculature in skeletal muscle.** The structural parameters of the microcirculation for the control groups (CC) obtained from perfusion, staining and phase contrast methods are compared and the advantages and disadvantages of the methods summarised. The structural parameters are given for the whole vessel network for the PTA-stained sample due to the small number of capillaries present.

6.1 **Histological staining.** Five different staining techniques were chosen to display RBCs, blood vessels, nerves and muscle fibres.

6.2 **Detailed results of 2D microvascular structural parameter analysis for unperfused samples.** Structural parameters have been determined based on the visualisation of red blood cells and the microvascular endothelium using CD31 stained light micrographs in the soleus muscle of mice of the animal model of developmental priming.

7.1 **Model parameters as described by Al-Shammari et al. [2012, 2014].** The parameters are given in terms of tissue PO\textsubscript{2} and are converted into oxygen concentration C for model implementation. The conversion parameter is 0.0016 [mol/(mmHg m\textsuperscript{3})].

7.2 **Results for mean tissue oxygen concentration and partial pressure for unperfused samples for constant consumption and Michaelis-Menten kinetics.** The mathematical model was created based on the phase contrast-based SR CT images of red blood cells in the soleus muscle of mice of the animal model of developmental priming. The model was solved in OpenFOAM.

8.1 **Tabulation of all processes in the workflow and limitations that may have arisen with ways of circumvention.** The workflow from sample preparation over imaging and validation is error prone, but it was applied in a consistent manner. Therefore, the relationships determined for structural parameters and tissue oxygenation are valid.

C.1 **Geometric parameters used in the modelling of the influence of tortuosity on tissue oxygenation.** A cylindric capillary is created within a hexagonal tissue segment. Tortuosity in the vessel is induced in the form of sinusoidal oscillations.

D.1 **Scan settings for Versa 510 distance trial.** The corresponding Synchrotron distances were computed using Equation D.1.

D.2 **SNR and CNR for the Versa distance trial.** Computed according to Equations (4.3) and (4.4). The highest values are apparent at a sample-to-detector distance of 164 mm, which is the shortest distance studied.

D.3 **Source-to-sample and sample-to-detector distances chosen for the experiments, as in experiment I from Bidola et al. [2015].** The exposure time was adjusted for the longer propagation distances RII and RIII to account for the decrease of photon counts on the detector.
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Chapter 1

Introduction

The number of overweight adults has risen to over one billion worldwide, of which 400 million are obese (body mass index (BMI) > 30 kg/m²) [Vickers, 2011]. Furthermore, 32% of women of childbearing age have been classified as obese [Drake & Reynolds, 2010]. At the same time, the number of non-communicable diseases, including diabetes, heart disease, renal disease, hypertension and stroke, has increased dramatically worldwide, accounting for 60% of deaths worldwide [Hanson & Gluckman, 2011].

Clearly, lifestyle, diet and exercise in adult life play a key role for the risk of developing a cardio-metabolic disease and the earlier an intervention takes place the lower the risk will be with increasing age. This is illustrated in figure 1.1 from Gluckman et al. [2009]. The risk for chronic disease, such as diabetes, increases with increasing age, but early intervention may lower the risk to a yet unknown but significant extent [Gluckman et al., 2009, Hanson et al., 2011]. In order for an intervention to take place as early as possible, genetic and other influences at an early age on the risk of developing a cardio-metabolic disease need to be taken into account. Whilst some genetic links between obesity and cardio-metabolic disease have been found, a large proportion of the risk is thought to be linked to “developmental programming”, i.e., the maternal diet pre-pregnancy and the dietary environment in utero [Vickers, 2011, Rkhzay-Jaf et al., 2012].

By studying a cohort that was exposed to famine during the “Dutch Hunger Winter” 1944-1945, Roseboom et al. [2000] showed that coronary heart disease could be associated with low birth weight, as well as an exposure to famine during early gestation. Exposure to famine and birth weight were not correlated. Many further investigations were conducted researching the effect of premature birth and birth weight on development of cardio-metabolic disease. These found that prematurely born children (which exhibited low birth weight) were at higher risk of developing insulin resistance, higher blood pressure, abnormal retinal vascular development and
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Figure 1.1: Trajectory of the risk of chronic non-communicable disease [Gluckman et al., 2009]. The risk for chronic non-communicable disease, including cardio-metabolic disease, increases during lifetime. The higher the age, the steeper the risk curve becomes. Intervention in early life may significantly change the trajectory of the curve and lead to an improved risk over lifetime.

decreased peripheral skin blood flow [Bonamy et al., 2005, Kistner et al., 2002, 2005, Kerkhof et al., 2012]. This has been reviewed extensively in Musa et al. [2014].

The development of cardio-metabolic disease is associated with changes in both macro- and microvascular networks in organs such as liver and heart and also in skeletal muscle. The microvasculature is defined as those vessels of diameter smaller than approximately 150 µm, whose primary function is the optimal delivery of nutrients and oxygen to the tissue [Pries & Secomb, 2009]. However, if the vascular structure changes, which can include reduced capillary density or enhanced vasoconstriction, the oxygen delivery is impaired due to longer diffusion distances from the capillaries to the tissue. Musa et al. [2014] highlight the need for further investigations into the origins and effects of structural changes of muscle microvasculature in particular, which would provide a link between the observed low birth weight and insulin resistance in later life, e.g., as muscle capillary density determines the supply of insulin to the tissue. The reduced capillary density has been previously reviewed [Clough & Norman, 2011] and observed in a number of models of maternal undernutrition [Pladys et al., 2005, Costello et al., 2008]. Similarly to low birth weight, a number of studies have shown the positive correlation between higher birth weight and obesity in adults, as reviewed in Sen et al. [2012], and the development of cardio-metabolic disease [Boney et al., 2005, Samuelsson et al., 2008, Elahi et al., 2009, Tapp et al., 2013], see review by Musa et al. [2014]. However, Musa et al. [2014] underlines the lack of data linking maternal overnutrition and microvascular structure of the offspring. The authors predict a clear association between maternal insulin
resistance resulting from maternal overnutrition and offspring microvascular structure due to changes in the placental development [Musa et al., 2014].

One of the key tissues investigated in the origin and outcomes of cardio-metabolic disease is skeletal muscle, which makes up almost half of an (healthy) individual’s body mass [Segovia et al., 2014]. Skeletal muscle is one of the main tissues responsive to insulin, taking up glucose and fatty acids [Segovia et al., 2014] and exhibiting reduced oxidative capacity as a result of obesity and diabetes [Denies et al., 2014]. The environment in utero in particular plays a major role in the development of skeletal muscle as for example muscle fibre formation is mostly finished after birth [Segovia et al., 2014].

This work is focussing on the visualization of the microvasculature such that the key structural parameters of the blood vessel network associated with microvascular delivery of oxygen to muscle can be investigated. The impact of maternal and offspring high-fat diet on these parameters is explored. To this end, an animal (mouse) model of developmental priming is employed. The oxygen supply capability of the individual microvascular networks is investigated using mathematical modelling based on the images obtained for the structural analysis of the networks.

1.1 Image-based modelling of skeletal muscle oxygenation

To assess the importance of morphological changes on the blood network’s oxygen supply capability, the influence of a number of structural parameters, such as capillary density, vessel volume fraction and tortuosity, has been studied. Tumour networks in particular have been subject of such investigations [Jain et al., 2013, Lang et al., 2012]. For example, Lang et al. [2012] found that tumour networks and healthy/normal networks differ significantly in capillary diameter, i.e. 8.0±1.1 µm and 3.9±1.1 µm, respectively. The effect of diabetes on the coronary microvasculature was studied by Jenkins et al. [2012]. In a rat model they found that compared to the microvasculature of healthy animals diabetes resulted in a microvasculature with smaller internal vessel diameters in the first to third branching order from the root arteries.

Generally, for all research where structural hallmarks of the vasculature are assessed to study structure-function links (e.g. through image-based modelling) it is important to capture the microvascular structure within the tissue in a state as close as possible to the in vivo situation. A number of different imaging techniques can be used to capture the vascular network morphology. These differ in many aspects, such as spatial resolution and tissue penetration depth that can be achieved. Since the length scales of the relevant anatomical features of microvascular systems range from a few micrometres in two dimensions (e.g. vessel cross-section) to several hundred micrometres in the third dimension (vessel length), high spatial resolution of the
employed imaging technique is required as well as the ability to cover a relatively large field of view. An additional challenge in imaging the (micro)vasculature is that image contrast for biological soft tissues is usually very low and/or homogenous in extended regions of interest for various imaging techniques. Thus, contrast agents are often applied to distinguish between features of interest [Pauwels et al., 2013]. Whilst capturing and analysing the vascular morphology ex vivo may give good indication of changes in microvascular anatomy, it provides little information of the resulting changes in vascular function, in particular capillary oxygen delivery capability, which is crucial for maintaining the tissue in a healthy state. However, studying these structure-function links experimentally in vivo introduces another layer of complexity. Depending on the imaging technique employed different limitations may arise, such as the X-ray radiation dose entailed [Zhang et al., 2014], the accessibility of imaging facilities [Jenkins et al., 2012], a soft tissue image contrast medium that can be applied for in vivo experiments [Vakoc et al., 2012], the accessible field of view (and hence the required tissue preparation) [Jain et al., 2013, Kamoun et al., 2010] or limitations in spatial resolution due to animal movements. Due to these complexities mathematical modelling is often used to inform how observed structural changes might lead to functional differences and it has frequently been employed to study blood flow and oxygen delivery to tissue. However, image-based and thus realistic modelling on actual morphological data from experiments is relatively novel and has only been made possible by the recent advances in high-resolution imaging techniques and the broad availability of high-performance computing.

Image-based mathematical modelling of biological processes poses a number of challenges because various requirements have to be satisfied - at least partially - at the same time, as summarised in figure 1.2. In order to analyse the structure of a microvascular system, an imaging system should offer spatial resolutions and field of views that allow a meaningful or relevant part of the tissue to be captured at sufficient detail. Specimen size, spatial resolution and field of view are three factors that are important in imaging. However, for most imaging techniques, there exists an intrinsic trade-off between those factors, which cannot always be optimised independently. Another challenge is the typically low image contrast between different soft tissues (e.g. vasculature versus muscle fibres) so that identification of the different tissues and individual segmentation thereof can become difficult. Therefore, it is often necessary to draw on contrast agents, which are specific for certain tissue types in the ideal case. Finally, tissue contrasting and imaging result in certain costs, both time-wise and financially. On the other hand, the major challenge for a mathematical model to describe the biological processes taking place is essentially to be as simple as possible whilst still having sufficient validity to provide meaningful results. The biological processes need to be modelled correctly, but too much unnecessary detail may lead to long computing times to find a numerical solution or even make the mathematical system too complex to be solved at all. Most importantly, the results provided by the
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Figure 1.2: Challenges and requirements in image-based modelling of biological processes. The example shown applies namely for the oxygenation in skeletal muscle.

mathematical model ought to be validated experimentally, which in some cases can be used to provide (refined) parameters for mathematical modelling.

When considering the problem of microvascular function different scales can be investigated, e.g. cellular and whole organ scale [Walpole et al., 2013]. The focus of this work is on the whole-organ scale by reviewing mathematical models of oxygen delivery in skeletal muscle based on ex vivo and in vivo imaging of the microvasculature to inform the association between anatomical characteristics and disease or in other words, to identify and characterise structure-function links that are important for microvascular systems. More specifically, this thesis discusses the different steps within the workflow for developing an image-based model of skeletal muscle oxygenation. Such a workflow has been adopted for example by Cooper et al. [2015] who created an image-based model of fluid flow in the lymph node (see figure 1.3 for a generic workflow). Following the image acquisition (here by micro-computed tomography or µCT), the features of interest need to be segmented, either by hand or (semi-)automatically. For mathematical modelling of oxygen delivery in skeletal muscle, skeletal muscle tissue and blood vessels need to be segmented. The different features can subsequently be characterised through quantitative morphometry and
discretised for numerical modelling. The quantitative measures characterising the morphology and the outcomes of the mathematical model can be correlated and an optimal structural measure for the description of the muscle oxygenation identified. The resulting numbers may then have to be validated against those that can be obtained from gold standard imaging techniques, if non-standard imaging approaches have been used, and against biological experiments.

### 1.1.1 Aims of this thesis

The aim of this thesis was to enable the visualisation of the microvasculature in skeletal muscle using µCT, such that structural parameters characterising the skeletal muscle oxygenation can be determined and their prediction capability of tissue oxygenation can be validated. This was done with particular regard to the influence of maternal and offspring high-fat diet.

To reach this aim it was necessary to:

- enable the non-invasive, three-dimensional imaging of the microvasculature,
- identify structural differences in the microvasculature in mice from the animal model of developmental priming,
- develop an image-based model of oxygenation based on the obtained images, and finally
- characterise the relationship between structural parameters and tissue oxygenation in skeletal muscle.

The first of these milestones has proven to be the most challenging, because of the difficulty to obtain sufficient soft tissue contrast for visualisation of the microvasculature. Therefore, the majority of this thesis is dedicated to the development of a workflow for imaging the microvasculature in skeletal muscle, whilst keeping in mind that modelling will need to be performed on the images.

### 1.1.2 Thesis structure

Chapter 2 introduces the biological background necessary to understand the role of the microvasculature for oxygen delivery to the tissue and the animal model of developmental priming used to study the maternal impact. The morphological parameters that are commonly used to describe vascular networks are presented. Chapter 3 (with appendix A) then compares different imaging systems and explains the basic theory and methodology behind micro-computed tomography. In chapter 4
methodologies used in imaging the microvasculature in skeletal muscle are described and compared. The results and comparisons for the dietary groups are presented in chapter 5, with section 5.4 presenting analysis performed on other muscular features, i.e., muscle spindles and intramuscular fat tissue, and variations due to dietary fat intake. The validation of the most promising imaging method is presented in chapter 6. Chapter 7 presents mathematical models of nutrient uptake and blood flow and the employed image-based model. Furthermore, the results from mathematical modelling and the structural analysis are linked and discussed. Finally, chapter 8 discusses limitations that occurred in the workflow of image-based modelling and gives conclusions from this work, which leads to a discussion on future work.

Some of the work that has been undertaken in the course of this PhD project but does not directly add to the story of this thesis can be found in the appendices C and D.
Figure 1.3: **Generic workflow for image-based modelling.** Images are acquired by a specific imaging technique. From the resulting images, blood vessels and muscle tissue can be segmented from the background material (here air). The blood vessels can now be analysed for their 3D structure by quantitative morphometry. At the same time, the segmented tissues can be meshed for finite element modelling. The mesh is then imported into a partial differential equation (PDE) solver, which will solve equations describing the biological process at hand. Given the results of the quantitative morphometry and the solved mathematical model, an association between 3D vascular structure and function can be derived, for instance in terms of fluid flow or tissue oxygenation. Microscope clipart from ClipartPanda.com.
Chapter 2

Clinical and biological background

In order to assess the impact of an exposure to a disadvantageous developmental environment (maternal high fat diet consumption) on later microvascular morphology in the adult offspring, it is necessary to gain an understanding of the structure of blood vessels and muscle fibres and oxygen transport in skeletal muscle. The next section serves to give a brief introduction of the main units of skeletal muscle. The influence of fat intake on body, organ and muscle development previously studied in models of developmental priming are presented and discussed.

2.1 Anatomy of skeletal muscle

Skeletal muscle consists of muscle fibres that are arranged in bundles. The muscle fibres are differentiated into two types. Fibre type I is the slow oxidative type, type IIa is fast oxidative and IIb is fast glycolytic. The ratio of these fibre types is different for each muscle and depends on its function. It was found by Soukup et al. [2002] that the soleus muscle in female inbred Lewis rats, which is a slow twitching muscle, contained mainly type I fibres, with a few IIa fibres adding up to the total number of fibres. Type I fibres contain a large number number of mitochondria, intramyocellular fat droplets and the protein myoglobin, whose red colour pigments are responsible for the muscles with largely type I fibres being called red muscles [Despopoulos et al., 2009]. The muscle fibres are long thin cells, that consist of a number of myofibrils, which are the contractile units of the fibre [Alberts, 2002]. Myofibrils are cylindrical with a diameter of 1-2 µm and are as long as the muscle fibre. They in turn consist of a chain of sarcomeres that are smaller contractile units of 2.2 µm length [Alberts, 2002]. In the sarcomere, thick (myosin) and thin (actin) filaments are aligned in parallel and partly overlapping. The thin filaments are at one end attached to a so-called Z-disk and on the other end overlap with the thick filament. During contraction the area of overlap increases and the sarcomere is shortened. Figure 2.1 shows an electron
microscopy micrograph of mouse soleus muscle. Its striated appearance can clearly be seen as well as the Z-disks and the overlapping actin and myosin filaments.

Fig. 2.1: Transmission electron micrograph of mouse soleus muscle taken at 15000X magnification. The Z-disks (a) are visible, as well as the thin actin filaments (b) and the region of overlapping thick and thin filaments (c). Mitochondria are also visible (d). This image was taken during a training course on transmission electron microscopy at the Biomedical Imaging Unit (BIU) at Southampton General Hospital (SGH).

In this thesis, the soleus muscle was used to investigate the microvascular structure of the developmentally primed mice. The soleus is a muscle of the calf, located beneath the gastrocnemius, see figure 2.2. This muscle was selected as it is nearly homogeneous, containing mainly type I fibres.

2.1.1 The microvasculature in skeletal muscle

The microvasculature can be distinguished into three types of vessels, i.e., arterioles, capillaries and venules. The arterioles can again be distinguished into first-order arterioles that are fed by the arteries and the terminal arterioles that supply the capillaries [Levick, 2003]. The capillaries are about 500-1000 µm long and have a
Figure 2.2: **Location of murine soleus muscle.** The soleus muscle is a muscle located below the gastrocnemius in the calf of an animal. Image taken and adapted from [Faulkes, 2016].

diameter of 5-10 µm. The terminal arterioles and pericytic venules have a diameter of about 15-20 µm. The biggest arterioles and venules have diameters in the range of 50-100 µm [Caro et al., 2012]. Venules and arterioles can also be linked via so-called arteriovenous anastomoses, which are about 20-130 µm wide. However, they are usually found only in superficial tissues and therefore need not be considered in the muscle microvasculature [Levick, 2003]. Figure 2.3 from Levick [2003] shows a schematic of the microvasculature.

Figure 2.3: **Schematic of the microvasculature, taken from Levick [2003].** The vessels denoted by the term microvasculature are the arterioles, capillaries and venules, which have a diameter of 5 – 150 µm.

The main function of the microvasculature is the delivery of oxygen and nutrients to tissue. This delivery depends partly on the endothelial cells, which form the most inner part of the vessel wall [Alberts, 2002]. For larger vessels, such as arteries and
vein, the wall consists of connective tissue (i.e., collagen fibres) and smooth muscle cells which are separated from the endothelial cells (endothelium) by a basal lamina. See figure 2.4 for a schematic of the vessel wall. As vessel diameter decreases

![Schematic of the vascular wall](image)

Figure 2.4: Schematic of the vascular wall. The vascular wall consists of connective tissue and smooth muscle cells which are separated from the endothelium by a basal lamina. Not to scale. This image is courtesy of L. Cooper.

connective tissue and smooth muscle cells are lost and the capillary wall consists only of the endothelium and the basal lamina. This can be seen in a electron micrograph in figure 2.5.

Another important function of the arterioles in particular is the regulation of peripheral resistance to reduce the variations in capillary pressure that are transferred from the systemic arterial pressure and to thereby regulate blood pressure [DeLano et al., 1991]. This is done by regulating the vascular tone via vasoconstrictors and vasodilators, which may be impaired in the case of cardio-metabolic disease [Musa et al., 2014]. However, this project is not concerned with this latter function of the microvasculature but focusses instead on its oxygen delivery capability. For further reading see e.g. Musa et al. [2014].

In skeletal muscle, the microvasculature is organised such that the muscle fibres, which are aligned longitudinally, are surrounded by a few vessels, which are mostly aligned in the same way. Depending on the kind of skeletal muscle, i.e., slow or fast twitching, the fibre type composition and consequently the capillarisation vary. In general, about 1.2-1.3 capillaries per muscle fibre should be apparent in mouse soleus muscle. Figure 2.6 shows histological sections of mouse soleus muscle, were the parallel alignment of muscle fibres and capillaries in cross-section is visible. In subfigure 2.6(b) a fluorescent marker was used to visualise the capillaries.

### 2.1.2 Nervous tissue in skeletal muscle

Nervous tissue is one of the four basic tissues in the human body. It is also present in the muscle, as information on motion coming from the brain needs to be transferred to
Chapter 2 Clinical and biological background

Figure 2.5: Transmission electron micrograph of a capillary in mouse soleus muscle at 9000X magnification. The capillary wall consists only of endothelium (a) and basal lamina (b). Vesicles are visible inside the endothelial cells (c). A red blood cell can be seen inside the capillary (d). This image was taken during a training course on transmission electron microscopy at the BIU at SGH.

The muscle tissues. Information from the brain and the spinal cord (which is the central nervous system (CNS)) is received by the so-called peripheral nervous system (PNS). The transmission to the muscle is performed by the motor component of the PNS [Craigmyle, 1986].

Similar to muscles, the peripheral nerves consist of nerve fibres that are bundled together in fascicles, which are surrounded by a connective tissue sheath, the epineurium [Craigmyle, 1986].

The soleus muscle is innervated by the tibial nerve that branches of into smaller nerves, which then in turn transmit information to the contractile units of the muscle via the muscle spindles [Craigmyle, 1986].
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(a) Light micrograph

(b) Fluorescent micrograph

Figure 2.6: **Light micrographs of histological slices of mouse soleus muscle in transversal section, courtesy of Katy Gould.** The muscle fibres are aligned parallel to each other, see subfigure 2.6(a). The capillaries between them are aligned in the same way, on average there are around 1.2-1.3 capillaries per muscle fibre. A fluorescent marker was used to visualise these (subfigure 2.6(b)).

2.1.2.1 Muscle spindles

Muscle spindles are mechanoreceptors located in skeletal muscles and are involved in the detection of position and movement [Kokkorogiannis, 2004]. Muscle spindles consist of a varying number of intrafusal muscle fibres that are surrounded by a capsule of connective tissue (ICA) [Craigmyle, 1986]. An external capsule (ECA) surrounds the internal capsule. Figure 2.7 from Diaz-Flores et al. [2013] displays a micrograph depicting ECA and ICA and figure 2.8 a schematic of the muscle spindle.
Figure 2.7: **Light micrograph of a muscle spindle.** ICA and ECA mark internal and external capsule, respectively. Three intrafuscal muscle fibres are visible within the ICA. The ECA can be significantly larger than the ICA, as can be seen in the image. Taken from Diaz-Flores et al. [2013].

The intrafusal fibres are much shorter and smaller than the regular contractile muscle fibres. The diameters of the intrafusal muscle fibres depend on their type, i.e., either chain or bag type, with the bag type fibres being considerably larger [Thornell et al., 2015]. The number of muscle spindles can vary between different muscles [McComas, 1996] and between different strains of the same type of mammal [Lionikas et al., 2013]. The number of intrafusal fibres may also vary, but is reported to be between two and eight in mouse soleus muscle [Lionikas et al., 2013].

### 2.2 Biology of oxygen uptake in skeletal muscle

Blood is a suspension of red blood cells (RBCs), which are deformable particles, and liquid particles, the so-called chylomicrons, in an aqueous solution called plasma [Caro et al., 2012]. The chylomicrons are very small droplets with diameters of $0.2 - 0.5 \mu m$ and have the primary function of facilitating fat transport in the circulation. However, due to their low concentration they have no significant effect on viscosity or osmotic pressure of the plasma [Caro et al., 2012] and can therefore be neglected in the further discussion.

The RBCs are present in a high concentration of approximately $5 \times 10^6 mm^{-3}$ which represents about 45% of the plasma volume in larger blood vessels. RBCs are deformable, bi-concave discs with a diameter of about $8 \mu m$ and a width of $2 - 3 \mu m$ on the widest part at the outer side of the particle and $1 \mu m$ in the centre of the RBC. When flowing through the capillaries, the RBCs will deform in different ways [Caro et al., 2012]. The ratio of red blood cell volume to the whole blood volume is defined as the haematocrit. In the microvasculature the haematocrit decreases due to plasma skimming, which leads to a reduced viscosity and thus allows blood flow in the
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Figure 2.8: **Schematic of a muscle spindle.** The muscle spindle consists of an external capsule (eca) that surrounds the intrafusal fibres, which can be distinguished as chain (c) and bag fibres (b). The sensory innervation (n) of the intrafusal fibres lies in the middle the fibre.

Capillaries. Oxygen is bound to the red blood cells by the protein haemoglobin and one haemoglobin molecule can bind up to four oxygen molecules [Mozzarelli & Bettati, 2011].

Oxygen will be released by the haemoglobin and diffuses down its partial pressure (PO$_2$) gradient toward the muscle tissue. How well a solute is transferred through the capillary wall is described by the permeability of the wall to the solute, which in a capillary comprises a single layer of endothelium and its basement membrane, and the characteristics of the diffusing substrate (e.g., size, charge or lipophilicity). This process of diffusion is illustrated in figure 2.9. O$_2$ exchange is very high due to the small molecular radius and because O$_2$ is lipophilic [Levick, 2003], and it occurs across both arteriolar and capillary parts of the vascular tree [Ellsworth & Pittman, 1990, Nair et al., 1990, Secomb & Hsu, 1994]. In skeletal muscle cells the oxygen is utilised by the mitochondria (see figure 2.9) for adenosine triphosphate (ATP) generation to generate energy used for locomotion or exercise [Pittman, 2013]. Additionally, the released
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Muscle Fibre

Governing Equation of Conservation

\[ \frac{\partial P}{\partial t} = \nabla \cdot \left[ \alpha D \nabla P \right] + D_{Mb}C_{Mb} \nabla \cdot \left( \frac{S_{Mb}}{\partial P} \nabla P \right) - M(P) \quad \text{in } \Omega \]

1. \[ SO_2(P) = \frac{P^n}{P^n + P_{50}^n} \quad \text{in } \Omega \]

2. \[ M(P) = \frac{M_0P}{P + P_{50}} \quad \text{in } \Omega \]

3. \[ S_{Mb}(P) = \frac{P}{P + P_{Mb,50}} \quad \text{in } \Omega \]

4. \[ -n_v \cdot (D\alpha \nabla P) = k\alpha(P_0 - P) \quad \text{on } \partial \Omega \]

Figure 2.9: Schematic of oxygen delivery in muscle tissue through diffusion. Up to four oxygen molecules can be bound by one of the haemoglobin molecules present in the red blood cells (1). The partial pressure of oxygen is very high in the blood vessels, but low in the surrounding tissue. Therefore, the oxygen is released by the haemoglobin and diffuses along the gradient towards the surrounding tissue. It permeates the capillary wall (4), which consists only of the endothelium and its basement membrane. The released oxygen travels towards the mitochondria in the muscle tissue by which it will be consumed for adenosine triphosphate (ATP) generation (2). The protein myoglobin, which stores up to one oxygen molecule and releases this if the oxygen demand is very high (3), is also present in muscle tissue. Schematic is not to scale. Source code for mitochondria adapted from [Medina, 2015].
oxygen is bound and stored by the protein myoglobin, which is present in the sarcoplasm of skeletal muscle [Levick, 2003]. Myoglobin can facilitate the oxygen supply, especially in the case of high demand, by freeing the stored oxygen into the muscle fibre for ATP generation. Each myoglobin molecule can bind one oxygen molecule [Goldman & Popel, 2000].

Blood flow has a significant effect on oxygen exchange between blood and muscle tissue in cases where the rate of diffusion of oxygen is significantly higher than the blood flow rate [Geiger et al., 1984]. There are two regimes in mass transfer, one being flow limited, the other diffusion limited. In the flow limited case, when the diffusion capacity of the capillary is higher than five times the blood flow, the solute concentration decays very quickly and the amount of nutrient delivery is limited by the blood flow rate. However, when the blood is flowing faster, an increase of blood flow has very little effect on the mass transfer and the delivery is dependent on the diffusion of the molecules over the capillary wall [Levick, 2003]. In mathematical modelling this fact is often used to assume a diffusion limited mass transfer regime, i.e., blood flow is high and tissue oxygenation is not limited by the supply of new (O₂ saturated) red blood cells [Al-Shammari et al., 2012].

### 2.3 Association of cardio-metabolic disease and microvascular structure

A considerable number of studies have been performed, linking cardio-metabolic disease to structural changes in the microvasculature. Benedict et al. [2011] found that Zucker diabetic fatty rats suffer a decrease in branching points of the microvasculature per volume of muscle and in microvascular length density. They also found that the capillary flow per muscle volume decreased by almost one half. Diabetes type 2 was also linked to an imbalance between oxygen uptake and delivery during exercise [Bauer et al., 2007].

Wiernsperger et al. [2007], Caton et al. [2009], Clough et al. [2009] and Clark [2008] further affirmed the link between microvascular dysfunction and insulin resistance and the positive effect that regular exercise may have. Similar results were obtained by Georgi et al. [2011], who also observed shunting (preferential flow pathways) of erythrocytes to specific terminal arteriolar branches in both diabetic and obese mice. Furthermore, obesity was linked to an alteration in blood flow both in skeletal and coronary capillaries [Wu et al., 2011, Quercioli et al., 2012] and was shown to worsen functional microvascular dilator capacity [Clough et al., 2011]. Greene et al. [1989] found a maximum increase in vascular resistance of about 20% for a reduction in vessel number of approximately 40%, which also resulted in a considerable change in blood flow distribution. A mathematical model additionally showed that peripheral
resistance increased if the vessel network was rarefied with a critical vessel diameter or by a certain density threshold, thus changing the response to hypertension and possibly leading to further reduction in vessel number [Jacobsen et al., 2003], [Jacobsen et al., 2011].

Frisbee [2005] found that changes, in this case reduction of the microvessel density, in the microvasculature of obese Zucker rats (OZR) in skeletal muscle can be observed before the onset of macrovasculature disease, i.e., elevated mean arterial pressure. Furthermore, treatment to prevent elevated blood pressure did not result in positive changes to the microvessel density [Frisbee, 2005]. This suggests that early changes in structure and function of the microvasculature may precede the onset of overt macro or micro vascular disease. Lowered capillary density in high-fat fed (post-weaning) mice was confirmed by Thomas et al. [2014]. It was further shown that consumption of a high-fat diet leads to changes in muscle fibre types. Thomas et al. [2014] cited and found a shift towards more oxidative types, i.e., an increase in Ila and a decrease in type IIb fibres and an increase in fatty acid oxidation [Trajcevski et al., 2013]. The authors argued that the decrease in capillary density in combination with the shift towards more oxidative fibres may be to counteract any functional disadvantages that would arise from either change occurring alone. Furthermore, Thomas et al. [2014] reviewed that intramuscular lipids built up in the muscle due to a high-fat diet. The intramuscular fat was associated with the increased insulin resistance [Sinha et al., 2002]. Thus, obesity was linked to changes in muscle oxidative function Thomas et al. [2014].

Denies et al. [2014] reported a different shift in high-fat fed (post-weaning) male C57 BLK/6J mice; in particular they found that type I fibres appeared to transform into type I/IIA hybrid fibers, with the reduction of type I fibres depending on the relative fatness of the mouse ($p < 0.003; R^2 = 0.65$) [Denies et al., 2014]. Denies et al. [2014] therefore argue that obesity has the largest impact on type I fibres. It was further found that the reported changes were sex dependent. Clark et al. [2011] found in miniature swine that a high-fat (and high cholesterol/fructose) diet led to an increase in muscle cross-sectional areas in both type I and II fibres and cited the association between weight loss and decrease of the same fibre cross-sectional areas. This relationship could be liked to the accumulation of intramuscular fat (in particular intramyocellular lipids), which was higher in type I than type II fibres [Clark et al., 2011].

Frisbee et al. [2011] studied the influence of spatial perfusion heterogeneity on oxygen supply to skeletal muscle tissue in obese Zucker rats in vivo. The distribution of parent arteriolar blood flow into daughter arterioles was measured at bifurcations. It was found that this distribution was significantly different in OZR compared to lean Zucker rats (LZR), where the distribution was approximately equal between both daughter arterioles. Therefore, Frisbee et al. [2011] predicted a significantly broader perfusion profile in a simulated dichotomous branching network.
Numerical simulation by Butcher et al. [2014] showed that the blood flow distribution in skeletal muscle arteriolar bifurcations was less variable for OZR than LZR, thus implying a loss of system flexibility. Frisbee et al. [2016] concludes that this loss of flexibility, which results in a constant perfusion and perfusion distribution of the microcirculation, means that adaptation to different metabolic demands (e.g. in exercise) can no longer be ensured, thus leading to early muscle fatigue [Frisbee et al., 2016] as it was previously observed by Frisbee [2003].

In summary it becomes clear that fibre type composition in skeletal muscle is not fixed and responds strongly to signals such as body fat and body morphology/size [Maltin, 2008]. The overall number of muscle fibres is set in utero and related to birth weight [Maltin, 2008]. It has also been shown in the literature that the maternal diet can have an influence on blood vessel numbers, complexity and surface in the placenta and other key tissues in the gestational stages and young age of the offspring [Rutland et al., 2007, Ma et al., 2010, Linderman & Boegehold, 1996a,b, Culver & Dickinson, 2010]. In order to study this effect of maternal diet on the microvasculature, models of developmental priming are being used.

### 2.3.1 Animal models of developmental priming

A number of different approaches exist for animal models of developmental priming through diet. Maternal undernutrition, e.g., restriction of nutrient requirements or low protein diets, has been studied [Pladys et al., 2005], [Costello et al., 2008], [Samuelsson et al., 2008], [Torrens et al., 2009], [Rutland et al., 2007], as well as the effect of maternal overnutrition, e.g., high fat intake, [Bruce et al., 2009], [Torrens et al., 2012], [Ma et al., 2010]. The animals used in these models are primarily rodents or sheep [Torrens et al., 2009], [Ma et al., 2010], [Rutland et al., 2007].

The model used by the group at the University of Southampton to study overnutrition by increased fat intake is built up as following [Bruce et al., 2009, Torrens et al., 2012, Stead et al., 2016, Ainge et al., 2011]: dams are fed either a normal chow diet (C) or a high-fat diet (HF) for at least 35 days prior to mating, during pregnancy and lactation. Their respective offspring is then again divided into two groups that are being fed the respective diets. Thus, the offspring can be divided into four groups: CC, CHF, HFC and HFHF. This is displayed in figure 2.10.

In this model, the different groups display different phenotypes at 15 weeks of age [Bruce et al., 2009, Torrens et al., 2012, Stead et al., 2016]. CHF and HFHF mice have a significantly higher body weight than the other groups, which is associated with a higher percentage of fat to lean tissue in the body, see figures 2.11(a) and 2.11(b).
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Figure 2.10: Maternal high fat mouse model of developmental priming of the microvasculature. Dams are fed either a normal chow diet (C) or a high-fat diet (HF) for 9 weeks prior to mating, during pregnancy and lactation. Their respective offspring is then again divided into two groups that are being fed the respective diets. Thus, the offspring can be divided into four groups: CC, CHF, HFC and HFHF. This schematic is courtesy of Moji Musa.

[Torrens et al., 2012, Stead et al., 2016]. The blood pressure is also significantly higher in the HFHF group, both for systolic and diastolic pressure, as shown in figure 2.11(c) [Torrens et al., 2012, Stead et al., 2016]. Additionally, the glucose level is higher in HFHF and in particular in the CHF group, see figure 2.11(d) [Stead et al., 2016]. The same was found for offspring of overnourished dams by Samuelsson et al. [2008] and Elahi et al. [2009], which again exhibited an increase in body mass, high blood pressure and reduced insulin sensitivity.

Figure 2.12 shows that the skeletal muscle oxidative stress (accumulation of reactive oxygen species to a damaging level) is significantly higher in all groups compared to the control CC group [Torrens et al., 2012], which lead to impaired vasorelaxation.

The impact of maternal fat intake on the development of disease such as non-alcoholic fatty liver disease (NAFLD) [Bruce et al., 2009] in offspring has been studied previously. Bruce et al. [2009] found that HFHF mice develop non-alcoholic steatohepatitis (NASH) and CHF and HFC display advanced steatosis. Switching to a healthier post-natal diet does not necessarily guarantee a bettering of the symptoms, yet a continuation of overnutrition will likely worsen the symptoms [Torrens et al., 2012], as reviewed by Ainge et al. [2011] and Musa et al. [2014]

Bayol et al. [2005, 2009] used a cafeteria (high-fat and high-sugar) diet and showed that offspring of the cafeteria diet-fed mice experienced a 25% reduction in muscle
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(a) Body Weight

(b) Body Composition

(c) Blood Pressure

(d) Glucose Levels

Figure 2.11: Phenotype of offspring groups of the animal model of developmental priming at 15 weeks of age. Animals of the HFHF group show a significantly worsened phenotype in body weight, fat percentage and blood pressure. Similarly, the CHF group shows elevated bodyweight, diastolic pressure, fat percentage and elevated glucose levels. Data published in Stead et al. [2016].

Cross-sectional area and a decrease of 20% in muscle fibre number in comparison to control animals. Intramuscular fat was higher in offspring of the high-fat fed dams that was further fed a cafeteria diet during lactation compared to offspring then fed a standard chow diet. Furthermore, both of these groups showed pre-stages of reduced insulin sensitivity [Bayol et al., 2005].

It has further been shown that a maternal high-fat diet leads to a decrease in exercise performance and training efficiency in male offspring, which were fed a low fat diet (10% energy from fat) [Walter & Klaus, 2014]. This was linked to a perturbation in lipid and glucose metabolism in the skeletal muscle of this offspring [Walter & Klaus, 2014]. Rodriguez-Porcel et al. [2000] performed a similar study to test the impact of a high cholesterol diet on cholesterol levels in pigs, which also showed that an early high cholesterol uptake could be associated with augmented vascularisation in the cardiac muscle.

Similarly, the effect of paternal fat intake was studied in mice, which suggested that
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2.3.2 Human models

Similar effects of dietary programming have been found in humans, as reviewed e.g. by Nuyt [2008] and Freeman [2010]. As mentioned in chapter 1, low birth weight is associated with development of cardio-metabolic disease, i.e., glucose intolerance, high blood pressure etc. The same holds for the other extreme of birth weight [Nuyt, 2008]. Birth weight has been challenged as the single determining marker for risk of cardio-metabolic disease [Nuyt, 2008], but it remains one of the main parameters studied in this context, as well as gestational age at birth. Studies have further shown however, that the negative effects associated with the extremes of birth weight can be counteracted or enhanced in postnatal life by adjustment of diet and lifestyle [Nuyt, 2008]. However, the link between birth weight/gestational age and maternal diet and
other influences in pregnancy needs to be further explored in human studies, to better identify the cause of the development of cardio-metabolic disease.

Freeman [2010] reviewed how maternal diabetes at pregnancy leads to an increase of type 2 diabetes in offspring and increased maternal weight correlated with heightened offspring percentage of body fat. Maternal obesity was further reported to lead to insulin resistance in the offspring.

In addition to the effect of birth weight on cardio-metabolic disease in offspring, the effect on muscle strength and bone development has been studied extensively, e.g., in the Hertfordshire Cohort Study [Patel et al., 2010, Edwards et al., 2013]. In particular, the association of muscle size and strength and bone structure was studied, determining a strong relationship between muscle size (measured as muscle cross-sectional area) and bone size and strength [Edwards et al., 2013]. Kuh et al. [2002] found that increased birth weight was associated with an increase in grip strength, which was defined as the marker for muscle function. Accordingly, Sayer & Cooper [2005] found that low birth weight in humans and prenatal undernutrition (studied in animal models) were linked to reduced muscle mass and strength and low bone mineral content.

Also studied in the Hertfordshire Cohort Study was the effect of sarcopenia, i.e., the loss of muscle mass and function with age. It was found that sarcopenia was more likely to occur in people with lower birth weight [Sayer et al., 2008]. However, muscle fibre density (fibres per square millimeter) was not significantly influenced by birth weight, in contrast to muscle fibre score (fibres kilograms per square millimeter) which was [Patel et al., 2010]. Patel et al. [2015] further found that sarcopenia was not significantly related to capillary density or capillary-to-fibre ratio, but that it was related to satellite cell density. Satellite cells are thought to play a key role in postnatal muscle growth and repair [Sayer et al., 2008]. It appears that muscle strength is less dependent on muscle oxygenation but rather on growth and repair of muscle fibres.

Whilst the cited studies provide evidence linking birth weight and cardiovascular disease, there has also been research challenging the published results. In particular the strength of associations with regard to study sample/participant numbers has been shown to decrease [Huxley et al., 2002, Huxley & Neil, 2004]. Huxley et al. [2002] presented evidence that many studies exhibited bias in the interpretation and adjustment of results towards the hypothesis of developmental programming. Huxley & Neil [2004] themselves found no correlation between birth weight and markers for cardio-metabolic disease in a cohort of offspring of working-class women first recruited for the study towards the end of World War II. However, this study itself suffered from low offspring participation (137 compared to 400 women initially recruited), thus limiting its statistical power. The limitation of low sample numbers and resulting low statistical power is also prevalent in animal studies. Groups are often between 10 and 30 animals.
Studying the effect of maternal diet and resulting birth weight on offspring health, especially in post-natal life, in humans is difficult due to many confounding factors and the long times required [Segovia et al., 2014], thus making animal studies the preferable choice. However, the translation of findings from animal models to humans regarding programming-induced alterations and intervention mechanisms is described as difficult, due to gender-specificity or adverse responses [Vickers, 2011] and due to inaccuracies in the description of diseases [Armitage et al., 2004]. Furthermore, the major limitation of rodent models is the differing development in comparison to humans, with the majority of the maturation process occurring during weaning [Armitage et al., 2004]. Some of these limitations are lifted in guinea-pig and primate models [Armitage et al., 2004]. Another limitation in the comparability of the animal models themselves is the large variability of dietary composition studying the same effects, e.g., the carbohydrates can be supplied in the form of starch or glucose and the profile of fatty acids can vary considerably [Armitage et al., 2004]. Overall however, the observed outcomes from developmental priming through diet in animals are similar and in agreement with those seen in humans [Armitage et al., 2004]. For an in-depth comparison of the different compositions and resulting effects see Armitage et al. [2004]. Whilst animal models can clearly give initial indications on effects of maternal dietary programming, long-term studies in humans eventually need to follow.

In this work I am concentrating on the influence of maternal and offspring high fat intake on the structural development of skeletal muscle microvasculature. To this end, the mouse model that has been well established in our group [Bruce et al., 2009, Torrens et al., 2012, Stead et al., 2016] is used. The dietary influence on the function of resistance arteries Torrens et al. [2012] and arterioles Stead et al. [2016] has been shown in particular for this model. Due to the development of muscles and organs in late gestation and early life it is possible that dietary stress impacts the growth, numbers and organisation of the muscle fibres and the microvessels within, as suggested by Bayol et al. [2005]. This body of knowledge is aimed to be expanded through the non-invasive three-dimensional imaging of the microcirculation performed in the course of this work.

Secondary reasons for making a mouse model the preferable choice for this project are the relatively small costs as litter size in mice is relatively high and the times for breeding relatively small. The mouse muscles are inherently smaller than those of other mammals commonly studied, which makes the process of imaging the muscles easier, as the muscle will fit more easily into the field of view when imaging at a certain resolution.

In the following I will review the structural parameters typically used to assess the microvasculature in skeletal muscle and report changes in these that have previously been observed due to dietary influences.
2.4 Assessment of microvascular oxygen exchange capability

Traditionally, the oxygen exchange capability of microvascular networks in skeletal muscle in terms of their anatomy is assessed using stereological measures on transverse and longitudinal cross-sections of the muscle tissue. The most frequently used measures are given in table 1. Differences in the resulting numbers of those measures between healthy and diseased animals are investigated and assumed to be related to the disease (see examples in table 1). Morphometric analysis looks at the shape and size of structures using statistical measures. This is possible in two or three dimensions. Stereology in turn looks at three-dimensional parameters that define a structure and can be translated into two-dimensional measurements that can be obtained on planar sections of the structure Skalak & Chien [1987]. I will next describe a number of different morphometric measures that are usually used to describe vascular networks. Some of these are often used in stereology but can be extended to a 3D network analysis. The 3D approach has the advantage of enabling an unbiased analysis of these measures, whereas there is always a bias when determining in which direction to section the sample under investigation. Erzen et al. [2011] showed that the 2D approach can for example lead to an underestimation of capillary length of up to 75%.

2.4.1 Capillary density

The capillary density (CD) is the number of capillaries per $mm^2$. This number is assumed to give a good estimate of the oxygen supply capability and hence aerobic metabolism of a muscle [Hudlicka, 1985]. However, this is only the case if all capillaries are indeed perfused. The capillary density depends strongly on the diameter of muscle fibres, i.e., a muscle with larger fibres has a lower CD [Murakami et al., 2010]. Dapp et al. [2004] found a CD of $1199 \pm 681 \, mm^{-2}$ for mouse soleus muscle. Similarly, Audet et al. [2013] found an average CD of $1300 \, mm^{-2}$. Davidson et al. [1999] determined a lower value of $867 \pm 100 \, mm^{-2}$ in young mice, which increased to $1013 \pm 133 \, mm^{-2}$ in older mice. Frisbee [2005] reported a decrease in capillary density from $\approx 890 \, mm^{-2}$ in 15-17 week old lean Zucker rats to $< 700 \, mm^{-2}$ in age-matched obese Zucker rats, which was a reduction by $\approx 23%$.

2.4.2 Capillary-to-fibre ratio

The capillary-to-fibre ratio is the mean number of capillaries that are adjacent to a particular muscle fibre. Similar to the capillary density, this value gives information on the metabolic activity of the muscle. For mouse soleus muscle Poole et al. [1989] found a capillary-to-fibre ratio of $2.17 \pm 0.06$ and Hudlicka [1985] found $2.3 \pm 0.03$. 
Dapp et al. [2004] reported a capillary-to-fibre ratio of $1.83 \pm 0.04$. This shows that the capillary-to-fibre ratio yields relatively consistent results. As the capillary-to-fibre ratio does not depend on muscle fibre area it may not immediately yield information about oxygen supply capability, although it does depend on fibre type.

### 2.4.3 Tortuosity in Skeletal Muscle

Tortuosity is a metric that is often studied when looking at the vasculature of organs and muscles, as it is assumed that higher tortuosity of vessels, through increase of surface area and reduction of oxygen diffusion distances, can be associated with an increased oxygen supply [Gaudio et al., 1984]. There are a number of different metrics used for the determination of tortuosity, for comparability to other literature, I will use the most common distance metric:

$$ T = \frac{1}{N} \sum_{i=1}^{N} \frac{\text{Vessel segment length}}{\text{Euclidian distance between the segment’s end points}}. \quad (2.1) $$

Another metric, the sum-of-angle metric, was defined by Bullitt et al. [2003], and also used in [Lang et al., 2012]:

$$ \text{SOAM} = \frac{\sum_{l=2}^{n-2} \left( \sqrt{\gamma_1^2 + \gamma_2^2} \right)}{L}, \quad (2.2) $$

where $\gamma_1$ is the in-plane angle and $\gamma_2$ the tortuosity angle.

However, there is also discussion that tortuosity has do less with the oxygen demand and supply but is rather simply related to the contractile state of the muscle and therefore the sarcomere length [Poole et al., 1992, Mathieu-Costello, 1987, Mathieu-Costello et al., 1989], see figure 2.13 for a schematic.

Poole et al. [1992] found that tortuosity in capillaries increases when the sarcomere length is reduced below $2.0 - 2.4 \mu m$. Furthermore, it was found that the length of the capillary network depends to 24-38% on the tortuosity Mathieu-Costello et al. [1988]. Moreover, Mathieu-Costello et al. [1989] and Poole et al. [1989] found no significant link between capillary tortuosity and body size, training, athletic ability or aerobic capacity. Mathieu-Costello [1987] also found that the error made when estimating tortuosity using transverse sections instead of a mixture of transverse and longitudinal sections can be up to 56%.

As we are using a 3D imaging technique, the issues related to sectioning to not apply. However, it should be ensured that the mouse leg is pinned at always the same angle for dissection so that the same soleus contractile state is comparable.
2.4.4 Length Density

The three-dimensional vascular length density is defined as [Safaeian et al., 2010]:

\[
L_D = \frac{1}{V_{\text{tissue}}} \sum_{i}^{N} L_i,
\]

(2.3)

where \( L_i \) is the length of vessel segment \( i \) and there is a total number of vessel segments \( N \).

This measure of length density is different to the standard stereological length density \( J_V \), which is a two-dimensional measure and is defined as

\[
J_V(a, c) = \frac{2Q(a)}{A(c)},
\]

(2.4)

with \( a \) the anisotropic structure being looked at, \( c \) the containing specimen, \( Q(a) \) the point count of \( a \) on \( c \) and \( A(c) \) the area of \( c \) Skalak & Chien [1987]. This needs to be considered when comparing measured values with the literature. Also, this form of length density depends on the angle and thickness of sectioning and on the degree of orientation of the objects. Poole et al. [1989] found a length density of 1886 ± 73 mm\(^{-2}\) in rat soleus. Dapp et al. [2004] found a total capillary length of 12056 ± 901 mm in mouse soleus. Georgi et al. [2011] reported an increase in mean total network length of 60% in the cremaster muscle of obese mice compared to age-matched C57/BL6 mice.

Figure 2.13: Dependence of tortuosity on sarcomere length. Taken without permission from Mathieu-Costello et al. [1989].
Diabetes on the other hand led to a 49% decrease in network length. Benedict et al. [2011] found a decrease of 19% in length density in 10-11 week-old Zucker diabetic fatty rats (ZDF) (293 ± 51.9 mm⁻² in control vs. 239 ± 19 mm⁻² in ZDF). The capillary diameter was found not to have changed, thus the volume fraction would be affected accordingly.

### 2.4.5 Volume Fraction

Vascular volume fraction is defined as

\[ V_F = \frac{V_{\text{vessels}}}{V_{\text{tissue}}}, \]  

(2.5)

where \( V_{\text{vessels}} \) is the volume of vessels and \( V_{\text{tissue}} \) the tissue volume.

Kondo et al. [2011] showed that rats with type 2 diabetes displayed a difference in capillary volume in the soleus muscle though not necessarily in capillary number, which would be picked up by our measure of volume fraction. A distribution of capillary diameter showed a skew to the smaller diameters, i.e., 3 and 4 μm with a mean of 3.1 ± 0.2 μm, in the diabetic rats, whereas capillary diameter for the control rats was centered around 5 and 6 μm with a mean of 5.1 ± 0.3 μm. The capillary volume was 47% lower in the diabetic rats than in the control group. It may therefore be expected volume fraction to be an important measure to assess in our animal model.

### 2.4.6 Fractal Analysis

Another measure that is often used to group and characterise blood vessel networks is the fractal dimension. The idea for this comes from so-called self-similar structures. These are structures that can be broken down into arbitrarily small pieces, each of which is a small replica of the entire structure [Peitgen et al., 1992]. The self-similarity dimension is then defined as [Peitgen et al., 1992] follows:

Given a self-similar structure, there is a relation between the reduction factor \( s \) and the number of pieces \( a \) into which the structure can be divided

\[ a = \frac{1}{s^D}, \]  

(2.6)

where \( D \) is called the self-similarity dimension. However, blood vessel networks are not strictly self-similar, as there is a smallest dimension to them. For these quasi self-similar structures there is an analogue dimension, which is the box-counting dimension [Peitgen et al., 1992]. This dimension is obtained by setting a regular mesh with mesh size \( s \) on top of the structure and counting the number of boxes \( N(s) \) that cover some of the structure. \( s \) is progressively changed and with the corresponding \( N(s) \) a log diagram \( \log(N(s))/\log(1/s) \) can be obtained, where the slope \( D_b \) of a linear
fit to the diagram is then the box-counting dimension [Peitgen et al., 1992].
The computation of \( D_b \) is very fast, yet the disadvantage of the method lies in the fact that the fractal dimension appears to have no obvious physiological meaning. It can still be used for grouping of samples.

For example, fractal box counting has often been used for the grouping of normal and tumour/diseased vascular networks Gazit et al. [1995], Lorthois & Cassot [2010]. The normal networks can clearly be distinguished into arteriovenous networks and capillary networks, which differ in their compactivity. Gazit et al. [1995] determined a fractal dimension of \( d = 1.70 \pm 0.03 \) for normal arteriovenous subcutaneous vascular networks, \( d = 1.99 \pm 0.01 \) for the capillary network and \( 1.88 \pm 0.04 \) for tumour networks, so a grouping was clearly possible. It may be possible that such a grouping capability is also feasible for microvascular networks differing by dietary conditions. Gould et al. [2011] found a fractal dimension of \( 1.70 \pm 0.05 \) in mouse muscle. Similarly, the fractal dimension for retinal vascular networks was found to be approximately \( 1.70 \) by Masters [2004], which is in general the fractal dimension for two-dimensional diffusion-limited growth processes, to which also the arteriovenous network belongs [Gazit et al., 1995, Masters, 2004]. For three-dimensional diffusion-limited growth processes the fractal dimension lies between 2.4 and 2.5, as has been determined from diffusion limited aggregation (DLA) simulations [Peitgen et al., 1992], also known as Laplacian fractals. However, the dimension determined from such simulations depends largely on modelling parameters chosen, e.g., the probability for particles sticking to one another.

2.4.7 Other measures

Other measures that have been studied extensively by Janacek et al. [2009], Cebasek et al. [2006], Cebasek et al. [2010], Erzen et al. [2011] are capillary length adjacent to individual muscle fibre per fibre length (Lcap/Lfib), fibre surface area (Lcap/Sfib) or fibre volume (Lcap/Vfib). Janacek et al. [2009] and Cebasek et al. [2010] found clear differences for these measures between soleus and extensor digitorum longus muscles. However, they have used confocal microscopy for imaging, which gives a very limited depth of fibres and capillaries.

The fibre volume measure Lcap/Vfib is very similar to the above measure of length density if taking only the capillaries into account, so we may compare our values to their findings, which however show high variability, i.e., \( 2029 \pm 170 \text{ mm}^{-2} \) [Cebasek et al., 2006].

All the above measures take into account only the blood vessels that have been visualised by a specific imaging technique. Differences in numbers of these measures between healthy and diseased subjects are then used to associate the disease with the capillary oxygen exchange capability. Poole et al. [2013] oppose this approach to
examine O$_2$ supply and reviewed the literature to show that impairment of vessel function has to do with differences in flux, i.e., RBC flux, blood-myocyte oxygen flux, and haematocrit, rather than number and volume of perfused capillaries. RBC flux is present in most capillaries at rest and increases with exercise to fulfil the muscle demand [Poole et al., 2013]. In agreement with this, Maeda et al. [2015] reported that the number of capillaries exchanging oxygen was $93.0 \pm 5.5\%$ of all blood perfused capillaries in rat soleus muscle. A higher difference in these numbers was found by Fraser et al. [2015] in rat extensor digitorum longus muscle (EDL), i.e., around $12\%$ of visible capillaries stayed unperfused during observation periods of 60 seconds. Overall, it remains inconclusive whether or not structural measures of muscle capillarisation can be used as explicit indicators of oxygen exchange capability. Mathematical modelling can help clarify this question. An association between metabolic syndrome and skeletal muscle microvascular haematocrit has also been found [Fraser et al., 2013], thus suggesting that for investigating the impairment of microvascular oxygen exchange capability, not only the morphology of the blood vessels has to be taken into account, but also the distribution of red blood cells within the vessels. Therefore, in order to assess microvascular oxygen exchange capacity meaningfully, the imaging technique adopted should be able to resolve the microvascular network structure, and simultaneously the distribution of RBCs within the blood vessels, and if possible, record changes of the network structure and the RBC distribution over time. By using mathematical modelling it is possible to study the muscle tissue oxygenation of different capillary networks (i.e., vascular function) and to link the results to the structural measures of those networks (i.e., vascular structure). This will increase the understanding of structure-function relationships for (micro)vascular systems.

### 2.5 Summary

The biological and clinical background to muscle anatomy and nutrient delivery in skeletal muscle have now been presented. The biological process of oxygen diffusion out of the blood vessels into the muscle tissue has been introduced. The association of changes in the microvascular structure and disease was discussed and the influence of maternal and/or offspring diets on microvascular structure and skeletal muscle development. Typical structural parameters used for assessment of the microvasculature have been introduced. Following this chapter it has become clear that length scales between $5 \, \mu m$ (the capillary diameter) and $8 \, mm$ (the average length of a murine soleus muscle) need to be resolved in order to non-invasively image the three-dimensional microvascular structure in skeletal muscle. This inherently determines the imaging system to address the research question.
<table>
<thead>
<tr>
<th>Parameter</th>
<th>Definition</th>
<th>Example</th>
<th>Advantages</th>
<th>Disadvantages</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capillary density (CD)</td>
<td># capillaries per muscle area</td>
<td></td>
<td>• Easy to compute</td>
<td>• Dependent on fibre size and type</td>
<td>• 1199 ± 681 mm⁻² mouse soleus [Dapp et al., 2004]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Easy to automate</td>
<td>• 2D measure</td>
<td>• 1300 mm⁻² mouse soleus [Audet et al., 2013]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Dependent on fibre size and type</td>
<td></td>
<td>• 867 ± 100 mm⁻² in young (6 month) mouse soleus</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• 2D measure</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Capillary-to-fibre ratio (C:F)</td>
<td># capillaries per muscle fibre</td>
<td></td>
<td>• Gives information on metabolic activity</td>
<td>• 2D measure</td>
<td>• 2.30 ± 0.03 mouse soleus [Hudlicka, 1985]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Independent of fibre size</td>
<td></td>
<td>• 2.17 ± 0.06 mouse soleus [Poole et al., 1989]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Dependent of fibre type</td>
<td></td>
<td>• 1.83 ± 0.04 mouse soleus [Dapp et al., 2004]</td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>• Easy to compute</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Tortuosity

<table>
<thead>
<tr>
<th>Vessel segment length</th>
<th>Euclidian distance</th>
<th><em>Easy to automate</em></th>
<th><em>Not related to oxygen demand but sarcomere length</em></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>Different definitions available</em></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>Connected vessel network required</em></td>
</tr>
</tbody>
</table>

- 1.86 ± 0.06 in healthy rat soleus vs. 1.19 ± 0.10 in diabetic rat [Kondo et al., 2011]

### Length density

<table>
<thead>
<tr>
<th>Vessel segment length</th>
<th>Tissue volume</th>
<th><em>Indication for available oxygen exchange length</em></th>
<th><em>No information on exchange volume</em></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>May differ to original stereological definition</em></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>Depends on tortuosity</em></td>
</tr>
</tbody>
</table>

- 1.88 ± 0.07 · 10³ mm⁻² mouse soleus [Poole et al., 1989]
- 12.06 ± 0.90 · 10³ mm mouse soleus total capillary length [Dapp et al., 2004]

### Volume fraction

<table>
<thead>
<tr>
<th>Vessel volume</th>
<th>Tissue volume</th>
<th><em>Indication for available oxygen exchange volume</em></th>
<th><em>No information on exchange length</em></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td><em>Computationally difficult</em></td>
</tr>
</tbody>
</table>

- 0.07±0.01 in healthy rat soleus vs. 0.03 ± 0.01 in diabetic rat [Kondo et al., 2011]

---

**Table 2.1:** Structural parameters used for assessing the microvasculature. Capillary density, capillary-to-fibre ratio, tortuosity, length density and volume fraction are parameters often used to describe the structure of blood vessel.
Chapter 3

Literature review on soft tissue imaging

A range of techniques exists to image biological soft tissues, ranging from 2D to 3D methods with resolutions from several hundred micrometres down to a tenth of a nanometer. As the smallest vessels in the microvascular structure have a diameter of only 5-10 µm, it is desired to have instruments that are capable of imaging at such spatial resolutions and preferably below that.

In the following an overview of different techniques for imaging the microcirculation will be presented and compared with respect to resolution, depth of field, scanning times etc. Micro-computed tomography (µCT) and synchrotron radiation computed tomography (SR CT) will turn out to be best fitted to image the microvasculature for structural analysis. Thus, methods to induce soft tissue contrast for these imaging techniques will be presented and the principles of µCT and SR CT will be introduced.

3.1 Overview of imaging methods

Different imaging techniques consist of the same two fundamental components: a source and a detector. The source generates an excitation signal. This signal interacts with the sample lying in the signal path. The interaction of the signal with the sample either changes the original signal and/or generates a new signal emitted by the sample. The detector captures this changed and/or new signal. Excitation signals include visible light, electron beams, X-rays, magnetic pulses, positrons or acoustic waves [Rochow & Tucker, 1994]. Different imaging techniques can be distinguished by their different characteristics, such as 2D or 3D readouts, excitation mechanism, capability to penetrate tissue and compatibility for imaging *in vivo* or *ex vivo*. Imaging systems for the visualisation of vascular networks have been reviewed extensively, e.g., in the context of blood flow modelling by Kim *et al.* [2012], angiogenesis by
Kiessling et al. [2010] and systems biology by Kherlopian et al. [2008].

Table 3.1 gives an overview of contemporary imaging methods, with respect to their capabilities. A discussion of these can be found in appendix A.

### 3.1.1 Methods for ex vivo imaging of murine skeletal muscle

![Comparison of different imaging techniques with regard to maximum spatial resolution and tissue penetration depth.](image)

Figure 3.1: Comparison of different imaging techniques with regard to maximum spatial resolution and tissue penetration depth. The dashed red line marks 1 µm, which is the spatial resolution required to resolve the capillaries. The dotted blue line indicates the minimal tissue penetration required, based on murine muscle dimensions of \( \sim 0.2 \times 0.2 \times 0.8 \text{ cm}^3 \). The top left quadrant covers high-resolution 3D imaging techniques that are appropriate to assess the (muscle) microvasculature and includes micro-computed tomography (\( \mu \text{CT} \)), synchrotron-based CT (SR CT) and light sheet fluorescence microscopy (LSFM).

The scatter graph in figure 3.1 was created based on the information about the different imaging systems and compares their maximum spatial resolution and tissue penetration depth. For the three-dimensional (3D) imaging of the microvasculature, only techniques with a spatial resolution of about 1-1.5 µm can be considered. By that, the finest capillaries of 5 µm diameter will be represented by 3-5 voxels. The dashed red line in Figure 3.1 marks this limit. Furthermore, in order to non-destructively image the whole microvasculature within a murine soleus muscle of dimensions \( \sim 0.2 \times 0.2 \times 0.8 \text{ cm}^3 \) it is necessary to apply a technique that provides sufficient depth of field, i.e., about 0.2 cm. The only techniques providing this are \( \mu \text{CT}, \text{SR CT} \) and lightsheet fluorescence microscopy (LSFM). The resolution of \( \mu \text{CT} \) is sufficient to image the microvasculature, hence the usage of higher resolution \( \mu \text{CT} \) is not necessary as the imaging volume per scan would be very small and the imaging time for the
<table>
<thead>
<tr>
<th>Technique</th>
<th>Excitation signal</th>
<th>Maximum spatial resolution</th>
<th>2D/3D</th>
<th>Penetration depth</th>
<th>Tissue preparation</th>
<th>Acquisition time</th>
<th>imaging capability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light microscopy (LM)</td>
<td>Light</td>
<td>0.2 µm</td>
<td>2D</td>
<td>-</td>
<td>staining</td>
<td>seconds</td>
<td>ex vivo</td>
</tr>
<tr>
<td>Confocal laser scanning microscopy (CLSM)</td>
<td>Light laser</td>
<td>0.1 µm</td>
<td>2D</td>
<td>150 µm</td>
<td>fluorescent staining</td>
<td>minutes</td>
<td>ex vivo</td>
</tr>
<tr>
<td>Lightsheet fluorescence microscopy (LSFM)</td>
<td>Light laser</td>
<td>0.2 µm</td>
<td>2D</td>
<td>1 cm</td>
<td>fluorescent staining</td>
<td>hours</td>
<td>ex vivo</td>
</tr>
<tr>
<td>Single Photon Laser Scanning Microscopy (SPLSM)</td>
<td>Light laser</td>
<td>0.2 µm</td>
<td>2D</td>
<td>-</td>
<td>fluorescent staining</td>
<td>minutes</td>
<td>in vivo</td>
</tr>
<tr>
<td>Multi photon laser scanning microscopy (MPLSM)</td>
<td>Light laser</td>
<td>0.2 µm</td>
<td>2D</td>
<td>1 mm</td>
<td>fluorescent staining</td>
<td>minutes</td>
<td>in vivo</td>
</tr>
<tr>
<td>Optical coherence tomography (OCT)</td>
<td>Light laser</td>
<td>5 µm</td>
<td>3D</td>
<td>2 mm</td>
<td>-</td>
<td>minutes</td>
<td>in vivo</td>
</tr>
<tr>
<td>Laser speckle contrast imaging (LS)</td>
<td>Light laser</td>
<td>10 µm</td>
<td>2D</td>
<td>1 mm</td>
<td>-</td>
<td>minutes</td>
<td>in vivo</td>
</tr>
<tr>
<td>Laser doppler flowmetry (LDF)</td>
<td>Light laser</td>
<td>10 µm</td>
<td>2D</td>
<td>1 mm</td>
<td>-</td>
<td>minutes</td>
<td>in vivo</td>
</tr>
<tr>
<td>Serial blockface scanning electron microscopy (SBF SEM)</td>
<td>Electron beam</td>
<td>2 nm</td>
<td>3D</td>
<td>500 µm</td>
<td>heavy metal staining</td>
<td>hours</td>
<td>ex vivo</td>
</tr>
<tr>
<td>Transmission electron microscopy (TEM)</td>
<td>Electron beam</td>
<td>0.2 nm</td>
<td>2D</td>
<td>100 nm</td>
<td>heavy metal staining</td>
<td>minutes</td>
<td>ex vivo</td>
</tr>
<tr>
<td>Micro-computed tomography (µCT)</td>
<td>X-rays</td>
<td>0.7 µm</td>
<td>3D</td>
<td>1 m</td>
<td>staining or perfusion</td>
<td>hours</td>
<td>ex vivo</td>
</tr>
<tr>
<td>Synchrotron radiation-based computed tomography (SR CT)</td>
<td>X-rays</td>
<td>0.3 µm</td>
<td>3D</td>
<td>1 m</td>
<td>staining or perfusion</td>
<td>minutes</td>
<td>ex vivo</td>
</tr>
<tr>
<td>Micro-magnetic resonance imaging (µMRI)</td>
<td>Magnetic pulse</td>
<td>60 µm</td>
<td>3D</td>
<td>1 m</td>
<td>contrast agent perfusion</td>
<td>hours</td>
<td>in vivo</td>
</tr>
<tr>
<td>Positron emission tomography (PET/SPECT)</td>
<td>Positrons</td>
<td>1-2 mm</td>
<td>3D</td>
<td>1 m</td>
<td>contrast agent perfusion</td>
<td>hours</td>
<td>in vivo</td>
</tr>
<tr>
<td>Photoacoustic tomography (PAT)</td>
<td>Acoustic waves</td>
<td>50 µm</td>
<td>3D</td>
<td>1 mm</td>
<td></td>
<td>hours</td>
<td>in vivo</td>
</tr>
</tbody>
</table>

Table 3.1: **Comparison of imaging techniques.** Imaging techniques are compared in terms of excitation signals, spatial resolution, penetration depth, preparation for image contrast, image acquisition times, imaging dimensions and in vivo imaging capability. For references and discussion see appendix A.
whole muscle would be too long. Therefore, µCT and SR CT were used to obtain the three-dimensional vascular architecture in the murine soleus muscle. Furthermore, as transversal and longitudinal sectioning is still the gold standard for the assessment of muscle vasculature, light microscopy (LM) of histological sections obtained after scanning has been performed (see chapter 6). Additionally, LSFM should be considered to compare results in the future and will thus be shortly introduced.

3.1.1.1 Light sheet fluorescent microscopy

LSFM is a relatively recent development of light microscopy, where a laser is used to create a light sheet, which excites a several µm thick plane within the sample. The fluorescence response of the sample is then detected [Santi, 2011]. In contrast to confocal laser scanning microscopy it has the advantage of little photobleaching (fading of the fluorescent dye due to non-specific illumination), as the fluorescent response is activated only as each plane is illuminated selectively [Huisken & Stainier, 2009]. LSFM can be employed to capture sample volumes of up to 1 cm³, without the need for any physical sectioning. The in-plane resolution of LSFM is about 1 µm [Santi, 2011]. However, the technique requires the tissue to be cleared chemically for the laser sheet to be able to penetrate it and depends on the diffusion capability of fluorescent stains to permeate the tissue. Due to these limitations and the size of the imaging chamber, LSFM has had little application in imaging organs of larger animals. Most studies investigated zebrafish and fruit fly [Huisken & Stainier, 2009], few looked at brain neuronal activity in the mouse [Li et al., 2014, Pampaloni et al., 2015] and Mayer et al. [2012] used it to study high-endothelial venules in mouse lymph node. However, to the best of knowledge of the author, LSFM has yet to be trialled in mouse skeletal muscle for visualisation of vascularisation. Combined with µCT, LSFM has the potential to yield more conclusive results as it can visualise features not normally observed using µCT only, e.g., the lymphatic network, nerves and different cellular structures.

To induce image contrast Janacek et al. [2009] and Cebasek et al. [2010] have reported use of the primary mouse anti-rat cluster of differentiation 31 (CD31), also known as PECAM-1, antibody to label the capillary endothelial cells and secondary goat anti-mouse antibodies Alexa Fluor 488 (green) for the capillaries. The basal lamina was visualised in red by using secondary goat anti-mouse antibody Alexa Fluor 546. The oxidative metabolism of the muscle fibres was visualised by immersion of the sample into NADH-tetrazolium(TR) anenzyme. Alexa Fluor dyes are resistant to fading, which makes them recommendable for staining.
3.2 The principles of computed tomography

Computed tomography (CT) first became available for clinical use in 1971, after Godfrey N. Hounsfield had developed an algebraic reconstruction algorithm to analyse X-ray images of the brain [Hounsfield, 1973]. Previously Allen M. Cormack had used an inversion formula to determine radiation absorption within the body [Leahy, 2012]. The image reconstruction algorithms are based on a transform developed by Johann Radon in 1917 that allows reconstruction of an object with \( n \)-components from its \( (n-1) \)-dimensional projections [Radon, 1917]. Since the clinical implementation of CT scanners, the technology has quickly developed and is now extending to the diffraction limit of visible light.

3.2.1 X-ray generation

In the following, both the setup of lab-based and synchrotron based \( \mu \)CT are presented, as both have been used in the course of this project.

3.2.1.1 X-ray generation in lab-based computed tomography

The setup of \( \mu \)CT scanners in their current generation is such that in an electron gun an electron beam is generated from a filament (generally tungsten, but other materials, e.g. iridium, are also possible) which is a cathode and emitted towards the anode, the target [Hsieh, 2015], which is usually made of tungsten (W), molybdenum (Mo) or silver (S) [Landis & Keane, 2010]. On its way the electron beam is focussed by coils to strike the target in as small a focal spot as possible. As the electron beam hits the target, X-rays are emitted as a cone beam. See figure 3.2 for a sketch of the cross-section of a microfocus X-ray tube from [Xra, 2016].

The emitted X-ray spectrum is continuous, consisting of Bremsstrahlung resulting from the slowing down of the electrons by the target material’s nuclei and of characteristic X-rays resulting from electrons in the K-M shells of the target material being ejected by the high-speed electrons. These X-rays are characteristic for each target material. Because of the spread of the resulting X-ray spectrum, lab-based X-ray sources are called polychromatic. Figure 3.3 depicts an exemplary X-ray spectrum taken from chapter 2 in Hsieh [2015].

3.2.1.2 X-ray generation in synchrotron radiation computed tomography

Similar to laboratory CT scanners, a synchrotron involves an electron gun where the electron beam is created. In a linear accelerator this electron beam is accelerated to
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Figure 3.2: Sketch of the cross-section of a microfocus X-ray tube from [Xra, 2016]. A filament, the cathode, is used to generate an electron beam which travels towards the anode, the so-called target. Focus coils are used to focus the electrons to achieve as small a focal spot on the target as possible. As the electron beam hits the target, X-rays are emitted as a cone beam.

Figure 3.3: Exemplary X-ray spectrum of a (microfocus) X-ray tube. The X-ray spectrum emitted by the target is continuous, consisting of Bremsstrahlung and characteristic X-rays. Bremsstrahlung results from the slowing down of the electrons by the target material’s nuclei. The characteristic X-rays are peaks which result from electrons in the K-M shells of the target material being ejected by the high-speed electrons and they are characteristic for each target material. Taken from chapter 2 in Hsieh [2015].
Figure 3.4: **Sketch of an undulator array.** A periodic array of magnets generates a sinusoidal oscillation of the electron beam which leads to emission of X-rays. The setup of a wiggler looks much the same in general, with longer period lengths of the dipole arrangements. This results in the angles of the emitted radiation to be much larger for the wiggler devices. The shorter period lengths in the undulator result in the X-rays being created due to relativistic effects with significantly higher brilliance than in the wiggler, where the X-rays are created by the deflection of the X-ray beam only. Image taken from [Elektronensynchrotron, 2016]

high energies (typically MeV levels). The electron beam then enters a booster synchrotron where it is further accelerated to GeV levels. Once the electrons have reached this energy, they enter the storage ring where they are kept at this energy under ultrahigh vacuum (pressure under $10^{-13}$ atmospheres) [Margaritondo, 2002]. *Bending magnets* in the curved sections of the ring keep the electron beam on its path. Bending of the electron beam emits X-rays. In up to 2nd generation synchrotrons this was the only method to generate X-rays, 3rd generation synchrotrons then went on to use *wigglers* and *undulators*. These are periodic arrays of magnets inserted in the straight section of the storage ring (they are thus also called insertion devices). The array of magnets with different orientations leads the electron beam to oscillate and emit X-rays of different wavelengths, depending on the strength of the magnetic field [Margaritondo, 2002], see figure 3.4 for a sketch of an undulator array from [Elektronensynchrotron, 2016]. The setup of a wiggler looks much the same in general, with longer period lengths of the dipole arrangements. This results in the angles of the emitted radiation to be much larger for the wiggler devices. The shorter period lengths in the undulator results in coherent interference of the X-rays, thus leading to a significantly more brilliant X-ray spectrum. However, as a result the spectrum of an undulator is not continuous, whilst it is continuous (but with lower brilliance) if generated by wiggler devices.

The emitted X-ray radiation is lead to the respective beamlines that are tangential to the storage ring. The beam passes through an optics hutch, where the beam is
Chapter 3 Literature review on soft tissue imaging

Figure 3.5: **Setup of a synchrotron** [dia, 2013]: An electron beam is created by an electron gun and accelerated in the linear accelerator (1). Here it reaches an energy of hundreds MeV. It is then further accelerated to several GeV inside the booster synchrotron (2). In the storage ring (3) it is kept at this energy. Emitted radiation reaches the experimental hutch (4), where the sample is staged and controlled via the control cabin (5).

(conditioned (e.g. filtered, attenuated, shuttered, focused) and an energy band for the X-ray beam is chosen by application of the monochromator crystal. The beam then reaches the experimental hutch where sample stage and detector are located. The setup of the Diamond synchrotron is depicted in figure 3.5 [dia, 2013]. The advantage of synchrotron radiation includes the fact that the X-ray beam is coherent and spatially homogeneous with high photon flux. This enables imaging modes other than conventional absorption computed tomography, i.e., phase contrast SR CT in particular and imaging can be performed at fast speeds due to smaller exposure times necessary for high photon flux.

### 3.2.2 Data acquisition

X-rays that have been generated by a source are emitted and hit the sample which is located somewhere along their path. The X-rays interact with the matter of the sample depending on their energy, the sample material density, and the atomic number $Z$ of the sample material. As the X-rays interact they can lose energy, be (partly) absorbed or diverted and subsequently the X-ray beam which emerges behind the sample has lost intensity. Typically they then hit a scintillator which is excited by the beam energy and re-emits this energy in form of visible light. This light in turn is captured by a charge-coupled device (CCD), i.e., an electronic light sensor. The entity of scintillator and CCD is usually known as detector. During the scan, the sample rotates on a stage, so that the detector takes images for at least 180°. The process is depicted in figure 3.6.
Figure 3.6: **Schematic of a typical modern μCT scanner.** An electron beam generated by a filament at the top of the electron gun (1a) hits a metal target (1b), e.g. tungsten or molybdenum, thereby creating X-rays. The X-rays are emitted in the form of a cone beam and hit a sample located behind the source (2). When passing through the sample, the X-rays lose intensity, due to different interaction processes with the sample material. The beam then hits a scintillator (3) which emits visible light (4) that can be detected by a charge-coupled device camera (5). The sample stage can rotate, so that projections of the sample for at least 180° can be recorded.

In some cases, for example in the Zeiss Xradia Versa 510 system, the detector further includes a light microscope lens, which is built in between scintillator and camera and enables imaging at higher magnification without a change of sample-to-source or sample-to-detector distance. The lens being used is the same as in standard light microscopes, with varying magnifications being available.

The absorption of monochromatic X-rays by the sample can be described using the Beer-Lambert law, which for a homogeneous material is

$$I(x, y) = I_0(x, y)e^{-\mu \Delta z},$$  

(3.1)

where \((x, y)\) are the coordinates of the imaging plane (detector), \(I(x, y)\) denotes the current X-ray intensity, \(I_0(x, y)\) the initial intensity before the beam hits the sample, \(\mu\) is the attenuation coefficient of the material and \(\Delta z\) is the distance the X-ray beam has travelled through the sample. Note that \(\mu\) depends on the incident photon energy and the material’s Z-number, typically being controlled by photoelectric absorption or Compton scattering [Hsieh, 2009].

As most samples usually consist of more than one material, the Beer-Lambert law for monochromatic imaging in reality takes a more complex form

$$I(x, y) = I_0(x, y)e^{-\int_1^2 \mu(x, y, z)dz}.$$  

(3.2)
Figure 3.7: X-ray energy-attenuation curves for exemplary materials. Depending on the material the attenuation coefficient $\mu$ will be overall higher or lower, i.e., iodine attenuates X-rays the strongest, followed by bone which contains as a main component calcium and finally water and soft tissue. It holds that the higher the X-ray energy, the lower the X-ray attenuation and generally the worse the contrast. Iodine is an exception with the step change at around 33 keV arising from the characteristic K-edge of iodine, i.e., the binding energy of K-shell electrons [Hsieh, 2015]. Taken from Chapter 2 in Hsieh [2015].

Furthermore, for laboratory X-ray sources the polychromaticity of the beam needs to be taken into account, i.e.,

$$I(x, y, E_{max}) = \int_{E=0}^{E=E_{max}} I_0(x, y, E) e^{-\int_{z_1}^{z_2} \mu(x, y, z, E) dz} dE,$$

(3.3)

with $E$ the X-ray energy and $E_{max}$ the tube voltage of the X-ray source.

When optimising scan settings, different factors have to be taken into account, such as sample size and field of view, desired contrast and scanning time. The lower the kV settings, the better the contrast will be, as the relative difference in absorption between different materials is higher. However, this is only true until a minimum threshold of ~10-15 keV. See for example the X-ray energy-attenuation curves for different materials, depicted in figure 3.7 from chapter 2 in Hsieh [2015]. Depending on the material the attenuation coefficient $\mu$ will be overall higher or lower, i.e., iodine attenuates X-rays the strongest, followed by bone which contains as a main component calcium and finally water and soft tissue. The step change in the iodine curve at around 33 keV arises from the characteristic K-edge of iodine, i.e., the binding energy of K-shell electrons [Hsieh, 2015]. For higher energy, the attenuation of X-rays
decreases and tissue penetration increases leading to a higher signal-to-noise ratio. High flux helps to achieve shorter scan times, but can for laboratory sources lead to target erosion. Therefore, laboratory systems are usually either not allowing the user to operate the machine in this regime or automatically defocus the spot, which results in lower resolution images. Increasing exposure time will increase signal-to-noise ratio, however, this can significantly increase the scan time. If possible, a frame per projection, i.e., imaging the sample at the same angle several times and average the resulting radiographs, rate higher than 1 should be used in order to increase the signal to noise ratio, though again the scan time will be increased.

### 3.2.3 Image reconstruction

Following image acquisition the three-dimensional image of the sample can be reconstructed from the two-dimensional projections by using a reconstruction algorithm. In general the Nyquist sampling criterion should be fulfilled [Nixon & Aguado, 2008] for the reconstruction:

“In order to reconstruct a signal from its samples, the sampling frequency must be at least twice the highest frequency of the sampled signal.”

For CT imaging, this is the case if [Kak & Slaney, 1988]:

$$ P_{\text{proj}} = \frac{\pi}{2} \times N_{\text{ray}} \quad (3.4) $$

holds. $N_{\text{ray}}$ is the number of pixels the area of interest covers as the sample rotates and $P_{\text{proj}}$ number of projections uniformly distributed over the chosen rotation range. The most common reconstruction algorithms are Filtered Back Projection (FBP) and the Algebraic Reconstruction Technique (ART). ART is computationally considerably more intensive as it is iterative, but it results in a less noisy image than FBP [Hsieh, 2009]. In the following only FBP and derivations will be considered, as more elaborate reconstruction algorithms were not required for the methods presented in the following chapters.

#### 3.2.3.1 Filtered backprojection

In the following the coordinate system is set as follows: $z$ is the direction of propagation of the X-rays, $(x, y)$ is the tupel describing the perpendicular imaging plane to $z$, with $x$ being the horizontal coordinate and $y$ the vertical coordinate in an actual imaging setup (see Figure 3.8). The rotated axis $x$ around an angle $\theta$ is described as $t$. $f(x, z)$ is the object being reconstructed (at fixed height $y$) and $p(t, \theta)$ its projection onto the detector plane at angle $\theta$. 
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Figure 3.8: **Original and rotated coordinate system in an imaging system.** z is the direction of propagation of the X-rays, \((x, y)\) is the tuple describing the perpendicular imaging plane to \(z\), with \(x\) being the horizontal coordinate and \(y\) the vertical coordinate in an actual imaging setup. The rotated axis \(x\) around an angle \(\theta\) is described as \(t\). Adapted from Hsieh [2015], chapter 3.

The Filtered Backprojection (FBP) makes use of the Fourier slice theorem to obtain the three-dimensional reconstruction from two-dimensional (2D) projection images. The Fourier slice theorem states that for a projection \(p(t, \theta)\) taken at angle \(\theta\) of the object function \(f(x, z)\) the one-dimensional (1D) Fourier transform of \(p\), \(P(\omega, \theta)\), equals the two-dimensional Fourier transform of \(f\) [Hsieh, 2009]:

\[
P(\omega, \theta) = \int_{-\infty}^{\infty} p(t, \theta)e^{-2\pi i \omega t} dt = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} f(x, z)e^{-2\pi i (\omega x + \omega z)} dx dz.
\] (3.5)

Thus, \(f(x, z)\) can be obtained by rewriting the left hand side using \(P(\omega, \theta)\) and applying an inverse Fourier transform [Hsieh, 2009]:

\[
f(x, z) = \int_{0}^{\pi} \int_{-\infty}^{\infty} P(\omega, \theta)|\omega|e^{2\pi i \omega t} d\omega d\theta.
\] (3.6)

\(|\omega|\) in this case is the filter of the “filtered” backprojection and results from the inverse Fourier transform when spatial coordinates \((x, z)\) are converted into polar coordinates \((\omega, \theta)\) and the restriction onto the interval \([0, \pi]\). The implementation of the filter is often as a bandpass filter, such as a window function, Hanning, Butterworth or Ram-Lak filter [Hsieh, 2015]. The choice of filter can influence the reconstruction quality significantly. For a projection taken at angle \(\theta \in [0, 180]\) in a \(\mu\)CT imaging setup
equation (3.6) relates a horizontal line in the image captured by the detector to the slice through the sample at this fixed (but arbitrary) height \( y \). For fixed \( y \) and varying \( \theta \) a 2D stack of these projection lines is called sinogram [Hsieh, 2009]. Applying equation (3.6) to all sinograms, the three-dimensional image of \( f \) can be reconstructed. The implementation of this theory is usually performed using fast Fourier transforms (FFT) and their inverse, which are computationally efficient [Hsieh, 2009].

In the \( \mu \)CT imaging setup the projection data \( p(t, \theta) \) is the projected exponential of the linear attenuation coefficient \( e^{\int_{z_1}^{z_2} \mu(t, \theta) dz} \) at fixed height \( y \). Thus, the reconstructed 3D image gives information on the three-dimensional attenuation properties of the sample. This can in some cases be directly related to other properties of the sample, e.g., in the case of bone samples it relates to the bone mineral density [Bouxsein et al., 2010].

### 3.2.3.2 gridrec algorithm

Due to fast imaging times and large datasets, it can become a struggle to keep up with reconstructing images using the FBP whilst performing high-throughput experiments at synchrotron sites. To this end, Dowd et al. [1999] developed a fast reconstruction algorithm called gridrec which is based on the concept of the FBP and found implementation, e.g., by F. Marone and M. Stampanoni [Marone & Stampanoni, 2012].

The difference of the gridrec algorithm to traditional FBP implementations lies in gridding the data from polar coordinates onto Cartesian coordinates before applying the inverse 2D Fourier transform. To this end, a convolution kernel \( W(u, w) \) is applied to the data in polar coordinates and the output is evaluated in Cartesian coordinates [Marone & Stampanoni, 2012], i.e., for \( F(u, w) \) the 2D Fourier transform of the object function \( f(x, z) \) (note that \( (u, w) \) are Cartesian coordinates of the Fourier space):

\[
H(u, w) = F(u, w) \ast W(u, w) = \int_0^{2\pi} \int_{-\infty}^{\infty} F(\omega \cos \phi, \omega \sin \phi) W(u-\omega \cos \phi, w-\omega \sin \phi) |\omega| d\omega d\phi.
\]

Equation (3.7) is discretized for implementation and after application of the inverse Fourier transform to \( H \), the contribution of \( W(u, w) \) would be removed by division. Marone & Stampanoni [2012] have shown that the difference in the reconstructed image between FBP and gridrec is negligible if 0.5 zero-padding is applied to the sinograms during gridrec whilst the reconstruction time was 20 times faster than that of FBP. Zero-padding is the process of elongating a signal/image by adding zeros to the sides of it and it is used to avoid artefacts from the application of the convolution kernel [Marone & Stampanoni, 2012]. The parameter of the zero-padding means that each sinogram is extended by 0.5 times the original field of view [Marone & Stampanoni, 2012].
3.2.4 Imaging Artefacts

CT imaging is prone to different types of artefacts, including aliasing, beam hardening and ring artefacts. Especially for materials with high Z-number, beam hardening is often apparent. Most reconstruction software therefore includes beam hardening correction algorithms. Undersampling, which leads to aliasing, can be prevented by ensuring that the number of projections fulfils the Nyquist sampling criterion (see equation (3.4)) [Nixon & Aguado, 2008]. However, aliasing artefacts will always be present for samples containing step edges, as the support of the Fourier spectrum of a step function is infinity [Vidal et al., 2005].

Ring artefacts are due to defective or badly corrected pixels [Vidal et al., 2005]. They can be circumvented in the scanning process by applying shuttling. This is a process whereby the sample is periodically shifted during a scan to ensure that individual angular paths through the sample are represented by an average of several pixels on the detector, rather than a single one. This can have a limiting effect on the image resolution. Software corrections for ring artefacts are also available in many image reconstruction software.

Other artefacts can be introduced by sample and camera misalignment, sample drift, a limited field of view and the discrete nature of the detector, which results in partial volume effects, i.e., a continuous object is imaged by a number of discrete voxels, thus resulting in averaged (blurred) information at the recorded edges of the object. Blurring of edges due to a non-perfect X-ray focal spot and the detector can be accounted for by determining the point spread function, which is the response of the system to an ideal point. Similarly, an edge spread function can be obtained [Vidal et al., 2005]. These functions are then used to describe the sharpness of the system.

3.3 Sample preparation methods

As X-ray absorption contrast of organic soft tissue is typically limited for µCT and SR CT, it is conventionally considered necessary to prepare tissues with staining agents. The choice of staining agent strongly depends on the imaging technique to be used and the feature of interest. It is necessary to consider several aspects, such as costs, toxicity, possible tissue shrinkage and perfusion range.

The methods to enhance vascular contrast for µCT imaging can be differentiated into methods that stain vessel walls (Staining Methods) and those that fill the lumen of the vessel (Perfusion Methods).

Staining Methods: Osmium tetroxide (OsO₄) gives very good imaging contrast and has low tissue shrinkage but is very toxic and therefore also requires specific disposal, which results in high disposal costs [Metscher, 2009], [Pai et al., 2012]. Lugol’s solution
(L2K) on the other hand has low toxicity and low tissue shrinkage and is easy to prepare [Metscher, 2009], [Degenhardt et al., 2010]. However, Lugol’s solution is prone to leakage into the tissue system. Metscher [2009] also tested phosphotungstic acid (PTA) against the former two, which gave high contrast and stability. Pauwels et al. [2013] compared another 27 staining agents, amongst others Mercury(II)chloride (HgCl2), phosphomolybdic acid (PMA), PTA and ammonium orthomolybdate ((NH4)2MoO4), concluding that most of these were similarly suitable for the visualisation of soft tissue. However, depending on the agent, sample size or staining times need to be adjusted [Pauwels et al., 2013]. These methods have also partly been reviewed for soft tissue staining in Mizutani & Suzuki [2012]. Overall staining methods are rather unsuitable for imaging the microvasculature in skeletal muscle, as they are largely non-specific, leaving only the vessel lumen unstained. Thus, even at high spatial resolutions segmentation of capillaries becomes difficult as the vessel lumen is small and the vessels may easily collapse, making them difficult or even impossible to detect.

Perfusion Methods: Two different sets of perfusion methods exist, firstly perfusion with polymers for corrosion casting and secondly perfusion with nanoparticles. Corrosion casting is a technique often applied to study the microvasculature using scanning electron microscopy (SEM). After perfusion of the blood vessels with the polymer and the time necessary for curing the polymer, the surrounding organic tissue is macerated [Lametschwandtner et al., 1984, 1990, Folarin et al., 2010] and can be prepared for SEM. The most commonly used polymer for corrosion casting for µCT is Mercox, commercially available in its non-hazardous form Mercox II (Ladd Research, Williston, Vermont, USA). Mercox polymerizes quickly, which means that perfusion times and volumes must be relatively small [Gregor et al., 2012]. Mercox has good penetration properties within the entire vascular network and shows minimal shrinkage [Gregor et al., 2012]. However, one of its drawbacks is its low X-ray absorption and its brittleness [Krucker et al., 2006]. In order to enhance X-ray absorption, it can be coated with a material of high atomic number, such as osmium tetroxide [Mondy et al., 2009b]. Microfil ® (Flow Tech Inc., US) is another frequently used silicone rubber; a polymer that is fluid during perfusion and hardens within 30 minutes [Garcia-Sanz et al., 1998], [Zhu et al., 2004], [Vasquez et al., 2011], [Downey et al., 2012], [Xie et al., 2012], [Xu et al., 2013], [Razavi et al., 2012]. It has often been used for corrosion casting [Atwood et al., 2010], [van der Merwe & Kidson, 2010]. However, Microfil perfusion complicates histological sectioning and a problem often encountered with this agent is that it does not always perfuse all of the microvasculature as reported by Downey et al. [2012]. Ghanavati et al. [2013] on the other hand reported a very uniform filling of the cerebrovasculature using Microfil. Apart from Microfil, other casting agents can be used, such as the polyurethane-based resin PU4ii (vasQtec, Zurich, Switzerland), for which good perfusion of the cerebral and the murine hind limb microvasculature was reported [Schneider et al., 2009],
It is also possible to perfuse the vasculature with nanoparticles, which are small particles of a high atomic number material with dimensions of about 100 nm. This can be, for example, a suspension of gold nanoparticles [Clark et al., 2013, Moding et al., 2013], liposomal iodine nanoparticles [Ghaghada et al., 2011] or bismuth sulphide (Bi₂S₃) nanoparticles. Nanoparticles can also be used for in vivo µCT imaging [Nebuloni et al., 2014]. The size of the nanoparticles used can be varied depending on the vasculature investigated. For example, as tumour vasculature is leaky, larger particles may be beneficial or in contrast, smaller particles can be used in order to determine tumour permeability [Clark et al., 2013].

Due to the difficulty of visualising capillaries using staining methods perfusion methods should be the method of choice for absorption-based µCT of the microvasculature in skeletal muscle. However, as results from perfusion with polymers are largely variable in terms of filling quality and depend strongly on user proficiency, nanoparticles can be a viable alternative as blood vessel perfusion is ensured due to the delivery of the nanoparticles by the blood itself from the location of injection [Ashton et al., 2015].

### 3.3.1 Applications of µCT

µCT has been used extensively for imaging of soft tissues and the microvasculature; some examples include the imaging of corrosion casts of the ocular and renal microvasculature [Atwood et al., 2010], [van der Merwe & Kidson, 2010], [Xu et al., 2013], phenotyping of cardiovascular development in mouse embryos [Degenhardt et al., 2010], functional imaging in rat hearts [Umetani & Fukushima, 2013], studying cavernous haemangioma of the liver [Duan et al., 2013], studying neovascularisation in tissue engineered bone constructs [Bolland et al., 2008] and computer-aided design of microvasculature [Mondy et al., 2009a], [Mondy et al., 2009b]. Heinzer et al. [2006] used a combination of both µCT and SR CT to perform a multiscale analysis of vascular networks, similarly, Schneider et al. [2009] studied the murine hind limb using corrosion casts with both µCT and SR CT. Razavi et al. [2012] imaged the pulmonary and cardiac circulation using µCT.

### 3.3.2 µCT imaging modes

The most common µCT scanning mode is by far attenuation-based scanning, which has so far been presented. For attenuation-based µCT the X-ray beam is not required to meet any requirements. Phase contrast-based imaging however can only take place using X-rays with high coherence. This will be discussed in more detail in the next section. Another modification of µCT is the usage of dual energy µCT as used by
Badea et al. [2008], Clark et al. [2013] and Moding et al. [2013]. For this modality two X-ray sources are applied with different energies. The two sources are arranged such that the centreline beams are perpendicular to each other. Dual energy μCT results in better contrast between materials [Badea et al., 2008]. The technique can also be implemented using two scans with the same X-ray source at different energy settings.

### 3.3.3 Phase contrast-based micro-computed tomography

Phase contrast-based micro-computed tomography is dependent on the lateral spatial coherence of the beam. This coherence may be estimated as [Mayo et al., 2012]:

\[ l_c = \frac{\lambda R_1}{2\pi\sigma} \]  
(3.8)

with \(\sigma\) denoting the X-ray source size, \(R_1\) the source-to-sample distance and \(\lambda\) the wavelength. High spatial coherence can be achieved either through long source-to-sample distances or very small source sizes, i.e., about 10\(\mu m\) or smaller [Mayo et al., 2012]. When passing through a sample, the X-rays are not only attenuated but also refracted, as they are electromagnetic waves. The refractive index \(n\) for such an interaction is defined as

\[ n = 1 - \delta + i\beta \]  
(3.9)

with \(\beta\) being related to \(\mu\) (the absorption coefficient from the Beer-Lambert law in equation (3.1)) via

\[ \mu = \frac{4\pi}{\lambda}\beta, \]

\(\lambda\) being the wavelength and \(i = \sqrt{-1}\) [Margaritondo, 2002]. \(\delta\) in the above equation relates to the phase shift \(\Phi\) that is introduced as the X-rays interact with the sample:

\[ \Phi(x, y, z = 0) = -\frac{2\pi}{\lambda} \int \delta(x, y, z) dz, \]  
(3.10)

where \(\lambda\) is the wavelength of the X-ray beam (for simplicity assumed to be constant in this description) and \(\delta = \frac{r_e \lambda^2 \rho_e}{2\pi}\), with \(r_e = 2.8\ \text{fm}\) the classical electron radius and \(\rho_e\) the electron density of the material [Cloetens et al., 1999]. Note that for a homogeneous sample (\(\delta = \text{const.}\)) it holds that \(\Phi(x, y, z = 0) = -\frac{2\pi}{\lambda} \delta T(x, y)\) for an object of projected thickness \(T(x, y)\) in the contact plane \((z = 0, \text{when the X-rays have just passed through the sample})\).

\(\delta\) can be two to three orders of magnitude larger than \(\beta\), thereby making phase-contrast imaging an important alternative to classical absorption-based imaging, especially if absorption contrast between different components of a sample is low, as is usually the case for soft-tissue samples, see comparisons of \(\delta\) and \(\beta\) for iodine, calcium and water in figure 3.9. A number of different techniques have been
Figure 3.9: $\delta$ (solid line) and $\beta$ (dashed line) of the refractive index for iodine (blue), calcium (black) and water (red). $\delta$ and $\beta$ curves are given in 3.9(a) and their ratio in 3.9(b). They depend on the material density and its interaction with X-rays. Values obtained from hen [2016], Henke et al. [1993].
developed to make use of the phase shift for CT imaging; these include simple propagation-based methods, interferometric methods, diffraction enhanced imaging methods and crystal analyser methods. They all vary in the complexity of the experimental setup and the physical signal that is recorded [Pfeiffer et al., 2006].

3.3.3.1 Free space propagation

The simplest phase contrast CT technique in terms of implementation is free space propagation, where the X-rays are allowed to propagate towards the detector without alteration. This makes use of the Fresnel edge diffraction of different rays of the beam when it is hitting edges between different materials. The rays that are diffracted can interfere in a destructive or constructive manner, resulting in dark and bright fringes around the edges of the detected object, see figure 3.10. The manner in which they interfere depends on the X-rays’ differences in path length [Margaritondo, 2002]. One requirement for the detection of the fringes is sufficient resolution of the detector. This parameter, however, can be varied through an increase of the sample-to-detector distance [Margaritondo, 2002]. Free space propagation is both used for edge-enhancement, i.e., for increasing the visibility of edges through interference fringes, and phase retrieval or holotomography [Cloetens et al., 1999], where the sample is imaged for a number of different sample-to-detector distances and phase images are then reconstructed based on the radiographs of all images. Propagation-based phase contrast is especially useful for high-resolution imaging, as most other phase-contrast techniques do not reach a spatial resolution below a few micrometers [Pfeiffer et al., 2006].

![Figure 3.10: Principles of Fresnel fringes through X-ray interference. Taken from [Lundstrom et al., 2012]. The X-rays hitting the interfaces between different materials within the sample are refracted and if being allowed to propagate for a longer distance behind the sample they will interfere. This results in dark and light fringes around the material interfaces.](image)

Like most other phase contrasting techniques free phase propagation is mainly used at synchrotron sources, because most lab-based X-ray CT sources cannot provide sufficient beam coherence. Coherence of the X-ray beam is important for the interference and hence for the phase information to be extracted correctly [Als-Nielsen
& McMorrow, 2011]. Another advantage of synchrotron radiation includes the fact that the X-ray beam can be filtered to be (quasi-)monochromatic whilst still being delivered at high flux, both of which are not essential for propagation-based phase contrast [Wilkins et al., 1996], but avoid beam hardening effects and reduce scanning time significantly, respectively.

Propagation-based phase contrast SR CT has successfully been used to image sub-micrometer particles in unstained lung tissue with a voxel size of 370nm side length [Schittny et al., 2011]. However, the technique has been used relatively little to image the vasculature. Lang et al. [2012] have been able to identify tumour vasculature and only recently it was reported that phase contrast imaging in conjunction with phase retrieval at synchrotron facilities enabled simultaneous visualisation of blood vessels and nerve fibres in the spinal cord without the need for contrast agents [Fratini et al., 2015]. Using state-of-the-art lab-based µCT systems Walton et al. [2015] demonstrated that phase contrast can also be exploited to some extent using commercial µCT scanners. Namely, Walton et al. [2015] visualised sub-micrometer structures within skin and rat artery walls using µCT and they reported that subsequent histological and immunohistochemical staining was compatible with prior X-ray exposure.

3.3.3.2 Grating interferometry

Phase contrast imaging using a grating interferometer was first introduced in 2005 by Weitkamp et al. Two gratings, a phase grating $G_1$ and an absorption grating $G_2$, are placed in between sample and detector, as can be seen in figure 3.11 from Weitkamp et al. [2005]. The phase grating divides the incoming beamfront into the first two diffractions orders and the angle between these two diffracted beams is very small. The waves interfere with the interference pattern depending only on the period of $G_1$ and the phase shift introduced by the grating. Additionally, the sample placed in front of the grating displaces the interference pattern and by detecting the displacement of the fringes, the shape of the wavefront, and hence the shape of the sample can be detected. To this end, the second grating is placed directly in front of the detector and transforms the fringe location into a signal intensity variation. Moreover, in order to cancel out this information from any noise, the absorption grating will be displaced in transverse direction ($x_g$ in figure 3.11) over one period of the grating. By this, the phase profile of the sample can be retrieved (see Weitkamp et al. [2005] for more detail).

The distance between $G_1$ and $G_2$ is given by the $m$th Talbot distance

$$d_m = \left( m - \frac{1}{2} \right) \frac{g_1^2}{4 \lambda},$$

with $g_1$ being the pitch of the phase grating and $\lambda$ the beam wavelength [Weitkamp et al., 2005].
Figure 3.11: **Principle of grating interferometry.** By use of two gratings, $G_1$ and $G_2$, which are placed between sample and detector, the first two diffraction orders of the refracted X-rays are extracted ($G_1$) and interference patterns are transformed into intensity variations ($G_2$). Taken from [Weitkamp et al., 2005].

The technique requires monochromaticity and spatial coherence of the beam. It is very sensitive to small phase gradients, which is especially useful for soft tissue imaging [Pfeiffer et al., 2006, McDonald et al., 2009]. However, the resolution of the technique is limited by the grating size, and lies currently at 3.7 µm [Weitkamp et al., 2005, Pfeiffer et al., 2006, McDonald et al., 2009].

The current technology allows a full volume of 1024 x 1024 pixels with 1000 projections and 9 phase steps, i.e., 9000 projections in total and a pixel size of 7.4 µm to be obtained within 20 minutes [Pfeiffer et al., 2006], which is about 3-4 times longer than a scan using propagation based phase contrast at even higher resolution. Grating interferometry at synchrotron sources has successfully been used to image rat testicles [Zanette et al., 2013] metastatic lymph nodes [Jensen et al., 2013], microcalcifications in X-ray mammography [Wang et al., 2014], as well as rat brain tissue [McDonald et al., 2009, Pinzer et al., 2012]. The technique is implemented at the European Synchrotron Radiation Facility (ESRF), as well as at the Swiss Light Source (SLS). Grating interferometry can also be used with conventional X-ray tubes by placing a third transmission grating $G_0$ between source and sample, which creates a sufficiently coherent line source [Pfeiffer et al., 2006]. Lang et al. [2014] performed an experimental comparison between grating interferometry and propagation-based phase contrast at the ESRF, in Grenoble, France. They found that the propagation-based method yielded higher spatial resolution, but lower contrast-to-noise ratio than the grating-based method. Furthermore, Lang et al. [2014] found grating interferometry to be more exact for the measurement of material densities and more robust against low-frequency artefacts. Overall, the authors concluded that both methods could be seen as complementary and should be chosen based on the application.
Diffraction enhanced imaging (DEI) using an X-ray source was developed in the mid-1990s by Chapman et al. [1997]. In this experimental setup, a additional crystal, similar to the monochromator that is used to select the energy band from the synchrotron, is used to diffract the X-rays that have been transmitted through the object. See figure 3.12 from [Connor & Zhong, 2014] for a schematic of this setup. This crystal is called an analyser crystal, or also Bragg-diffraction crystal.

The crystal converts the diffraction into intensity changes in the detected image and additionally removes scattered photons [Connor & Zhong, 2014]. The resulting images can be reconstructed using standard filtered backprojection. The technique has been used for various applications, such as mammography, joint and lung imaging and analysis of the bone microarchitecture. Compared to grating interferometry, DEI has a higher signal-to-noise ratio when higher energies are used [Connor & Zhong, 2014]. The resolution of DEI is currently in the range of about 30µm [Hu et al., 2014]. A disadvantage of the technique is the requirement of a monochromatic beam, which makes it difficult to implement as a lab-based system [Connor & Zhong, 2014].

However, Nesch et al. [2009] have made use of a two-crystal monochromator placed behind a tube X-ray source and have thereby been able to create a stable 22 keV beam for DEI imaging. The spatial resolution of the lab-based system however is limited to 160 ± 7µm horizontally and 153 ± 7µm vertically [Nesch et al., 2009]. An ideal contrast agent for DEI was found to be air, although all standard contrast agents can also be used [Connor & Zhong, 2014].

One important application of the technique in terms of imaging the microvasculature involved research by Hu et al. [2014] and Duan et al. [2013] to identify the microvascular architecture in stages of liver cirrhosis. Liver samples were fixed and then scanned using DEI at the Beijing Synchrotron Radiation Facility, China. It was
found that vascular density decreased whereas intercapillary distance increased in fibrotic rats as compared to cirrhotic rats. Immunohistochemical analysis was used for validation of the findings. However, as the imaging resolution was limited to 30µm, it is unlikely that the authors were able to detect capillaries and may have missed out on a large number of blood vessels.

Other phase contrast-based imaging methods that will not be mentioned in further detail are crystal interferometry, Zernike phase contrast and coherent diffraction imaging. All of the mentioned experiments have been carried out \textit{ex vivo}. Other experimental setups for grating-based interferometry and other phase contrast imaging techniques have been reviewed by Bravin \textit{et al.} [2013].

For \textit{ex vivo} imaging with the purpose of providing image data sets for mathematical modelling of oxygen supply to tissue on the whole organ scale, propagation-based phase contrast SR CT and µCT are the only phase contrast-based techniques operating under high enough spatial image resolution so that the finest capillaries can be resolved. Phase contrast-based SR CT has the advantage of fast scanning times due to the high photon flux, yet access to synchrotron facilities is limited. Lab-based µCT however requires significantly longer scanning times yet access is easily obtained.

### 3.3.4 Phase retrieval algorithms

With the phase contrast-based SR CT methods explained above, e.g., propagation-based phase contrast SR CT etc., one captures the information on both phase and attenuation of the given object in the projections (and thus the reconstruction). However, whilst the attenuation information is directly available in the way it is related to the image brightness via the Beer-Lambert law (equation (3.1)), the phase information can not be immediately read out. Thus, there are two possibilities to determine the phase information: Firstly, Bronnikov [1999] proposed an approach for a pure phase object with which δ can immediately be reconstructed; secondly, other algorithms take an intermediate step between acquisition of radiographs and reconstruction called phase retrieval. One of the phase retrieval methods implemented at synchrotron facilities is the algorithm proposed by Paganin \textit{et al.} [2002] for a homogeneous sample which determines the phase shift Φ\((x, y, z)\) for a δ assumed constant.

Both the Bronnikov and Paganin algorithm are based on the transport-of-intensity equation (TIE) [Paganin \textit{et al.}, 2002]:

\[
\nabla_\perp [I(x, y, z)\nabla_\perp \Phi(x, y, z)] = -k \frac{\partial I(x, y, z)}{\partial z} \tag{3.12}
\]
where $\perp$ represents the restriction of the operator to coordinates of the imaging plane and with $k = \frac{2\pi}{\lambda}$ the wavenumber and $\lambda$ the wavelength. The TIE can be derived from propagating a monochromatic paraxial electromagnetic wave $\psi$ in the Fresnel regime (small propagation distance $z$) [Paganin et al., 2002], where $\psi(x, y, z = 0)$ in the contact plane can be described by

$$
\psi(x, y, z = 0) = \sqrt{I(x, y, z = 0)} \exp(i\Phi(x, y, z = 0))
$$

with $I$ the wave amplitude, or intensity, for which the Beer-Lambert law (3.2) holds if the Laplacian of the wave in the imaging plane can be neglected, $\nabla^2_{\perp} \psi(x, y, z = 0) \approx 0$ and $\Phi$ is the phase of the wave described in equation (3.10).

In the following $R_2$ will denote the sample-to-detector distance.

#### 3.3.4.1 (Modified) Bronnikov algorithm

For his algorithm, Bronnikov [1999] assumed that the sample is not attenuating X-rays, i.e., $\mu \approx 0$. $\delta$ in this case is unknown and needs to be determined. Starting from the TIE in the form of a finite difference equation for the right hand side between the contact plane and the imaging plane at $z = R_2$, one obtains

$$
\nabla^2_{\perp} \Phi(x, y) = -\frac{2\pi}{\lambda R_2} \delta \theta(x, y)
$$

with $\theta$ the projection angle and $g_\theta(x, y) = \frac{I(x, y, z = R_2)}{I_m} - 1$ is called the data function. Application of a 3D radon transform in combination with a second derivative along the object coordinate system ($x', y', z'$) results in a relationship between 2D radon transform of $g$ and 3D radon transform of $\delta$ is established, for which the solution is given as the convolution

$$
\delta(x', y', z') = \frac{1}{4\pi^2 R_2} \int_0^{\pi} q * g_\theta d\theta,
$$

with a filter $q = \frac{|y|}{x^2 + y^2}$. The filter is in practice applied in the Fourier domain, as the convolution becomes a simple multiplication in this case.

In order to accommodate for samples that are only slightly attenuating, Groso et al. [2006] suggested a correction parameter $\alpha$ for the filter, which then takes the form (in the Fourier space)

$$
Q(\xi, \eta) = \frac{|\xi|}{\xi^2 + \eta^2 + \alpha}.
$$
3.3.4.2 Paganin algorithm

For the Paganin algorithm the following assumptions need to be made: the sample is homogeneous, \( \beta \) and \( \delta \) are known, the TIE holds and the Fresnel number is large \((N_F >> 1)\) [Paganin et al., 2002]. The Fresnel number is \( N_F = a^2 / \lambda R_2 \), with sample-to-detector distance \( R_2 \), \( \lambda \) the wavelength and \( a \) the smallest sample feature to be resolved [Als-Nielsen & McMorrow, 2011].

To obtain the phase \( \Phi \) of a sample in a projection image at position \((x, y)\) the projected thickness \( T(x, y) \) needs to be determined. Using the assumption of a homogeneous sample, the thickness is related to the intensity \( I(x, y, z) \) via the Beer-Lambert law (3.1) and to the phase via equation (3.10). If these are inserted into the TIE and the right hand side is approximated by a finite difference between contact plane \((z = 0)\) and imaging plane at \( z = R_2 \), one obtains

\[
\left( -\frac{R_2 \delta}{\mu} \sqrt{\gamma_2^2 + 1} \right) e^{-\mu T(x, y)} = \frac{I(x, y, z = R_2)}{I_{in}}.
\]

With representation as Fourier integrals this leads to

\[
\mathcal{F}\{\exp(-\mu T(x, y))\} = \mu \frac{\mathcal{F}\{I(x, y, z = R_2)\}/I_{in}}{R_2 \delta |\omega_\perp|^2 + \mu}.
\]

\( \omega_\perp \) denotes the Fourier frequencies related the coordinates of the imaging plane. With inverse Fourier transform and solving for \( T(x, y) \), this gives

\[
T(x, y) = -\frac{1}{\mu} \ln \left( F^{-1} \left[ \mu \frac{\mathcal{F}\{I(x, y, z = R_2)\}/I_{in}}{R_2 \delta |\omega_\perp|^2 + \mu} \right] \right). \tag{3.17}
\]

\( T \) relates to the phase shift \( \Phi \) via equation (3.10). The algorithm is implemented to employ fast Fourier transforms and to return phase retrieved radiographs that contain the information \( e^{-\mu T(x, y)} \) for all angles.

3.3.4.3 Reconstruction post Paganin phase retrieval

After the phase retrieval step the normal FBP (or gridrec) reconstruction algorithm is applied to the phase retrieved projections. The intensity in the projection images now depends on the projected thickness \( I(x, y) = \exp(-\mu T(x, y)) \). Following equation (3.10) this is the same as \( I(x, y) = \exp(\mu \frac{1}{2\delta^2} \Phi(x, y)) \) and thus the phase shift \( \Phi \) is being backprojected with a linear scale of \( \mu \frac{1}{2\delta^2} \). Consequently, the greyscales in the reconstructed volume are giving information about the phase shift in each point.
3.3.4.4 Other algorithms

A number of other phase retrieval algorithms exist, all of which are subject to different assumptions, as reviewed in Burvall et al. [2011]. As no other phase retrieval algorithm was implemented at the SLS and good quality of the results obtained with the Paganin algorithm (see next chapter), it was decided to not apply a different phase retrieval algorithm to our data and are thus referring the reader to Burvall et al. [2011] for further information.

3.3.5 μCT for in vivo imaging

The main advantages of μCT are its non-destructive nature and the relatively high spatial resolution that can be obtained in comparison to other three-dimensional imaging techniques [Kiessling et al., 2010], as shown in table 3.1 and figure 3.1. Typical maximal spatial resolutions of commercial μCT systems are just below 1 μm, whilst synchrotron-based CT setups normally operate down to the diffraction limit of visible light, which is around a few 100 nm. One general drawback of μCT is that at high spatial resolutions the exposure to significant levels of X-ray radiation is a crucial factor to consider. Hence, the maximal pixel size is typically limited to around 5 μm for in vivo applications, resulting in actual spatial resolutions in 3D of around 10 μm. Moreover, animal or sample movement during scanning detrimentally affects image quality of the reconstructed CT data, which becomes critical when high spatial resolutions are targeted. Commercial scanners exist for small animals such as mice, rats or rabbits, where the heart rate can be monitored for respiratory gating under anaesthetic, which is used in order to avoid or at least minimise movement artefacts. Badea et al. [2008] and more recently Clark & Badea [2014] have reviewed the suitability of μCT for in vivo imaging of small animals. A lethal dose for mice (50% of the population die within 30 days) is estimated to be 5-7.6 Gy [Taschereau et al., 2006]. For low-resolution μCT scans (e.g., 135 μm pixel size) this is a lesser problem as the reported dose at this level is around 0.25 Gy. In contrast, for high-resolution scans required to assess microvasculature (5 μm pixel size) the lethal dose can easily be reached [Ford et al., 2003]. However, rodents can repair damages induced by X-ray radiation of up to 0.3 Gy [Parkins et al., 1985]. This is a threshold six times higher than the accumulated 5 Gy after a 6 week in vivo imaging study for which no radiation damage of tissue was observed [Detombe et al., 2013]. Furthermore, modern detector technology provides more sensitive scintillators and thus higher photon flux that is recorded by the detector, which results in shorter scanning times. This way, it may be possible to reduce the X-ray radiation dose if the detector pixel size can be further reduced for high-resolution imaging [Osborne et al., 2012]. Also, further work on optimising tube current and voltage may help to decrease dose [Kalender, 2011].
conclusion, µCT has reached a point where it is commonly used for *in vivo* imaging of small rodents.
Chapter 4

Methodology for micro-computed tomography of the microvasculature in skeletal muscle

4.1 Animal model of developmental priming

The animal model used in this project is the high-fat model introduced in figure 2.10 in chapter 2. All animal procedures were in accordance with the regulations of the United Kingdom Animals (Scientific Procedures) Act 1986 and were conducted under Home Office Licence number 70-6457. The study received institutional approval from the University of Southampton Biomedical Research Facility Research Ethics Committee. Supervision of the animals and handling until killing was kindly undertaken by Dr. Christopher Torrens, associate professor in physiology at the University of Southampton.

Female C57/BL6 mice were maintained under controlled conditions and assigned to either a high-fat diet (HF; 45% kcal fat, 18% kcal protein, 35% kcal carbohydrate; TestDiet, St. Louis, Missouri, USA) or standard chow diet (C; 10% kcal fat, 18% kcal protein, 72% kcal carbohydrate; RM1, Special Diet Services, Witham, UK). Dams were fed six weeks prior to conception and during gestation and lactation. At weaning, the male offspring were assigned either a HF or C diet, generating four experimental groups: HFHF (n=5), HFC (n=5), CHF (n=5), CC (n=5), which represent prenatal (first letter code) and postnatal dietary exposure (second letter code), respectively [Stead et al., 2016]. At 15 weeks of age the mice were killed by cervical dislocation. The mean weight (g) for each group at the time of killing was determined in litter mates to be CC 31.7 ± 1.1; HFC 31.5 ± 2.1; CHF 40.9 ± 1.4; HFHF 40.2 ± 3.7, n=5 per group.
4.2 Sample preparation

Three different sample preparation techniques to induce soft tissue contrast for \(\mu\)CT imaging were employed and compared. In the first case blood vessels were perfused with a radio-opaque agent to obtain image contrast. In the second case soft tissue contrast was induced by staining of the tissue surrounding the blood vessels. The third method was leaving the samples unstained and using propagation-based phase contrast SR CT to obtain tissue contrast. In all cases the mice were sacrificed by cervical dislocation.

Table 4.1 contains a list of the samples that have been prepared, their preparation method, the respective imaging settings and information on whether or not they were segmented and analysed. The experiments were conducted in two rounds, in each of which 20 mice were killed. In the first round in November 2013 mice were prepared for imaging using perfusion and staining methods, with 10 muscles being prepared for each stain group. In the second round in April 2015 mice were prepared for phase contrast imaging, after a trial run of edge-enhancement imaging in June 2014.

4.2.1 Contrast by perfusion method

\(N=3\) CC and CHF and \(n=2\) HFC and HFHF mice were prepared using a perfusion technique. After killing of the offspring at 15 weeks of age, the abdominal aorta was cannulated and perfused with warmed, heparinised saline to flush out the blood. This was performed using a syringe pump at a perfusion rate of 0.25 ml/min. The syringe was then replaced with a syringe filled with Microfil® MV122 (Flow Tech Inc., US). The vasculature was perfused with Microfil at a rate of 0.25 ml/min. The perfusion was performed until the Microfil became visible in the leg vein. Figure 4.1 shows an image of Microfil-perfused leg arteries and veins taken under the light microscope.

The whole leg was then dissected and the Microfil allowed to cure overnight at 4°C. The next day, the soleus muscle was dissected and fixed in 10% formaldehyde at 4°C overnight. Subsequently, the muscle was dehydrated in a graded series of methylated spirit and embedded in a coffin mould in paraffin wax. For imaging the wax block was trimmed using an industrial razor blade and glued onto a SEM stub that can be clamped into any standard pin chuck. This is depicted in figure 4.2.

4.2.2 Contrast by staining method

For this method, \(n=10\) muscles were prepared. However, only one muscle of the control group CC was finally imaged and analysed as explained in the next chapter.
### Table 4.1: Summary of all samples prepared

Sample names are given, as well as contrasting methods, imaging systems used and whether or not the sample was analysed and used for mathematical modelling. The samples chosen for validation of the phase contrast imaging are also marked.

<table>
<thead>
<tr>
<th>Sample name</th>
<th>Contrasting method</th>
<th>Imaging system</th>
<th>Analysed</th>
<th>Validation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIIC8-L</td>
<td>Microfil</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>CIIC3-R</td>
<td>Microfil</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>CIIC3-L</td>
<td>Microfil</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>6CHF1-L</td>
<td>Microfil</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>9HFC2-R</td>
<td>Microfil</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>6CHF1-L</td>
<td>Microfil</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>5CHF1-L</td>
<td>Microfil</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>10HFC1-L</td>
<td>Microfil</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>8HFHF1-R</td>
<td>Microfil</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>10HFHF1-L</td>
<td>Microfil</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>10HFHF1-R</td>
<td>PTA</td>
<td>Zeiss Versa 510</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>10HFHF2-R</td>
<td>PTA</td>
<td>Zeiss Versa 510</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>10HFC1-R</td>
<td>PTA</td>
<td>Zeiss Versa 51</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>9HFC2-R</td>
<td>PTA</td>
<td>Zeiss Versa 510</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>8HFC1-L</td>
<td>PTA</td>
<td>Zeiss Versa 510</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>8HFC1-R</td>
<td>PTA</td>
<td>Zeiss Versa 510</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>8HFHF1-L</td>
<td>PTA</td>
<td>Zeiss Versa 510</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>CIIC8-R</td>
<td>PTA</td>
<td>Zeiss Versa 510</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>CC1</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CC2</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CC3</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CC4</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>CC5</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>CHF1</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CHF2</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>CHF3</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CHF4</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>CHF5</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>HFC1</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HFC2</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HFC3</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>x</td>
<td>✓</td>
</tr>
<tr>
<td>HFC4</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>HFC5</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>HHF1</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HHF2</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HHF3</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>x</td>
</tr>
<tr>
<td>HHF4</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>HHF5</td>
<td>Unperfused</td>
<td>TOMCAT, Swiss Light Source</td>
<td>x</td>
<td>✓</td>
</tr>
</tbody>
</table>
Figure 4.1: Microfil-perfused vessels. In order to enhance imaging contrast, the vascular network is perfused with the radio-opaque silicone rubber Microfil®MV122 (Flow Tech Inc., US), which has a yellow colour. When the perfusion is complete, both arteries and veins can be clearly seen in yellow.

After killing, the abdominal aorta was cannulated and perfused with warmed, heparinised saline to flush out the blood. This was performed using a syringe pump at a perfusion rate of 0.25 ml/min. For staining with phosphotungstic acid (PTA) the
muscle was then dissected and immersed in 1% PTA overnight. Subsequently, fixation, embedding and mounting were performed as explained above for the Microfil-perfused samples.

4.2.3 Propagation-based phase contrast

As a third technique muscles were prepared that have not had the blood flushed out and were left unstained and thus only fixed and embedded in wax blocks. The hypothesis was that phase contrast alone enables the visualisation of red blood cells. 5 offspring mice of each dietary group were selected. The soleus muscle of the right leg was dissected directly after killing, thus leaving the blood within the blood vessels, and fixed in 10% formaldehyde at 4°C overnight. Dehydration, embedding and mounting are performed as explained above for the Microfil-perfused samples.

4.3 Imaging of samples

4.3.1 Imaging of the Microfil-perfused samples

The scans of the Microfil-perfused samples were performed using the Zeiss/Xradia Versa 510 system at the µVIS X-ray Imaging Centre at the University of Southampton because of its small spot size and high resolution capability. On the Zeiss/Xradia Versa 510 tungsten is used as the target metal. Instead of moving the sample stage, source and detector can move towards and away from the sample. There is a choice of microscope lenses with individual scintillators linked to a high performance digital CCD camera (Andor iKon-L), with which CT image resolutions in the order of 700 nm can be achieved. For scanning the Microfil-perfused muscles it the 4X lense was used at 80kV and 7W and at a pixel size of 1.4 μm. Exposure time was between 2 and 3.5 seconds, depending on transmission values, a minimum of 2001 projections was taken and a detector bin 2 was used. Reconstruction of the datasets was performed with the in-built reconstruction software. A slice of the reconstructed data can be seen in figure 4.3. The resolution was sufficient to detect capillaries. However, the perfusion of the vascular network appears insufficient as the distribution of the microvasculature would be expected to be much denser (see figure 2.6(b)). Furthermore, shrinkage of the Microfil appears visible in a number of blood vessels. The muscle tissue is visible against the surrounding wax, but individual muscle fibres or other soft tissue structures can not be distinguished.
Figure 4.3: **Zeiss/Versa 510 scan of CC mouse soleus perfused with Microfil.** Imaging was performed on the 4X lense at 80kV/7W, at 1.4 µm pixel size, detector bin 2. Exposure time was between 2 and 3.5 seconds and a minimum of 2001 projections was used. Microfil appears bright in the reconstructed image. The muscle tissue (m) is visible against the surrounding wax (w). The Microfil appears to have shrunk in a number of blood vessels (*).
4.3.2 Imaging of the PTA-stained sample

PTA-stained samples were scanned on the Zeiss/Xradia Versa 510 using the 20X lense at 100kV and 9 W, detector binning 2 and with an exposure time of 3 seconds. 2001 projections were obtained. The difference in scanning settings compared to the Microfil samples is due to the high Z number of PTA, i.e., higher flux was necessary to reach a sufficient photon count on the detector. Figure 4.4 shows a slice of this scan. All muscle fibres are stained as well as the vessel wall. However, the voxel resolution (0.8 \( \mu \text{m} \)) appears not to be high enough to immediately differentiate between the different features and enable segmentation of the capillaries.

![Image of PTA-stained sample](image)

Figure 4.4: **Zeiss/Versa 510 scan of CC mouse soleus stained with PTA.** Imaging was performed on the 20X lense at 100kV/9W, at 0.8 \( \mu \text{m} \) pixel size, detector bin 2. Exposure time was 3 seconds and 2001 projections were obtained. All muscle fibres (m) and vessel walls (*) have been stained with PTA. The contrast to the surrounding wax (w) is high, however, small blood vessels can not be immediately differentiated.

4.3.3 Phase contrast-based imaging at the Swiss Light Source

The imaging of the unstained samples was carried out at the Swiss Light Source, located at the Paul Scherrer Institut in Villigen, Switzerland. The experiments were conducted at the beamline for TOmographic Microscopy and Coherent rAdiology experimen'Ts (TOMCAT).
At TOMCAT it is possible to image using an energy between 8-45 keV and a voxel size from 0.16 up to 14.8 µm. Propagation-based phase contrast was used to visualise the red blood cells within the microvasculature and thereby gain information on the microvascular structure within the context of the animal model of developmental priming. To this end, two sets of scans were performed at TOMCAT; firstly, one control muscle was imaged at different sample-to-detector distances to be able to decide which propagation distance yielded the best image contrast and detectability of red blood cells. Secondly, scans at the chosen propagation distance of 60 mm were taken of all (n=20) muscle samples, which consisted of individual batch scans of 5-7 scans per muscle.

All scans at the SLS were performed at 14 keV, an exposure time of 180 ms and 1501 projections over an angle range of 0 – 180 deg. For each scan 32 dark field and 160 flat field images were initially taken to correct perturbations of the X-ray beam. In the cases where the muscle was too wide for the field of view a wide-field scan was performed with 3001 projections overall. The voxel size was 0.77 µm. The Fresnel number for each trialled propagation distance is given in table 4.2. It was computed as

\[ N_F = \frac{a^2}{R_2 \lambda}, \]

with \( a = 0.77 \mu m \) the image voxel size, \( R_2 \) the sample-to-detector distance and \( \lambda \) the wavelength of the X-rays. At the finally chosen propagation distance of 60 mm it follows that \( N_F = 1.12 \).

### 4.3.3.1 Choice of propagation distance

An unperfused control muscle (group CC) was scanned at four different sample-to-detector distances, i.e., 30mm, 40mm, 50mm and 60mm, to study which distance provided the highest image contrast and best enabled the visualisation of red blood cells for further segmentation.

To the eye the difference in the phase contrast seems low for the different distances, see figure 4.5.

To assess the qualitative differences of the tomographies regarding image contrast, noise and feature identification the greyscale values of all image stacks were calibrated prior to analysis. This was done by determining the average greyscale value of the muscle tissue \( S_2 \) and the wax \( S_1 \) for two scans \( \bar{S} \) and \( \tilde{S} \) that were to be calibrated against each other. A system of linear equations was set up to convert \( \tilde{S}_{1,2} \) into \( S_{1,2} \).
Figure 4.5: Slices for each distance at the propagation distance trial at the TOMCAT beamline. Four sample-to-detector distances were tested for their resulting image contrast and red blood cell visualisation. The marked quadratic region in 4.5(d) show the region in which $S_2$ for the contrast-to-noise ratio (Equation (4.4)) was determined. The line profile used for comparison of edge-enhancement in Figure 4.6 is also marked. $S_1$ and $\sigma_1$ for CNR and signal-to-noise ratio (Equation (4.3)) were determined in the wax in the a quadratic region of the same size as for $S_2$ (in the blackened region).

respectively. This took the form

$$S_1 = m \ast \tilde{S}_1 + n$$  \hspace{0.5cm} (4.1)  

$$S_2 = m \ast \tilde{S}_2 + n$$  \hspace{0.5cm} (4.2)

and was solved for $m$ and $n$. The greyscales $\tilde{S}$ in the image to be calibrated were then updated to the calibrated values $\tilde{S}_{\text{new}} = m \ast \tilde{S} + n$. This was performed in ImageJ Fiji [Schindelin et al., 2012].

After calibration the signal-to-noise ratio (SNR) and the contrast to noise ratio (CNR)
were computed for each propagation distance. The SNR is defined as

$$SNR = \frac{S_2}{\sigma_1},$$  \hspace{1cm} (4.3)

where $S_2$ is the mean grey value of the material in question (muscle tissue, see subfigure 4.5 and $\sigma_1$ is the standard variation of the background, in this case wax, signal (noise).

The CNR of these scans was computed according to

$$CNR = \frac{S_2 - S_1}{\sigma_1},$$  \hspace{1cm} (4.4)

where $S_1$ is the mean grey values of a second material which is compared to the first. Wax was chosen here to determine the soft tissue contrast against the background material. Generally, the higher the values of SNR and CNR, the better is the contrast between muscle and wax tissue and the lower is the noise in relation to the image signal. However, with increasing propagation distance a decrease in image noise is likely as the finite spot size (and thus finite coherence length) can be associated with increasing blurring of features for increasing propagation distances. This can be derived from the van Cittert-Zernike theorem [Wolf, 2007].

<table>
<thead>
<tr>
<th>Detector distance [mm]</th>
<th>Fresnel number $N_F$</th>
<th>Wax $S_1$ [a.u.]</th>
<th>Tissue $S_2$ [a.u.]</th>
<th>Noise $\sigma_1$ [%]</th>
<th>SNR</th>
<th>CNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>2.23</td>
<td>35091</td>
<td>37480</td>
<td>3.68</td>
<td>15.53</td>
<td>0.99</td>
</tr>
<tr>
<td>40</td>
<td>1.67</td>
<td>37007</td>
<td>38936</td>
<td>2.73</td>
<td>21.74</td>
<td>1.08</td>
</tr>
<tr>
<td>50</td>
<td>1.34</td>
<td>39576</td>
<td>41263</td>
<td>2.98</td>
<td>21.12</td>
<td>0.86</td>
</tr>
<tr>
<td>60</td>
<td>1.12</td>
<td>33982</td>
<td>35482</td>
<td>1.98</td>
<td>27.39</td>
<td>1.16</td>
</tr>
</tbody>
</table>

Table 4.2: Fresnel number, wax and tissue signals, noise and SNR and CNR for the SLS distance trial. Computed according to equations (4.3) and (4.4). The noise is given as percentage of number of greyscale values in the 16-bit range (65536). For all distances, as The highest values for SNR and CNR are apparent at a sample-to-detector distance of 60 mm.

The results are given in table 4.2. Clearly, the scan at 60mm detector distance has the highest SNR and CNR of the propagation distances investigated. The intensity profiles along edges for the different distances were also compared, as shown in figure 4.6. Note that in the figure, the greyscale values were adjusted for the differing mean value between different sample-to-detector distances. There was a large increase in fringe intensity between 40 and 50 mm distance, however, higher sample-to-detector distances show less differences. Due to the high SNR and CNR and the large fringe intensity, the sample-to-detector distance of 60 mm was chosen. See Figure 4.7 for a whole slice of the tomographic reconstruction of a scan at this distance. It needs to be noted, however, that the large increase in SNR and CNR for 60 mm will partly stem
from the fact that blurring of the features (thus leading to a decrease in noise) occurs due to the finite spot size. Furthermore, at 60 mm sample-to-detector distance, the condition for near-field imaging, i.e., $N_F >> 1$ has almost diminished. Technically, this is of consequence for the validity of the chosen phase retrieval algorithm (in this case Paganin), as the assumptions by which the algorithm was derived no longer hold. This was ignored as phase retrieval was used only to enhance image contrast of different soft tissue features.

### 4.3.3.2 Phase retrieval

With propagation-based phase contrast SR CT it is possible to either reconstruct the three-dimensional tomography directly from the projections or to phase retrieve the projections prior to reconstruction. The phase of the projections obtained at TOMCAT was retrieved using an in-house implementation of the Paganin single-distance non-iterative phase retrieval algorithm [Paganin et al., 2002]. $\beta = 3.49 \cdot 10^{-8}$ and $\delta = 1.66 \cdot 10^{-6}$ were chosen as parameters for phase retrieval (as in the definition of the refractive index (3.9)). These were experimentally determined by researchers at the SLS to be the values working best for biological (soft tissue) specimen. A number of different parameters were tested, but the above values proved optimal. Interestingly, these values are incident with those for Calcium at an energy of 14keV, whilst values for e.g. glucose and paraffin wax have a $\beta/\delta$ ratio different by two orders of magnitude at the same energy due to lower $\beta$ values [hen, 2016, Henke et al., 1993].
Figure 4.7: **Slice of the sample at 60mm sample-to-detector distance.** The edge-enhancement enables the visualisation of the RBCs (white dots) within the capillaries visible (*), as well as muscle spindles (s), nerves (n), the individual muscle fibres (m) and fascia (f).
Subsequently, the 3D dataset were reconstructed using an in-house implementation [Marone & Stampanoni, 2012] of the gridrec algorithm [Dowd et al., 1999] at TOMCAT. At the same time the gridrec algorithm was used by itself to derive edge enhanced reconstructions. Figure 4.8 shows resulting slices using both methods. In the directly reconstructed image the red blood cells appear clearer due to the high contrast with the surrounding muscle fibres, whilst muscle spindles (<) and vessel walls (*) of larger blood vessels are clearer in the image that was Paganin phase-retrieved prior to reconstruction as no fringes impair the visualisation.

Figure 4.8: Comparison of edge enhancement and phase retrieval for red blood cell imaging using phase contrast-based synchrotron radiation computed tomography. a) shows a slice of the direct reconstruction, while b) shows a slice of the Paganin phase-retrieved and then reconstructed data. The white dots in-between muscle fibres are red blood cells. Empty capillaries (black circular spaces in-between muscle fibres) and larger blood vessels (*) can also clearly be distinguished, as well as intramuscular structures such as muscle spindles (<). Scale bars are 50 µm.

4.3.3.3 Limitation by scintillator setup

Whilst imaging at TOMCAT one major technical limitation occurred: the scintillator installed in front of the CCD camera appeared to be slightly distorted, thus leading to a skew in the focus settings over its length. This is shown in figure 4.9. In particular towards the lower end of each image stack the data would appear slightly out of focus and greyscales would change slightly (figure 4.10). Therefore, larger overlapping regions were created between every two datasets to have a larger amount of sharp data when stitching the overall muscle dataset together. As segmentation would eventually be performed manually, this was thought to reduce the error in resulting
Figure 4.9: **Skew of the scintillator focus.** The scintillator installed in front of the CCD camera at the SLS was skewed vertically, thus resulting in a skew of the focus settings along its height. This resulted in a loss of sharpness over the length of an image stack.

RBC numbers as much as possible. Swapping the scintillator for a non-distorted one was not possible as no replacements were available.

### 4.4 Image segmentation

In the following the process of stitching together the datasets of each muscle and the segmentation of blood vessel and red blood cells is explained.

#### 4.4.1 Data stitching

As the muscles were considerably (~ 8 mm) longer than wide (~ 2 mm) and the field of view in imaging both on the Versa 510 and at TOMCAT covered only 2x2 mm², it was necessary to take a number of scans along the length of the muscle in order to be able to image the whole muscle. Depending on the straightness of the muscle and its total length, this resulted in 5-7 scans per muscle (including overlapping regions). After reconstruction, the images of the scans of each muscle were calibrated, so that the greyscales of RBCs/Microfil and muscle fibres for all datasets matched. The calibration was conducted as described in section 4.3.3.1, with $S_2$ being the average RBC/Microfil greyscale value. The data obtained after reconstruction was given as 16-bit unsigned
Figure 4.10: **Difference in sharpness at beginning and end of image stacks.**
4.10(a) is taken at the end of one dataset and 4.10(b) is from the overlapping region at the beginning of the following image stack. The skew of the scintillator clearly resulted in a significant loss of sharpness which was circumvented by increasing the overlapping region and setting the focus in the middle region of the scintillator. The scale bars represent 50 µm.

data and converted to 8-bit datasets after calibration and prior to concatenation, to be able to process all datasets. Concatenation of scans obtained at TOMCAT required up to 250 GB memory, thus almost exhausting the maximum memory of computing machines available in the µVIS X-ray Imaging Centre. The process of concatenation of the 8-bit datasets required up to 6 hours for a whole muscle and result in datasets of up to 90 GB size. Due to this effort and them showing better soft tissue contrast, only the phase-retrieved tomographies obtained at TOMCAT were concatenated.

### 4.4.2 Microfil samples

For the n=10 Microfil perfused sample the segmentation of the blood vessels was performed by applying a region growing tool, such as the “magic wand” tool in Avizo®Fire 7.0 (Visualization Sciences Group, US). This tool selects all voxels connected to a user-defined seed point within a certain grey level range. A faster, but less exact tool would be simple absolute thresholding by greyscale. By applying the region growing tool a binary image stack containing the blood vessel voxels against a black background was obtained. An example can be seen in figure 4.11.

The muscle tissue was segmented manually using the “edge tracing” tool in Avizo to segment the muscle in every 50th slice and then interpolate over all remaining slices. The interpolation is linear and thus not “intelligent” and cannot account for sudden
Figure 4.11: **Slice of binary image stack.** The binary image stack was obtained after region growing segmentation of a Microfil-perfused muscle. The image stack is used for feature quantification.
changes in the segmentation. Thus, such occurrences were corrected for manually afterwards. The muscle tissue volume was exported as a binary image stack.

The binary datasets were then used for quantification of the microvascular as will be explained in section 4.5 and for computational modelling (see section 7.3.1).

### 4.4.3 PTA samples

For the PTA-stained control sample it was not possible to segment the vessel structure in such a straightforward fashion. The vessel lumen was dark against the bright muscle tissue, but other dark features were also visible in the image, e.g., spaces between muscle fibres. Thus, any identification of these features as capillaries was difficult and could not be automated. Therefore, the segmentation of the blood vessel lumen had to be undertaken manually. To this end Avizo Fire 7.0 was used. The “brush tool” enables segmentation of the feature of interest in a specific slice of the µCT stack and the interpolation tool was used to expand the segmentation into the intermediate slices. The muscle tissue was again segmented by combination of edge tracing and interpolation, as explained above. The segmented blood vessel network and muscle tissue were saved as respective binary datasets for the subsequent image analysis.

### 4.4.4 Unperfused samples

Due to the computational load of processing the segmented dataset for computational modelling (see chapter 7) and time requirements, the segmentation of each muscle was limited to a (1.5mm)³ cube from the medial muscle region. As the oxygen supply to the tissue is from the capillaries mainly only the red blood cells in the capillaries were segmented and not those in larger blood vessels.

Whilst the phase retrieved image showed good contrast between different soft tissues (figure 4.8), it was difficult to segment the red blood cells from the image using an automated method as greyscales of RBCs and surrounding muscle fibres were often not significantly different enough. To enhance the contrast between RBCs and muscle fibres a “bandpass filter” was applied in ImageJ [Schindelin et al., 2012] with an upper and lower threshold of 3 px and 1 px, respectively. This resulted in highlighting all spatially fast-changing features, such as the RBCs and muscle fibre edges. However, imaging artefacts, in particular ring artefacts (resulting from bad detector pixels, see section 3.2.4) were also enhanced. To facilitate segmentation and reduce the ring artefact enhancement a 2x2x2 binning filter in ImageJ [Schindelin et al., 2012] was subsequently applied. This binning filter averages the greyscales of every 2x2x2 voxel block into one new voxel, thus halving the image resolution to 1.54 µm, which is the upper limit for capillary detection as introduced in section 3.1.1.

The resulting image was then thresholded by greyscale to segment bright features,
i.e., the RBCs and muscle fibre edges. This was performed in Avizo Fire 9.0 (FEI, Hillsboro, OR, USA). The chosen threshold was determined using a short parametric study of the influence of the threshold on the resulting number of detected red blood cells. The edges resulting from fringes were manually selected using the magic wand tool in Avizo (as explained in 4.4.2) to subtract them from the segmentation. The region growing over all slices allowed for fast selection of the edges.

Overall, this process of segmentation was very time intensive, requiring at least 2-3 days per muscle cube. Therefore, the analysis was limited to n=3 muscles for the dietary groups CHF, HFC and HFHF, instead of all n=5 dissected muscles (yet n=5 for CC).

The muscle tissue was segmented as explained above and binary images of muscle tissue and RBCs were saved for analysis. As phase contrast-based imaging with subsequent phase retrieval also enabled the visualisation of intramuscular soft tissues other than blood vessels, muscle spindles and adipose tissue in the obtained datasets of the whole muscle have also been segmented (without application of a bandpass filter). The segmentation was performed in Avizo Fire 9.0 in the same way the muscle tissue was segmented, i.e., edges of the objects were traced over in a number of slices and connected by linear interpolation between the slices. The results concerning muscle spindles and fat are presented separately in section 5.4.

4.5 Feature quantification

In section 2.4 the morphological parameters used for assessing the microvascular structure and its oxygen exchange capability have been introduced. There measures were computed for the blood vessel networks obtained from Microfil-perfused samples, the PTA-stained sample and for the unstained samples imaged using propagation-based phase contrast.

4.5.1 Identification of capillaries

For the identification of capillaries within the blood vessel network the software ImageJ [Schindelin et al., 2012] and its plugin BoneJ [Doube et al., 2010] were used. The diameters were determined using the BoneJ plugin thickness, which is based on a method developed by Hildebrand and Rügsegger [Hildebrand & Rüegsegger, 1997]. This method computes a local thickness measure of the structure being inspected. For each point within the structure, the diameter of the largest sphere containing this point is computed. This diameter is the local thickness of the respective point. The result is then saved as a three-dimensional local thickness map by changing the greyscale values of each of structure to its local thickness, see figure 4.12. Maximum thickness,
Figure 4.12: **Thickness map created by BoneJ plugin thickness 4.12(a) on a segmented blood vessel network.** The colours correspond to the different thicknesses, see the legend 4.12(b). The mapped dataset allows thresholding for capillaries by greyscale thresholding.

mean thickness and thickness distribution are calculated. The method was previously successfully applied to derive bone morphometric measures [Hildebrand & Rüegsegger, 1997].

By greyscale thresholding on the thickness map the capillaries of the network can then be distinguished and the structural analysis can be conducted for these. 10 μm, the largest diameter of a capillary, was chosen for thresholding, which corresponded in the image to a greyscale value of 10/1.4(resolution) ≈ 7 (pixels).

Avizo®Fire 7.0 can also be used to compute vessel diameter. The diameter distribution can be given applying the “Autoskeleton” module and subsequently applying the “Radius Histogram” module [Burrell et al., 2012]. However, as the
algorithm averages over a vessel of varying diameters and thereby skews the results, this module was not employed.

4.5.2 Volumes and volume fraction

Muscle volume and vessel volume are computed using the BoneJ plugin “Volume Fraction” Doube et al. [2010]. The plugin is applied to the binary images of the muscle and the vessel network respectively. The plugin counts the number of black and white voxels in a binary image. To determine the actual volume in mm$^3$ the counts are corrected for the voxel resolution. Division of both volumes gives the volume fraction of the microvasculature.

4.5.3 Tortuosity

In order to determine the network’s tortuosity the ImageJ plugin “Skeletonization” Schindelin et al. [2012] is used on the original binary image of the structure. This plugin determines the (geometric) centerlines of the vascular tree, i.e. each vessel segment is thinned to its centerline. Using the “Analyse Skeleton” plugin, total vessel segment length as well as the Euclidian distance for the end points of each segment are given. Following the equation given in section 2.4 the tortuosity can be determined. Tortuosity was not computed for the unperfused samples, as the visualisation of the red blood cells results in a disconnected network thus rendering the value of tortuosity meaningless.

4.5.4 Length density

The length density of the capillary network was computed by applying the volume fraction plugin to the skeletonized image, which essentially computes the total length of the vessel network. The value needs to be corrected for the voxel size of the dataset. Division by the previously computed muscle volume gives the length density.

4.5.5 Capillary density

The number of capillaries/red blood cells per slice was computed by counting the number of white voxels per slice in the skeletonised blood vessel image, using the volume fraction plugin. The count was divided by the muscle tissue area from the corresponding slice, which was obtained using the volume fraction plugin on the slice of the binary muscle volume dataset and correction for the voxel size. The counting
was performed for three slices in the medial region of the muscle and the final number was obtained by averaging over these.

4.5.6 Capillary-to-fibre ratio

After determining the capillary density, the corresponding three slices were selected in the original muscle dataset. The number of muscle fibres in the slices were counted manually. Division of the capillary/red blood cell number from above by the number of muscle fibres gave the capillary/red blood cell to fibre ratio and the average of the three slices was determined.

4.5.7 Fractal dimension

Fractal dimension was given by applying the BoneJ plugin “Fractal Dimension” Doube et al. [2010], which uses the box-counting algorithm to determine the dimension, as described in section 2.4.6. The plugin returns fractal dimension as well as the error of the fit.

4.5.8 Mean distance to next red blood cell (RBC spacing)

For the SR CT imaged sample the mean distance to the next red blood cell (in 3D) for each point in the muscle tissue was computed using the “3D distance map” plugin in ImageJ Schindelin et al. [2012]. The plugin was applied to the binary red blood cell image stack and multiplied with the binary muscle volume image stack to limit the distance map to the muscle tissue. The arithmetic mean of greyscales in the resulting dataset was taken as the mean RBC spacing.

4.6 Statistical analysis

The analysis of statistical significance was performed using IBM SPSS 21.0/22.0 (IBM Corp., NY, USA), which is a comprehensive data analysis package Kirkpatrick & Feeney [2013]. A group sample size $n = 3$ is normally necessary Berkman & Reise [2012], but with a sample size of $n = 2$ the analysis can still be performed, however, the results are less meaningful.

Data from offspring from the four dietary groups (CC, HFC, CHF and HFHF) were analysed with maternal diet and offspring diet as between-subject factors. Specific comparisons between HF-fed offspring groups and their respective controls were made using a generalised linear model with posthoc Bonferroni and Dunnett’s tests.
where appropriate, indicated as $p_B$ and $p_D$, respectively [Everitt, 2002]. Relationships between measures were assessed by linear regression. All data are expressed as mean ± standard deviation (SD). Results were considered statistically significant for $p < 0.05$.

### 4.7 Summary

In this chapter the animal model of developmental priming used in this PhD project was introduced and the three different techniques of inducing soft tissue contrast for visualisation of the microvasculature in high-resolution computed tomography imaging were presented. In particular, a perfusion technique (with the polymer Microfil) and a staining technique (with phosphotungstic acid) in combination with lab-based μCT imaging were utilised, as well as propagation-based phase contrast SR CT on unstained samples. The methodology of imaging, image segmentation and morphometric analysis for all three methods was presented.
Chapter 5

Results of micro-computed tomography of the microvasculature in skeletal muscle

The results of the structural analysis of the microvascular networks in the applied animal model of developmental priming are presented in this chapter. The reader be reminded that four dietary groups, i.e., CC, CHF, HFC and HFHF (C - chow diet, HF - high fat diet) were investigated using three methods to induce soft tissue contrast for \( \mu \)CT imaging: Microfil perfusion of the vasculature, staining of the muscle tissue with phosphotungstic acid (PTA) for soft tissue contrast and phase contrast-based SR CT imaging of red blood cells within the vasculature.

5.1 Microfil-perfused samples

Figure 5.1 shows the 3D renderings of all samples perfused with Microfil, as described in table 4.1 in the previous chapter. As described in section 4.5, five characteristic measures for all Microfil samples have been determined, these were capillary density, tortuosity, fractal dimension, volume fraction and length density. The mean values for each group for the capillary networks are shown in figure 5.2 and figure 5.3 shows the results for the capillary network versus the whole network.

As can be seen in figure 5.2, the difference in means for all measures is very low while the variance within groups is high. The only difference is in the fractal dimension were at least CC and CHF group can be clearly differentiated from each other and all other groups. The tortuosity was found to be lower when looking at the capillary network only instead of the whole blood vessel network for most samples. This suggests that the larger blood vessels are more tortuous in these networks. Sample 10HFHF2-L
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Figure 5.1: 3D renderings of blood vessel networks of all samples perfused with Microfil. The quality of the different networks is visible, i.e. ideally the blood vessels are continuous with as few breaks as possible. The capillary tree should be a dense network.
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Figure 5.2: **Morphological parameters of the capillary network of the Microfil-perfused muscles.** The means (± standard deviation) of the structural parameters capillary density, tortuosity, fractal dimension, length density and volume fraction have been determined for the four dietary groups. N=3 for CC and CHF and n=2 for HFC and HFHF.
Figure 5.3: Means of morphological parameters of the capillary network (red circle) compared to the whole microvascular network (black square) of the Microfil-perfused muscles. The means of the structural parameters capillary density, tortuosity, fractal dimension, length density and volume fraction have been determined for the four dietary groups. N=3 for CC and CHF and n=2 for HFC and HFHF.

shows poor perfusion in comparison with the other samples. This is likely to have resulted in skewed results for the morphometric analysis.

Overall, the difference between dietary groups for all measures was found to not be statistically significant.

Maternal diet was found to have an effect on whole network volume fraction \( (p < 0.05) \) and whole network fractal dimension \( (p < 0.05) \) across the four offspring groups. Volume fraction of capillaries \( (p = 0.064) \) and whole network tortuosity \( (p = 0.078) \) approached but did not reach the threshold for significance.
Figure 5.4: **3D rendering of segmented blood vessels in PTA sample.** Larger blood vessels were visible but only few blood vessels smaller than 10 µm in diameter could be segmented.

### 5.2 PTA-stained samples

Figure 4.4 shows a slice of a CC muscle stained with PTA. It was difficult to segment the smaller blood vessels in the PTA-stained samples, as the capillaries could not be distinguished from surrounding muscle tissue. However, the PTA stain helped in identifying other soft tissue structures, such as muscle spindles and it was possible to segment all larger vessels. Figure 5.4 shows a 3D rendering of the blood vessels segmented in the PTA-stained CC sample. As capillaries could not be differentiated further segmentation was discontinued.

The capillary density was determined to be $22 \pm 5 \text{ mm}^{-2}$. Capillary-to-fibre ratio was not determined, as not all muscle fibres could be distinguished. Whole network volume fraction was determined as 0.0042, length density as $23 \text{ mm}^{-2}$, fractal dimension as 1.59 and tortuosity as 1.18.
5.3 Phase contrast-based imaging

Figure 5.5 displays a segmented blood vessel network of an unstained CC muscle scanned using propagation-based phase contrast SR CT. The image is immediately visually much richer in blood vessels than those of the previous methods. In the depicted belly region of the muscle the larger blood vessels are entering the muscle and branching into smaller vessels. This indicates that with this method of inducing soft tissue contrast it is possible to visualise the smallest of blood vessels, in a way not possible beforehand.

As only red blood cells were segmented for the analysis (see section 4.4.4), the vessel diameter for unperfused samples was not computed. The results of all computed structural measures for the segmented unperfused samples are given in table 5.1. Due to the naturally variable perfusion of capillaries with red blood cells the standard deviation of the different structural parameters per muscle group is large. See figure 5.6 for the display of mean values per group with standard deviation. Mean distance of each point in the muscle tissue to the next capillary (RBC spacing) was dependent
on dietary group \((p < 0.05)\), in particular the means of CC and HFC group were significantly different \((p_D < 0.05)\). Length density missed the threshold of significance closely \((LD p = 0.087)\).

The observed power was 28% (effect size \(\eta=0.305\)) for capillary density, 11% for capillary-to-fibre ratio \((\eta=0.108)\), 51% for length density \((\eta=0.466)\), 48% for volume fraction \((\eta=0.446)\), 32% for fractal dimension \((\eta=0.343)\) and 64% for the mean distance measure \((\eta=0.534)\). This suggests that sample numbers should be increased to obtain better confidence in the results.

### 5.4 3D visualisation of other intramuscular structures using phase contrast-based SR CT

Intramuscular soft tissues other than blood vessels and red blood cells were visualised using propagation-based phase contrast SR CT with Paganin phase retrieval. Namely it was possible to visualise muscle spindles in 3D, as well as intramuscular adipose tissue and nerves for the first time. Muscle spindles and adipose tissue were analysed in the context of the animal model of developmental priming to assess the effect of maternal and offspring diet on the development of these soft tissues.

In chapter 2, section 2.3.1 the negative influence of maternal and offspring high-fat diet on skeletal muscle development was presented. For muscle spindles in particular it has been shown that diabetes (which can result from a high-fat diet) gives rise to changes in the innervation of muscle spindles [Muller et al., 2008]. As the development of skeletal muscle and of muscle spindles mainly occurs in utero and is completed by postnatal day 4 in mice [Milburn, 1973], it may be hypothesised that an adverse developmental environment could influence the number and/or distribution of muscle spindles. Furthermore, an increase in bodyweight and body fat percentage has been observed in the HF offspring and using phase contrast-based SR CT we can determine if this can be linked to an increase in adipose tissue in skeletal muscle.

#### 5.4.1 Muscle spindles

Figure 5.7 shows examples of muscle spindles observed in a reconstructed slice of the acquired SR CT data, together with corresponding slides from histology stained with PGP9.5 antibody (see Chapter 6). The different structures of nerves, spindles and intrafusal fibres can clearly be distinguished in the SR CT images.

Due to the non-invasive 3D nature of SR CT imaging it was possible to follow the intrafusal fibres along not only within the ECA, as shown in figure 5.8, but throughout the whole muscle until they merge into the muscle fascia (not shown). The dedicated
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Table 5.1: Detailed results of microvascular structural parameter analysis for unperfused samples. Structural parameters have been computed based on the visualization of red blood cells in the soleus muscle of mice of the animal model of developmental priming. Statistical significance ($p < 0.05$).

<table>
<thead>
<tr>
<th>Muscle ID</th>
<th>Capillary density</th>
<th>Capillary-to-fibre ratio</th>
<th>Length density</th>
<th>Volume fraction</th>
<th>Fractal dimension</th>
<th>Mean distance to next capillary*</th>
</tr>
</thead>
<tbody>
<tr>
<td>CC1</td>
<td>810</td>
<td>0.95</td>
<td>781</td>
<td>0.59</td>
<td>2.54</td>
<td>10.99 ± 3.50</td>
</tr>
<tr>
<td>CC2</td>
<td>1078</td>
<td>1.25</td>
<td>1083</td>
<td>0.78</td>
<td>2.59</td>
<td>9.50 ± 2.80</td>
</tr>
<tr>
<td>CC3</td>
<td>783</td>
<td>0.75</td>
<td>825</td>
<td>0.54</td>
<td>2.48</td>
<td>11.31 ± 3.33</td>
</tr>
<tr>
<td>CC4</td>
<td>817</td>
<td>0.94</td>
<td>920</td>
<td>0.77</td>
<td>2.55</td>
<td>10.24 ± 3.23</td>
</tr>
<tr>
<td>CC5</td>
<td>652</td>
<td>0.62</td>
<td>768</td>
<td>0.58</td>
<td>2.50</td>
<td>11.30 ± 3.60</td>
</tr>
<tr>
<td>CHF1</td>
<td>1414</td>
<td>1.32</td>
<td>1539</td>
<td>1.07</td>
<td>2.62</td>
<td>8.54 ± 3.10</td>
</tr>
<tr>
<td>CHF3</td>
<td>729</td>
<td>0.64</td>
<td>914</td>
<td>0.61</td>
<td>2.54</td>
<td>10.43 ± 3.18</td>
</tr>
<tr>
<td>CHF4</td>
<td>1077</td>
<td>1.05</td>
<td>1215</td>
<td>0.90</td>
<td>2.58</td>
<td>9.20 ± 2.85</td>
</tr>
<tr>
<td>HFC1</td>
<td>1362</td>
<td>1.24</td>
<td>1499</td>
<td>1.14</td>
<td>2.62</td>
<td>8.37 ± 2.31</td>
</tr>
<tr>
<td>HFC2</td>
<td>1091</td>
<td>0.85</td>
<td>1279</td>
<td>0.89</td>
<td>2.56</td>
<td>9.00 ± 2.43</td>
</tr>
<tr>
<td>HFC4</td>
<td>851</td>
<td>1.05</td>
<td>977</td>
<td>0.82</td>
<td>2.58</td>
<td>9.69 ± 3.95</td>
</tr>
<tr>
<td>HFHF2</td>
<td>800</td>
<td>0.79</td>
<td>895</td>
<td>0.64</td>
<td>2.54</td>
<td>10.29 ± 2.71</td>
</tr>
<tr>
<td>HFHF3</td>
<td>768</td>
<td>0.74</td>
<td>862</td>
<td>0.61</td>
<td>2.57</td>
<td>10.18 ± 3.97</td>
</tr>
<tr>
<td>HFHF4</td>
<td>995</td>
<td>1.05</td>
<td>1130</td>
<td>0.86</td>
<td>2.60</td>
<td>9.72 ± 6.63</td>
</tr>
</tbody>
</table>

*Statistical significance ($p < 0.05$).
Figure 5.6: Means of structural measures per dietary group based on table 5.1 for unperfused samples imaged using phase contrast-based SR CT. * statistical significance ($p < 0.05$).
Table 5.2: Quantitative morphometry of muscle and muscle spindles for the four dietary groups CC, CHF, HFC and HFHF. A significant difference compared to CC group (p<0.05), b significant difference compared to CHF group (pD<0.05), c significant difference compared to HFC group (pB<0.05), + (p<0.05), x significant difference between C and HF offspring (p<0.01).

Values are given as mean±standard deviation.

<table>
<thead>
<tr>
<th></th>
<th>CC (n=5)</th>
<th>CHF (n=4)</th>
<th>HFC (n=5)</th>
<th>HFHF (n=4)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Muscle volume [mm³]</td>
<td>5.21±0.40</td>
<td>5.91±0.72a</td>
<td>5.07±0.15b</td>
<td>6.38±0.37c+</td>
</tr>
<tr>
<td>Number of muscle spindles</td>
<td>11.40±0.80</td>
<td>11.50±1.50</td>
<td>12.20±2.48</td>
<td>12.50±1.12</td>
</tr>
<tr>
<td>Number of muscle fibres per cross-section</td>
<td>1012.90±45.34</td>
<td>1033.67±42.69</td>
<td>971.73±51.58</td>
<td>1008.08±48.62</td>
</tr>
<tr>
<td>Number of intrafusal fibres</td>
<td>3.70±0.09</td>
<td>3.85±0.11a</td>
<td>3.88±0.31</td>
<td>3.73±0.02</td>
</tr>
<tr>
<td>Intra-muscle variability of number of intrafusal fibres</td>
<td>0.68±0.15</td>
<td>0.63±0.17</td>
<td>0.73±0.17</td>
<td>0.73±0.02</td>
</tr>
<tr>
<td>Number of spindles per unit muscle volume [mm³]</td>
<td>2.20±0.22</td>
<td>1.88±0.23a</td>
<td>2.41±0.47b</td>
<td>1.97±0.25</td>
</tr>
<tr>
<td>Number of muscle fibres per muscle spindle</td>
<td>89.31±7.53</td>
<td>91.31±11.92</td>
<td>81.86±11.13</td>
<td>85.85±10.35</td>
</tr>
<tr>
<td>Number of muscle fibres per unit muscle volume [mm³] x</td>
<td>195.55±18.10</td>
<td>167.89±16.61a</td>
<td>191.74±4.90</td>
<td>158.98±15.54c+</td>
</tr>
</tbody>
</table>

arterioles that supply the muscle spindles and run along them could be observed in 3D; this morphology was as anticipated by Kokkorogiannis [2004]. However, not every muscle spindle was accompanied by such an arteriole.

Figure 5.9 shows all muscle spindles as well as the neurovascular bundle in a control muscle. In chow-fed control animals (CC) the mean volume of the soleus muscle was 5.21±0.40 mm³ (mean±SD). The number of muscle fibres per SR CT cross-section in the medial region of the muscle was 1013±45 (table 5.2).

A significant influence of offspring diet on muscle volume in adult offspring was observed (maternal diet p = 0.960 F=0.1; offspring diet p < 0.0001, F=28.7), with animals fed a post weaning fat-rich diet having a greater muscle volume compared with their dietary controls (pD < 0.05 CHF vs. CC and pD < 0.01 HFHF vs. HFC) (table 5.2). While there was no significant difference in numbers of muscle fibres in the medial cross section across the four dietary groups, a significant influence of offspring diet on the number of muscle fibres per unit volume of muscle (maternal diet p = 0.431 F=0.7; offspring diet p = 0.02, F=14.8) was identified. The number of muscle fibres per unit volume was lower in animals exposed to a post-natal fat-rich diet (table 5.2).

An average of 11.8±0.7 neuromuscular spindles per muscle from CC mice with a mean of 3.7±0.1 intrafusal fibres per muscle spindle (table 5.2) was derived. The number of
spindles was greatest in the belly of the muscle (figure 5.10). In the post-weaning high fat fed mice, the number of spindles per unit volume of muscle decreased with increasing muscle volume (maternal diet $p = 0.493$ F=0.5; offspring diet $p = 0.025$ F=6.3). A significant difference in the number of intrafusal fibres between the CC and CHF groups ($p_D < 0.05$) was noted. Figure 5.10 shows 3D volume renderings of soleus muscles and the muscle spindles from each dietary group, based on SR CT data. It can be seen that the spindle distribution between the groups appears different in the muscles. Figure 5.11 shows the area fraction of muscle spindles in muscle tissue per SR CT slice for the control group (CC) (including standard deviation). The mean spacing distance between muscle spindles and the muscle border is $0.28 \pm 0.15 \, \mu m$ (maximum $0.51 \, \mu m$) in the control group.

Figure 5.7: **Comparison of corresponding histological (left) and SR CT (right) images of muscle spindles in transversal sections of mouse soleus muscle in control group.** Nerves in (a,c) were stained with PGP9.5 antibody (see Chapter 6) and are visualised in brown by DAB chromagen. The characteristic structure of both nerve tissue (\(<\)) and muscle spindles (\(\ast\)) is visible in the SR CT images. The external capsule (eca) and intrafusal fibres (if) can be distinguished. Scale bars in (a,b) and (c,d) are 50 $\mu m$ and 30 $\mu m$, respectively.
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Figure 5.8: **3D volume rendering of a muscle spindle.** The different intrafusal fibres (if) (red, blue, green) and the external capsule (eca, yellow) have been segmented as well as the lumen of small arteriole (a) running along the spindle (turquoise) and one of the supplying nerves (n, orange). The representation of the muscle spindle has been derived from SR CT data, assessed at a voxel size of 0.77 µm.

### 5.4.2 Fat volume

In order to assess how much the increased muscle volume in high-fat offspring depends on increased intramuscular fat depots adipose tissue within the muscle of n=3 mice per dietary group was segmented. The adipose tissue could be clearly distinguished from the rest of the muscle tissue and is characterised by its morphology, as seen in figure 5.12.

A volume rendering of the segmented volume within the muscle is displayed in figure 5.13.

Table 5.3 displays the segmented fat and muscle volume of the investigated muscles, as well as the resulting fat-to-muscle volume fraction. For each group, the mean±SD fat volume is displayed in figure 5.14. The difference of the fat volume per group is statistically significant ($p < 0.05$). The significance is lost when correcting for muscle volume ($p_D = 0.065$). The means of CC and HFHF groups remained significantly different for both fat volume and fat volume fraction ($p < 0.05$ for both), suggesting the additive negative effect of offspring high-fat diet in addition to maternal high-fat diet. In the post-weaning high fat fed mice the fat volume increased significantly (maternal diet $p = 0.209$ F=1.8; offspring diet $p = 0.030$ F=6.4). The same held for the fat volume fraction (maternal diet $p = 0.219$ F=1.7; offspring diet $p = 0.033$ F=6.1).

This suggests that the increase in muscle volume in the high-fat fed offspring is linked to increase in intramuscular fat volume. Furthermore, this matches the increase in body weight and body fat percentage observed in these animals [Stead et al., 2016].
Figure 5.9: **3D volume rendering of muscle spindles and the neurovascular bundle in control muscle.** Spindles (eca) are displayed in yellow, nerves (n) in red and lumen of the larger blood vessels (v) in blue. The representation of the muscle spindles and the neurovascular bundle has been derived from SR CT data (displayed as one slice), assessed at a voxel size of 0.77 µm.

5.5 Discussion

The structural parameters of the blood vessel and capillary networks obtained for Microfil-perfused datasets, a control PTA-stained dataset and for the uncontrasted samples imaged using phase contrast-based SR CT have been presented. A comparison of the means for the control group (CC) for the three methods is given in table 5.4 with a listing of methodological advantages and disadvantages. The numbers of capillaries imaged in the Microfil-perfused samples and the PTA-stained sample was very low, i.e. capillary density for control muscles was 286 ± 66 mm⁻² and 22 ± 5 mm⁻², respectively, compared to the phase contrasted samples (828 ± 139 mm⁻²) and the literature (860 – 1300 mm⁻², see section 2.4.1, chapter 2). Therefore, the resulting structural measures from Microfil-perfused and the PTA-stained datasets have little meaning other than indicating a trend for the
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Figure 5.10: **3D volume rendering of muscle spindles in whole muscles of each study group.** The muscle tissue is visualised in red and muscle spindles in yellow. (a) is a control muscle with 12 spindles, muscles in (b)-(d) contain 11 spindles and are from CHF, HFC and HFHF groups, respectively. The spindle distribution varies between different study groups. The scale bar is 3mm.

Figure 5.11: **Cross-sectional area fraction of muscle spindles in muscle tissue per CT slice.** The spindle area fraction of all CC muscles is given as baseline (with standard deviation).

relationships between dietary groups. Moreover, the sample number was too low for at least two of the groups (HFC and HFHF) in the Microfil study for meaningful comparison.

For the unperfused samples imaged using phase contrast-based SR CT an average red blood cell density of 828 ± 139 mm$^2$ was determined for the control group CC, which is in agreement with values found in the literature, especially for young mice (CD 867 ± 100 mm$^2$ [Davidson et al., 1999]) as presented in section 2.4.1.
The red blood cell-to-fibre ratio of the control group CC was determined as 0.90 ± 0.21 which is significantly lower than values found in the literature (> 1.8, see section 2.4.2). However, histological counting performed in an independent PhD project in our research group found an average capillary-to-fibre ratio of 0.90 ± 0.11. This suggests that the value obtained by SR CT is representative of the capillary-to-fibre ratio in this breed of mouse.

The average fractal dimension of the control group CC was 2.53 ± 0.04 which is slightly higher than fractal dimension reported in the literature (see section 2.4.6). A problem with the comparison to the literature is that most authors do not describe the overall volume used to determine the fractal dimension, which influences the results in fractal box counting (the bigger the volume compared to the structure studied, the smaller the fractal dimension). Furthermore, the value of 2.53 ± 0.04 is in agreement with the values obtained by Peitgen et al. [1992] for 3D diffusion-limited growth processes (2.4 – 2.5), which suggests that the determined values are meaningful. The trend in increase of fractal dimension with maternal and/or offspring diet could indicate deviations of the growth processes of the microvascular trees from the diffusion-limited regime for these dietary groups.

The mean length density of the control group of 875 ± 117 mm$^{-2}$ was significantly lower than values found in the literature. The reason for this is that by visualisation of RBCs in the blood vessels and not the blood vessels themselves and if the RBCs are not everywhere within the vessels, the length of the blood vessel network is underestimated. Moreover, the comparison with the literature is difficult if the
standard stereological definition of length density was used rather than an adapted definition.

Finally, the mean volume fraction of $6.51 \pm 1.00 \cdot 10^{-3}$ in the control group is lower than that obtained for the rat soleus muscle by one order of magnitude [Kondo et al., 2011]. This, however, may be due to the difference between animals. No findings regarding volume fraction in mouse soleus muscle were published in the literature.

The values presented for mean number of muscle spindles per muscle and intrafusal fibres per spindle in the mouse soleus muscle, based on SR CT data, are consistent with those reported by Lionikas et al. [2013] using light microscopy. The number of spindles per muscle reported by Lionikas et al. [2013] for the C57/BL6 mouse strain was between 10 and 11 with a mean number of intrafusal fibres of 3.9. Using phase contrast SR CT imaging 11.8±0.7 neuromuscular spindles were observed per muscle
Table 5.3: **Segmented fat volume for the four dietary groups CC, CHF, HFC and HFHF (n=3).** The fat volume was segmented for three muscles of each dietary group and the volume fraction with respect to overall muscle volume computed. Fat volume was found to be dependent on dietary group ($p < 0.05$), with means of CC and HFHF groups being significantly different for both fat volume and fat volume fraction ($p_D < 0.05$).

![Graph showing mean fat volume per dietary group](image)

**Figure 5.14:** **Mean fat volume per dietary group (n=3).** Offspring high-fat diet was the determining factor for fat volume ($p < 0.05$), and the additive effect of combined maternal and offspring diet is visible. * statistical significance ($p < 0.05$).

and $3.7 \pm 0.1$ intrafusal fibres per spindle for the CC mice. Banks [2006] counted 14 neuromuscular spindles per mouse soleus muscle using serial sectioning for light microscopy, but the mouse strain remained unnamed in the experiment. In our study
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<table>
<thead>
<tr>
<th>Representative slice</th>
<th>Microfil perfusion (n=3)</th>
<th>PTA staining (n=1)</th>
<th>Phase contrast-based SR CT (n=5)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Capillary density [mm(^{-2})]</td>
<td>144 ± 103</td>
<td>22 ± 5</td>
<td>828 ± 139</td>
</tr>
<tr>
<td>Capillary-to-fibre ratio</td>
<td>-</td>
<td>-</td>
<td>0.90 ± 0.21</td>
</tr>
<tr>
<td>Tortuosity</td>
<td>1.22 ± 0.09</td>
<td>1.18</td>
<td>-</td>
</tr>
<tr>
<td>Length density [mm(^{-2})]</td>
<td>58 ± 16</td>
<td>23</td>
<td>875 ± 117</td>
</tr>
<tr>
<td>Volume fraction [E(^{-2})]</td>
<td>0.45 ± 0.04</td>
<td>0.42</td>
<td>0.65 ± 0.10</td>
</tr>
<tr>
<td>Fractal dimension</td>
<td>1.84 ± 0.07</td>
<td>1.59</td>
<td>2.53 ± 0.04</td>
</tr>
<tr>
<td>Mean distance to next RBC [(\mu m)]</td>
<td>-</td>
<td>-</td>
<td>10.7 ± 0.7</td>
</tr>
</tbody>
</table>
| Advantages | • high absorption contrast  
• fast scan times | • high absorption contrast  
• fast scan times | • easy preparation  
• no additional costs  
• visualisation of blood perfused vessels and numerous tissue features |
| Disadvantages | • cumbersome preparation  
• expensive  
• insufficient perfusion in vessels of diameter <10\(\mu m\)  
• incomplete filling of vessel lumen | • long immersion times  
• vessels of diameter <10\(\mu m\) not immediately discernible | • best quality at synchrotron facility  
• long scan times on lab-based systems  
• disconnected network |

Table 5.4: Comparison of methods for inducing soft tissue contrast for \(\mu\)CT imaging of the microvasculature in skeletal muscle. The structural parameters of the microcirculation for the control groups (CC) obtained from perfusion, staining and phase contrast methods are compared and the advantages and disadvantages of the methods summarised. The structural parameters are given for the whole vessel network for the PTA-stained sample due to the small number of capillaries present.
in male C57/BL6 mice, the CC muscles had a lower percentage of spindles with four intrafusal fibres, accounting for 68.5% of all spindles, compared to 87.5% reported by Lionikas et al. [2013]. Furthermore, the mean muscle extrafusal fibre count in the medial region of the soleus muscle of the CC mice did not differ significantly from that reported by Lionikas et al. [2013], i.e., 1012±45.34 vs. 949±61, respectively.

A difficulty with the datasets obtained at the SLS was the high computational effort required for segmentation and morphometric analysis. The stitched datasets of the whole muscle have a size of about 80 GB and when opened for segmentation in Avizo require double that memory. For morphometric analysis of the fractal dimension the required memory increased further. Therefore, and because of the considerable amount of time needed for segmentation, the limitation of segmentation and morphometric analysis to a smaller cubic volume was straightforward. This is a complication inherent in handling large datasets and needs to be dealt with on the hardware side by provision of sufficiently powerful computing machines.

A limitation of the current study in terms of sample preparation is the possible shortening of the muscle during fixation and embedding [Bancroft & Gamble, 2008], as the muscles, while fixed initially in situ before excision, were not pinned to a fixed length. This would distort any 2D and 3D measurement of distribution or separation of red blood cells or muscle spindles within the muscle volume and the distortion of measurements may vary between different dietary groups due to differing fat content. This is not a matter that can currently be resolved.

Furthermore, the quality of the morphological analysis of the structure of the microvasculature by visualisation of red blood cells depends on there being RBCs present in the capillaries. The number of capillaries that contain RBCs will vary with perfusion and haematocrit. Therefore, light microscopy was used to validate the method and image the muscles and it was possible to compute the haematocrit for most muscles to give an indication of how the parameters determined on the visualisation of RBCs may differ from the actual structural parameters of the microvasculature. This is presented in the next chapter.

The consistency of the presented counts of muscle spindles, intrafusal fibres and microvascular morphometric parameters with published material shows that phase contrast SR CT is well suited to identify and quantitatively characterise the structure of intramuscular features. Furthermore, it has the advantage that scanning times are short, i.e., each scan was completed within 6 minutes, with 5-6 scans necessary to cover the whole length of a muscle. Phase retrieval and CT reconstruction could be performed simultaneously to subsequent scanning, leading to a maximum of 45-60 minutes processing time for creating the 3D dataset of the whole muscle. Data segmentation in this case was the bottleneck, with the segmentation of all muscle spindles in one muscle taking about 5-6 hours and the segmentation of the RBCs in
one cubic volume taking 2-3 days. Morphometric analysis on the other hand was fast, with the ImageJ plugins running between a few seconds for volume fraction counting and minutes for the determination of space separations (performed on a computer with at least 16 CPU cores and 256 GB memory). The time and hardware requirements of the workflow post imaging are given in figure 8.1.

In contrast to this, serial sectioning of a whole muscle of about 1 cm length at 20 µm sectioning thickness would lead to 500 sections, for which the scanning time alone can be estimated as a minimum of 6 days for high-resolution imaging on an automated slide scanning microscope [Hannon-Fletcher & Maxwell, 2009]. Staining with e.g. PGP 9.5 requires another 1.5 days with feature segmentation and 3D alignment of the light micrographs having to be performed subsequently. Furthermore, phase contrast SR CT has left the muscle intact, thus enabling subsequent analysis with different methods, whilst histological sectioning is destructive. The skill of the scientist performing the sectioning plays a large role here as well, as physical sectioning can induce shearing and thus tissue distortion as well as overlapping artefacts. The main disadvantage of SR CT imaging is the availability of and access to the few SR sources worldwide (http://www.lightsources.org/regions), as allocation of scanning time is granted on a competitive base, where proposals need to be submitted typically half a year in advance. Lab-based micro-computed tomographic systems, which allow for (partially) coherent X-ray generation at high spatial resolutions and hence for phase contrast-based high-resolution CT are available [Bidola et al., 2015] However, scanning times are considerably longer (several hours) due to the much lower flux provided by lab-based X-ray sources compared to SR light sources, and implementation of phase contrast-based SR CT calls for some expert (X-ray imaging and image processing) knowledge.

5.6 Summary

In this chapter the results of the morphometric analysis of the microvasculature were presented for Microfil-perfused, PTA-stained and unstained samples imaged using propagation-based phase contrast SR CT. The capability of phase contrast-based SR CT was shown for visualisation of blood vessels and red blood cells inside as well as other soft tissues in skeletal muscle, such as nerves, muscle spindles and adipose tissue. Using the SR CT datasets the microvascular structure, muscle spindle anatomy and adipose tissue fraction were analysed in terms of maternal and/or offspring fat intake.
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Validation of phase contrast-based SR CT imaging

Standard histology of the previously imaged muscles was used to compare and validate the capillary numbers identified by the presence of RBCs and nerves within the phase contrast-based SR CT images.

6.1 Methods

Three muscles of each dietary group, depending on the quality of the SR CT scan, were stained. Muscles which displayed reconstruction artefacts due to being scanned in widefield mode were avoided. See table 4.1 to see which muscles were chosen. The muscles were serially sectioned by Jenny Norman in the histology research unit (HRU) of Southampton General Hospital. The thickness of serial sections was 4 µm and they were taken from the belly of the muscle. Staining was performed for red blood cells (twice), vascular endothelium and nerves. For each stain three slices per muscle were taken. The stains used are displayed in table 6.1. To stain for red blood cells the Lison-Dunn technique, H&E staining and Martius Yellow Scarlet Blue (MSB) were employed. For the vascular endothelium the cluster of differentiation (CD) 31 was used and for the nerve fibres protein gene product (PGP) 9.5. Furthermore, a negative control was taken for the CD31 and PGP 9.5 stains, to assess the validity of the antibody stain. See figure 6.1 for a schematic of how the serial sections were distributed on the microscopy slides for histological staining. The MSB stain was later added to the bulk as the Lison-Dunn technique proved ineffective. CD31 and PGP9.5 are primary antibodies that specifically stain vascular endothelium and motor neurons, respectively. For CD31 a polyclonal antibody (ab28364, Abcam) raised in rabbit was used at a dilution 1:150. The PGP9.5 antibody was a monoclonal rabbit antibody (ab108986, Abcam), used in dilution 1:750. Apart from applying a
different primary antibody the protocols for CD31 and PGP9.5 were identical, both using a goat biotinylated anti-rabbit secondary antibody (dilution 1:800, Vector) followed by a streptavidin biotin peroxidase complex (dilution 75:1:1, Vector) to which 3,3’-diaminobenzidine tetrahydrochloride (DAB) was bound as chromogen. The detailed protocols can be found in appendix B.

The application of each stain was done for all slides simultaneously. For CD31 and PGP9.5 staining a microwave pretreatment was performed for antigen retrieval. See appendix B.3 for the method. The Lison-Dunn stain did not stain the muscle samples, despite working for control mouse liver samples, as shown in table 6.1.

![Schematic for order of staining of serial sections.](image)

Figure 6.1: **Schematic for order of staining of serial sections.** Sections were stained such that subsequent sections were stained with different stains and each stain was repeated for three sections of the same muscle. Staining for Martius Yellow Scarlet Blue (MSB) was applied later for subsequently microtomed sections.

6.1.1 Image correlation between SR CT and histology slices

For the comparison between SR CT and histology data the SR CT volume was visually aligned in VGStudio Max 2.0 (Volume Graphics GmbH, Germany) to find slices corresponding to the histological sections. To this end both the 2D histological slide and the 3D SR CT volume were imported into VGStudio. With the “simple registration” software in VGStudio the 3D dataset was rotated around its axes until a good correlation with the 2D dataset was found. The “1-2-3 registration” tool was subsequently used to select three points in the 3D dataset that coincided with three points in the 2D slice. The software then automatically computed and executed the necessary rotations in order to align the 3D slice to the 2D slice to that the three chosen points were in a plane. The rotated 3D volume was exported. As the histological slide was thicker (4 µm) than the height of a voxel in the SR CT image (spatial resolution was 0.77 µm), it was necessary to account for the fact that more features would be
<table>
<thead>
<tr>
<th>Stain</th>
<th>Corresponding Tissue</th>
<th>Stain Colour</th>
<th>Example</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lison-Dunn</td>
<td>Oxyhaemoglobin</td>
<td>Turquoise</td>
<td><img src="image1" alt="Example" /></td>
</tr>
<tr>
<td>CD31</td>
<td>Vascular Endothelium</td>
<td>Brown</td>
<td><img src="image2" alt="Example" /></td>
</tr>
<tr>
<td>MSB</td>
<td>Red Blood Cells</td>
<td>Orange/red</td>
<td><img src="image3" alt="Example" /></td>
</tr>
<tr>
<td>PGP9.5</td>
<td>Motor Neurons</td>
<td>Brown</td>
<td><img src="image4" alt="Example" /></td>
</tr>
<tr>
<td>H&amp;E</td>
<td>Muscle Fibres and RBCs</td>
<td>Red</td>
<td><img src="image5" alt="Example" /></td>
</tr>
</tbody>
</table>

Table 6.1: **Histological staining.** Five different staining techniques were chosen to display RBCs, blood vessels, nerves and muscle fibres.
visible in a micrograph than in one SR CT plane. To this end, the rotated 3D volume was imported into Fiji ImageJ and 7 consecutive slices with features displayed in the 2D slices were selected. A maximum intensity projection [Schindelin et al., 2012] was applied over these slices, thus joining them into one slice with the greyscale at each point in the resulting slice being the maximum of all greyscales in that respective point over the 7 slices. This resulting slice was then compared with the slide imaged using histology. To this end, the red blood cells and nerve fibres were segmented for validation and comparison.

6.1.2 Segmentation of nerves and analysis

For the nerve segmentation on histology sections, images were first loaded into Fiji ImageJ and split up into three RGB colour bases, i.e. [0.65,0.70,0.29], [0.27,0.57,0.78] and [0.71,0.42,0.56] [Ruifrok & Johnston, 2001]. This was done in order to single out the brown colour of the DAB chromagen, which is the second colour base, so as to facilitate the segmentation. The images of this colour channel were then manually segmented using Avizo Fire 9.0 (FEI, Hillsboro, OR, USA); the same was done with the corresponding phase-retrieved SR CT images. See figure 6.2 for visualisation of this process. The nerve area was computed using the Avizo “volume fraction” tool to count the labelled voxels. A linear regression line was fitted to compare the nerve area counts from the histological slides to the nerve area counts from the SR CT data using Origin 8.1 (OriginLab Corp., Northampton, MA, USA). Origin uses a least-square method to determine the fitted function.

Figure 6.2: Workflow for comparison of nerve identification in SR CT and histology images. Nerves in SR CT images (bottom row) were immediately segmented whilst histology images (top row) were first split into different colour channels to isolate the brown channel associated with the DAB chromagen. Based on these images the nerves were then segmented. The area of the nerves was computed for both segmented images and compared.
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6.1.3 Segmentation of red blood cells and analysis

The red blood cells were identified and counted manually in the MSB and CD31 images in Fiji ImageJ. For the phase retrieved SR CT images, a bandpass filter was applied in Fiji ImageJ (upper limit 3 pixel, lower limit 1 pixel, as explained in chapter 4, section 4.4.4) to highlight the red blood cells, which were then counted manually also. Two observers independently blindly counted RBCs in the slides stained with CD31 to avoid bias. See figure 6.3 for an example of two correlated SR CT and CD31 stained histology slices.

Linear regression lines were fitted for the counts for each observer and each stain to compare the red blood cell counts from the histological slides to the red blood cell counts from the SR CT data using Origin 8.1. The quality of the fit is determined by the adjusted $R^2$ value.

![SR CT image](image1.png) ![Histology image](image2.png)

Figure 6.3: Correlated SR CT and histology images (stained with CD31) for RBC validation. SR CT and histology images were visually correlated. To account for the thickness of the histological sections, a maximum intensity projection over 7 SR CT slices was performed. SR CT images were bandpass filtered to highlight red blood cells. Blind counting of red blood cells was then performed on both by two independent observers.

After blind counting images of SR CT and histology were compared to count how many red blood cells had been misidentified, i.e., how many cells had been counted in one image but not the other and *vice versa.*
Figure 6.4: Comparison of identified and measured nerve area in corresponding μCT and histology images. After segmentation the nerve area was measured in the corresponding images of the two imaging techniques, see figure 6.2. A linear regression line was fitted using Origin 8.1.

6.2 Results

6.2.1 Nerves

Figure 6.4 displays the result of the comparison of nerve identification between SR CT and histology images. The fitted linear regression line has a slope of 0.80 with \( R^2 = 0.66, p < 0.001 \). Thus, the identification of nerves was consistent, yet the area determined from SR CT images slightly underestimated the area determined from histological sections.

6.2.2 Red blood cells

Figure 6.5 displays the result of the comparison of red blood cell identification between SR CT and histology images. The linear regression line fitted for MSB red blood cell counts is \( 1.43x - 27.51 \) with \( R^2 = 0.98, p < 0.001 \). The counting for CD31 by observer 1 is fitted by the line \( 0.91x + 0.58 \) with \( R^2 = 0.85, p < 0.001 \) and is fitted by \( 1.04x - 0.01 \) with \( R^2 = 0.68, p < 0.001 \) for observer 2. The counting between both observers was consistent as the counts were not significantly different. A linear fit to the combined counting of MSB and CD31 by observer 1 is given by \( 1.09x - 2.84 \) with \( R^2 = 0.98, p < 0.001 \).
Figure 6.5: **Comparison of red blood cell counts identified in SR CT and histology images.** Red blood cells were counted blindly in histological slices stained with MSB and CD31 and compared to SR CT images. Two independent observers counted RBCs in the CD31 images. Linear regression lines were fitted to the counts.

It was found that the number of misidentified red blood cells was lower than 10% and the overall number of RBCs identical when derived via histology or SR CT.
Table 6.2: Detailed results of 2D microvascular structural parameter analysis for unperfused samples. Structural parameters have been determined based on the visualisation of red blood cells and the microvascular endothelium using CD31 stained light micrographs in the soleus muscle of mice of the animal model of developmental priming.

6.2.3 Structural Parameters from Histology

Using the slices stained with CD31 the capillary density (CD) and capillary-to-fibre ratio (C:F) using both RBC and capillary counts from the histological slides (counted by observer 1 only) were determined. In the following RBCD will denote the red blood cell density (number of red blood cells per mm$^2$ of muscle) and RBC:F the red blood cell-to-fibre ratio, as in similarity to CD and C:F.

The haematocrit was determined by dividing the total number of RBCs by the total number of capillaries in all the images. The results are shown in Table 6.2. Figure 6.6 further shows a comparison between the numbers determined by counting RBCs vs. capillaries. Using one-way ANOVA in IBM SPSS the dependence of RBC:F and C:F on offspring dietary group (CC and HFC vs. CHF and HFHF) was found to be statistically significant ($p < 0.01$ and $p < 0.05$, respectively).

6.3 Discussion and conclusion

SR CT appears to be good enough to identify the location of blood vessels with the number of misidentified red blood cells being lower than 10%. This number may however be overestimated as the correlation between histological slides and SR CT images is error prone, considering the small size of the RBCs. It is important to find
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(a) RBC and capillary density

(b) RBC and capillary-to-fibre ratio

Figure 6.6: **2D structural parameters (capillary density and capillary-to-fibre ratio) determined from histological images.** Comparison between the parameters determined by counting capillaries only versus red blood cells. The histology slides were stained using CD31 and images using a Zeiss Axioscope 100X lens. The dependence of RBC:F and C:F (subfigure 6.6(b)) on offspring dietary group was found to be statistically significant ($p < 0.01$ and $p < 0.05$, respectively).

The optimal set of rotations to correlate the images, as well the right SR CT slices over which the maximum intensity projection was applied, in order to minimize the difference between correlated SR CT and histology images. In validating features between SR CT slices and histology slices, the optimal alignment of these is the main challenge and much time was therefore spent in this process.

The method of overlaying these slices may not be ideal, possibly a method averaging
the greyscales in each slice would achieve a more appropriate comparison than the maximum intensity projection. This averaging could be weighted depending on their position in the 7-slice stack to account for the focus of the light microscope. Finally, the application of the bandpass filter to the phase retrieved SR CT images not only highlights the RBCs but also all edges of muscle fibres and empty capillaries, which can lead to misidentification of some RBCs. This however is a minor complication as the misidentification can be expected to be consistent over all slices, thus the overall slope the linear regression would change, yet the consistency of results remains. Errors in the comparison may be induced during the processing of the samples for staining, e.g., microtoming the samples can result in shearing and ultimately tearing the tissue slices. Furthermore, it can not always be ensured that the thickness of the cut slices is constant. During dewaxing of the slices in a graded series of ethanol it is also possible that RBCs flow away if they were not properly bound to surrounding tissue. These errors in processing are intrinsic in the process of microtoming and histological staining and can not be entirely circumvented.

A haematocrit close to one was computed from the histology light micrographs for all muscles investigated. As by definition of the haematocrit the number of red blood cells is therefore representative of the number of capillaries. Thus, the established relationships between dietary groups regarding the structural measures (such as capillary density) remain the relatively the same, whether they are computed by counting red blood cells or capillaries themselves. This, and the fact that the number of misidentified red blood cells is low, suggests that the structural measures and their dependence on dietary group determined using SR CT imaging RBCs are representative of the same measures and dependencies determined by counting capillaries on histological slides. However, the mean RBC:F and RBCD computed by counting in light micrographs are lower than those computed on the 3D SR CT datasets presented in the previous chapter. I.e., 0.63 vs. 0.98 and 802 vs. 890, respectively. This is likely to be due to the small field of view considered in histological counting. As a result the statistical significance observed for RBC:F observed in histological counting was lost when considering the 3D dataset.

6.4 Summary

It was shown that using phase contrast-based SR CT one can visualise red blood cells in the microvasculature, and thereby identify the location of the blood vessels. Furthermore, nerve tissue and adipose tissue can be differentiated, the first of which has been explicitly shown.
Chapter 7

Mathematical modelling of oxygen uptake in mouse skeletal muscle

Whilst enabling structural analysis, images of muscles and their microvasculature do not immediately reveal information of muscle functionality, in particular of the vasculature’s ability to supply the muscle with sufficient oxygen throughout. Morphological measures such as capillary density give a first insight into this, but only with mathematical modelling of oxygen perfusion is it possible to link such structural information to the actual ability of the microvascular network to fulfil the tissue oxygen demand. Furthermore, the results of mathematical modelling ought to be validated by in vivo measurements of tissue oxygenation.

Models of the oxygen supply to soft tissues with a particular focus on image-based models will be reviewed in the following. The equations and parameters needed for modelling of tissue oxygenation are given. Whilst the oxygen delivery to skeletal muscle does partly depend on blood flow, models of blood flow have been reviewed previously by Kim et al. [2012] and to some extent by Pittman [2013] in the context of oxygen transport and regulation. The main output of blood flow modelling used in modelling of tissue oxygen perfusion are the partial pressure of oxygen in blood and its oxygen saturation. Partial oxygen pressure and oxygen saturation are directly related to the blood haematocrit. Most models of molecule transport in and across blood vessels use parameters and equations reviewed in the Handbook of Physiology - Section 2, Volume IV [Geiger et al., 1984]. The theory of oxygen transport to tissue was also presented and reviewed by Popel [1989]. Jain [1987b,a] reviewed the transport of molecules (including oxygen) in the tumour interstitium and across the tumour vasculature, while Goldman [2008] reviewed theoretical models of oxygen transport to tissue. In the review of Toma-Dasu & Dasu [2013] models of tumour oxygenation are discussed, which are similar to oxygenation of other soft tissues.
Many models of oxygen diffusion in soft tissue are implemented on artificial vascular networks, which are based on observations by imaging or theoretical approaches. The first model of oxygen transport from the capillaries to muscle tissue was developed nearly hundred years ago by Krogh in 1919. Krogh determined diffusion coefficients of oxygen through different tissues, e.g., the abdominal wall of the frog or the number and distribution of capillaries in the horse gastrocnemius. He also studied the contraction and opening of capillaries in resting and stimulated muscle [Krogh, 1919a,c,b].

As the capillaries appear to be hexagonally packed in skeletal muscle, Krogh assumed that for each capillary in a cross-section the region of oxygen supply could be described as a circular area [Krogh, 1919a], thus resulting in a so-called Krogh cylinder when viewed in 3D. The area of all circles in a cross-section was calculated by counting the number of capillaries within the total muscle area using light microscopy and division of the area by the count. For the geometric limitation imposed by the Krogh’s model, i.e., a circular region with capillary radius \( r \) and cylinder radius \( R \) and with oxygen partial pressure \( P(x) \) at a point \( x \) the diffusion equation can be solved analytically, under the following assumptions: The diffusion is in a steady state \( (\frac{\partial P}{\partial t} = 0) \), where diffusion in longitudinal direction (orthogonal to the capillary cross-section) is neglected and consumption is constant \( (M_P(P) = p) \). The relation between oxygen pressure difference in the capillary \( (P_0) \) and at a certain point with distance \( x \) in the circular region \( P(x) \) is then described [Krogh, 1919a] as:

\[
P_0 - P(x) = \frac{p}{D} \left( \frac{1}{2} R^2 \ln \frac{x}{r} - \frac{x^2 - r^2}{4} \right) \tag{7.1}
\]

with the diffusion rate \( D \). By setting \( x = R \), the maximum pressure difference between capillary and tissue necessary to supply the whole muscle is calculated.

Krogh’s model was a first useful approximation to the regions of oxygen supply of the capillaries, leading to investigations of the influence of relevant anatomical factors for tissue oxygenation, such as tortuosity and capillary distribution [Goldman & Popel, 2000, Fraser et al., 2013, Goldman & Popel, 2001, Bos et al., 1995]. However, studies have found the Krogh’s cylinder model is insufficient to describe the process accurately as it results in unphysiological gaps or overlaps and large regions of unperfused tissue when capillary rarefaction is present [Ellsworth & Pittman, 1990]. Nevertheless, the Krogh model is still used as a simple approach to model oxygen supply to tissue, for instance recently by Jung et al. [2005]. Modification of the no-flux boundary condition at the outer border of the Krogh cylinder into an infinite-domain boundary condition (permitting flux with zero net exchange) leads to a decrease in axial tissue \( P_O_2 \) gradient Secomb [2015]. Results of such altered models remain yet to be validated by experimental data. Thus, Krogh’s model can be used for a first
assessment of tissue oxygenation, but for more complex geometries and questions, more complex models need to be considered, as presented in the following.

7.1.1 Image-based modelling

The advantage of image-based modelling in contrast to modelling using simplified and/or artificial geometries is that the model input represents the actual observed microvasculature. For microvascular networks that have a complex 3D structure it is difficult to obtain valid predictions about oxygenation from simple artificial networks. This is even more pronounced in pathological cases such as tumour networks.

To achieve a more physiological description of capillary oxygen supply in comparison to the Krogh cylinder, the concept of “domains of influence” has been introduced. In this case, the region of interest is tessellated, i.e., by using Voronoi polygons, which accounts for heterogeneity of the capillary spacing [Egginton & Ross, 1992, Degens et al., 2006]. A Voronoi polygon $V_i$ is defined as the set of points in an area/volume that are closest to a capillary with centre at point $x_i$ and farther from any other capillary in the area/volume. I.e., mathematically:

Given a cross-section of tissue whose global domain is denoted by $D \in \mathbb{R}^2$. Let $x_i \in D$ denote the geometric centre of the $i$-th capillary, $i = 1, \ldots, N_c$, where $N_c$ denotes the number of capillaries. Then, the Voronoi polygon containing the $i$-th capillary is the set

$$V_i = \{x|x \in D; |x - x_i| \leq |x - x_k|, k \neq i\}$$

(7.2)

with the $V_i$ tessellating $D$.

Figure 6 shows an example of the Voronoi tessellation (black lines) of a mouse soleus muscle. For tissue tessellated by such supply domains $V_i$ with areas $A_i$, Hoofd [1995] has generalised the Krogh cylinder solution for the oxygen diffusion to determine tissue oxygen partial pressure at location $r$ to

$$P = \frac{p}{4d} \left( \Phi(r) - \sum_{i=1}^{N_c} \frac{A_i}{\pi} \left( \frac{|r - r_i|^2}{r_{ci}^2} \right) \right)$$

(7.3)

with $r_i$ the location of the $i$th capillary and $r_{ci}$ the non-dimensionalisation distance, e.g., the capillary radius [Hoofd, 1995]. $\Phi(r)$ is a so-called background function, which depends on the geometry of the oxygen demand domain or domains of influence, such as the Voronoi polygons, and satisfies Green’s theorem [Hoofd, 1995].

Intuitively, the description of the capillary oxygenation regions by Voronoi polygons seems straightforward; under the assumption of an isotropic/homogeneous muscle (diffusion and consumption equal everywhere) and equal and constant $P_{O2}$ in all capillaries. The oxygen would diffuse across the muscle at the same speed everywhere and at all times, thus supplying the regions closest to each capillary and no other, and
thus describing Voronoi polygons. Al-Shammari et al. [2012] showed that the
description of supply domains using Voronoi polygons is indeed sufficient in most
(2D) cases. An important exception are pathological cases, where the number of
capillaries is greatly reduced (capillary rarefaction), which are not packed
quasi-hexagonally within the muscle. By solving the diffusion equation for the 2D
steady state case with constant consumption, Al-Shammari et al. [2012] proved that the
areas enclosed by the Voronoi polygons matched the so-called trapping regions well.
The trapping regions are defined as those regions where there is no oxygen partial

Figure 7.1: Voronoi tessellations vs. trapping regions to mark regions of oxy-
genation. Voronoi polygons are marked black and streamlines in red flowing
from capillaries. The trapping regions are defined as the limits of the stream-
lines. It can be seen that Voronoi polygons and trapping regions match well.
Inspired by Al-Shammari et al. [2014].

pressure difference across the region boundaries, i.e. the regions supplied with oxygen
by a certain capillary, delimiting the streamlines initiating from each capillary. Figure
7.1 shows the comparison between streamlines (red) and Voronoi polygons (black). In
the perfect case, where the Voronoi polygons match the trapping regions
(Al-Shammari’s hypothesis), no streamlines would cross over the lines of the Voronoi
polygons. Al-Shammari’s hypothesis was further supported by examining the
difference between Voronoi and trapping regions when taking fibre type, size,
distribution, and varying oxygen demand into account [Al-Shammari et al., 2014]. It
was found that the difference in Voronoi and trapping regions was small in most
pathological cases, thus making Voronoi tessellations the best and most easily
computable representation of capillary oxygen supply regions. An extension of the model into three dimensions has not yet been presented.

Most image-based models of tissue oxygen perfusion are based on 2D image data, and namely on histological images [Gould & Linninger, 2015, Al-Shammari et al., 2012, Lo et al., 2003]. This is mainly due to the lack of relevant 3D data sets and/or efforts to reduce computing time. 2D models generally come along with the assumption that oxygen diffusion in the longitudinal direction (z-direction) of the muscle can be neglected, to simplify the diffusion process as a 2D problem [Al-Shammari et al., 2012, 2014, Hoofd, 1995]. This is a valid assumption for straight vessels along the muscle’s main axis in z-direction with parallel cross-sections in the xy-plane of the tissue, as the drop of capillary oxygen partial pressure is very low compared to the gradient perpendicular to the vessel. A 3D description can then be obtained by stacking the 2D solutions for all values of z [Hoofd, 1995]. However, if tortuosity of the vessel is high, i.e., the vessel direction is sometimes perpendicular to the muscle’s main axis, diffusion in the z-direction takes place and can no longer be neglected. An example of this situation was analysed by Penta & Ambrosi [2015]. They created a multiscale model, i.e., capillary intersection (40 μm) vs. whole network (1 cm), for the drug delivery in tortuous tumour networks, to investigate the influence of capillary tortuosity for drug delivery. Capillary tortuosity has been introduced by a sinusoid wave making up the centre line of the capillary, while frequency and amplitude of the wave were varied to increase tortuosity. Hydraulic conductivity and surface area were determined for a microscale cell and then fed into the macroscale problem, which has been solved assuming local periodicity of the microscale cell. In reality, this assumption may not apply, especially for irregular networks like tumour networks. However, the research performed by Penta and Ambrosi shows that tortuosity has a significant impact on drug concentration within the tissue. They showed that the drug concentration in the tortuous network was decreased by more than 50% in comparison to the straight network and that it was below 10% of the injected drug concentration, thus leaving only a small amount of the drug to reach the tumour. Whilst only an example case was presented in Penta & Ambrosi [2015], this research underlines the importance of treating a vascular network as the 3D structure, and the necessity to take into account the resulting complexity of molecular convection and diffusion. In Penta & Ambrosi [2015] the studied network was artificially created and in order to obtain realistic predictions of concentration distributions (here of the drug; in our case oxygen) the computation would ideally be performed on experimentally derived images of tumour vasculature, and the results would need to be validated against experimental data.

In a novel approach, Grimes et al. [2016] investigates tumour oxygenation by deriving an oxygenation kernel model, allowing straight vessel segments to diffuse oxygen in a spherical fashion as an array of discrete point sources. Two spherical, scalable kernels
are computed; one for a well perfused tumour network and one for a poorly perfused one, i.e. best and worst case scenarios. The model is inspired by other similar problems, e.g. traffic flow, and is applied to 3D images of tumour vasculature obtained using two-photon microscopy. Validation using fluorescence microscopy is attempted, staining for hypoxia in tumours of the same mouse model. The relative areas of hypoxia resulting from the two kernel models cover a broad range: 37.2±9.8% for high vessel perfusion versus 53.5±13.2% for low perfusion. Whilst the experimentally determined area lies within that range (39.6±9.1%) it remains inconclusive how well the kernel model approximates tissue oxygenation as the vessel perfusion level is unknown. The authors argue that validation using 2D methods may be insufficient, but it is also the case that the resolution of the 3D imaging method is too low to capture all blood vessels and therefore tissue oxygenation may be underestimated. It will be interesting to test the presented approach on a more regular vessel network (e.g. in healthy muscle) captured at higher resolution and using a 3D imaging method, such as light sheet fluorescence microscopy, for validation. Furthermore, whilst some initial analysis is provided, additional analysis needs to be performed to examine the difference between the kernel method and a full computation of tissue oxygenation using a finite element model.

The works of Goldman and colleagues [Goldman & Popel, 1999, 2000, 2001, Goldman et al., 2004, 2006] are based on histological images of the capillaries in hamster cheek pouch retractor muscle that were obtained, which was subsequently adapted to rat EDL muscle. To obtain a 3D network the 2D information was extrapolated into the third dimension. The effect of anastomoses and tortuosity was investigated by overlaying straight tissue segments with a sinusoidal wave and adding a physiological number of anastomoses in a random fashion [Goldman & Popel, 2000]. The authors argue that tortuosity with the addition of anastomoses significantly increased tissue oxygen heterogeneity, however, no tests of statistical significance were performed, thus leaving the results inconclusive.

In [Goldman et al., 2006, 2004] tissue oxygenation during sepsis was investigated and it was predicted that pathological conditions were influenced by heterogeneous shunting of blood flow between capillaries. More recently, the same group also compared the oxygen delivery of a 3D reconstructed microvascular volume from intra-vital video microscopy against that of parallel capillary arrays and found significant differences in resulting tissue PO2 [Goldman & Popel, 2001]. In the healthy and resting case the parallel network overestimated the PO2 by around 7%, yet, this starkly increased to 18% in hypoxia and 37% during exercise. This demonstrates the importance and accuracy of realistic 3D microvascular networks over artificially created ones.

Overall, whilst the mathematics of oxygen diffusion in skeletal muscle tissue are well-established and frequently used as in the models presented above, to the best of our knowledge, no image-based studies exist where quantitative conclusions have
been drawn about links between modelling results and structural parameters of the imaged vasculature. Furthermore, most models include two major limitations: neglecting the influence of the haematocrit and lacking validation against experimental data.

7.1.1.1 Limitation 1: Role of the haematocrit

Many 2D image-based models of oxygen delivery in skeletal models do not take into account haematocrit distribution, because they are lacking the structural information of the network of the blood vessels present in the experimentally derived image data sets. Instead, a fixed tube haematocrit is assumed and the discharge haematocrit computed using an empirically derived formula [Goldman et al., 2006]. In addition, the blood oxygen level is kept constant [Al-Shammari et al., 2012], which is another constraint. Furthermore, it is common to neglect the fact that not all capillaries contain RBCs and thus, do not deliver oxygen to the tissue. In other words, the presence of a capillary is put on an equal footing with the presence of an oxygen-supplying RBC [Al-Shammari et al., 2012], although the presence of a capillary is only a necessary but not a sufficient condition for oxygen supply. In theoretical mathematical modelling the important role of the RBCs has long been taken into account; some models consider RBCs as point-like oxygen sources [Bos et al., 1995], while others assume separate homogeneous flowing regions of plasma and RBCs [Fedosov et al., 2010]. Gould & Linninger [2015] reviewed such existing models against morphological data of vascular trees and as a result, presented a working model of haematocrit distribution.

For image-based modelling of oxygen supply in tissue, this leaves two alternatives: firstly, to image the blood vessel structure and to employ a haematocrit distribution model to correctly predict oxygen delivery; or secondly, in addition to imaging the vascular structure, using an imaging technique capable of identifying RBCs within the vasculature. Tateishi et al. [1997] have imaged the RBCs in an isolated mesenteric blood vessel using an inverted light microscope. They were able to simultaneously measure oxygen saturation and distribution of RBCs within the blood vessel. However, this approach was limited to 2D and to an isolated environment. For 3D imaging of RBCs in vivo, Kamoun et al. [2010] proposed the use of confocal laser scanning microscopy (CLSM) or multi photon laser scanning microscopy (a method similar to CLSM, however not using a pinhole aperture but the laser beam itself for optical sectioning of the sample) to capture fluorescently labelled RBCs. Using phase contrast-based SR CT it was shown to be possible to image the RBC distribution within a 3D tissue sample. However, the information will then still be intrinsically ex vivo, but closer to the in vivo case than in any existing image-based tissue oxygenation model.
7.1.1.2 Limitation 2: Validation of results

The validation of computational modelling results is often not properly addressed. The only mathematical model presented in this chapter that has been validated against experimental data was the tumour oxygenation model by Grimes et al. [2016]. Complexity of experiments and lack of available resources are most likely the reasons for this. The method employed by Grimes et al. [2016] stains for hypoxic regions in tumour, but for healthy soft tissue this can pose a problem as no hypoxic regions should theoretically be present. Alternatively, a tissue stain to mark oxygenation could be used. For the validation of a blood haemodynamics model Liu et al. [2011] perfused the muscle of the anesthetized rat with Tyrode’s solution. Similarly, in an effort to validate computational modelling results for tissue oxygen supply, the vasculature could be perfused with fluorescent nanoparticles and their diffusion into the tissue could be recorded visually, similar to Kamoun et al. [2010]. Another, likely more robust, approach is to make use of in vivo imaging techniques that are capable to image oxygenation and blood vessel morphology. There are a number of in vivo imaging methods that are already widely used for blood flow and oxygenation imaging, such as laser Doppler flowmetry [Kuliga et al., 2014] or laser speckle contrast imaging [Humeau-Heurtier et al., 2015]. These imaging techniques generally suffer from their usage of arbitrary units, thus allowing comparison between measurements only, but not quantification of blood flow per se.

Japee et al. [2005] introduced a video imaging system for capturing RBC flow and oxygenation simultaneously for superficial imaging of excised muscles. It was applied in Ellis et al. [2010] and Fraser et al. [2013] for comparison with computational modelling results. Other works combined different imaging systems, such as optical coherence tomography (OCT) and fluorescence and hyperspectral imaging [Gagnon et al., 2015] and two-photon microscopy combined with a PO2 nanoprobe [Gagnon et al., 2015]. Both OCT and two-photon (or multi-photon) laser scanning microscopy have been used extensively by the group of R.K. Jain in the characterisation of tumour vasculature, but are both limited to imaging only a superficial fraction of tissue within a small field of view [Jain et al., 2013, Fukumura et al., 2010, Fukumura & Jain, 2008]. They are however well established methods and could, with addition of an oxygenation sensing technique such as a PO2 probe, be used to validate results of image-based modelling of muscle oxygenation as images of the vasculature could be cross-correlated. Thus, the combination of existing imaging and oxygen measurement methods can lead to further exciting results to understand the supply of oxygen to tissue in health and disease.
7.2 Mathematical description of oxygen exchange in skeletal muscle

In this section all equations generally used to describe the oxygen diffusion and uptake in skeletal muscle are presented.

7.2.1 Modelling oxygen diffusion

Diffusion is the process of molecules filling a space through random movement. This process can be described relating molecule flux to concentration. The relation of flux and concentration is described by Fick’s first law

\[ J = -D \nabla C , \]

(7.4)

with \( C \) the oxygen concentration, \( D \) its diffusion coefficient in muscle tissue and \( J \) the oxygen flux [Al-Shammari et al., 2012]. The relation of concentration \( C \) and partial pressure \( P \) can then be described using Henry’s law

\[ C = \alpha P , \]

(7.5)

with \( \alpha \) being the coefficient of tissue oxygen solubility [Al-Shammari et al., 2012]. The conservation of oxygen can thus be described as

\[ \frac{\partial C}{\partial t} = \nabla \cdot [D \nabla C] - M(C) , \]

(7.6)

or in terms of the oxygen partial pressure [Al-Shammari et al., 2012]:

\[ \frac{\partial \alpha P}{\partial t} = \nabla \cdot [\alpha D \nabla P] - \tilde{M}(P) , \]

(7.7)

where \( M \) and \( \tilde{M} \) are the respective oxygen consumption functions.

7.2.2 Oxygen tissue metabolism

The consumption of oxygen within tissue ((2) in figure 2.9) is usually described using Michaelis-Menten kinetics in equations (7.6)/(7.7):

\[ M(P) = \frac{M_0 P}{P + P_{50}} , \]

(7.8)

where \( M_0 \) is the maximum oxygen consumption rate within the tissue and \( P_{50} \) the oxygen pressure at half-maximal consumption. \( P_{50} \) is usually found to be 0.5-1.0 mmHg [Goldman, 2008] and can be determined experimentally by methods described
in Pittman [2011]. For studying oxygen supply regions in skeletal muscle, Al-Shammari et al. [2014] took into account the fact that $M_0$ differs between different muscle fibre types (I, IIa, and IIb).

### 7.2.3 Boundary and initial conditions

In order to solve the above equations it is necessary to employ initial and boundary conditions. In particular, two types of boundary conditions are required to solve equations (7.6) or (7.7): one that describes the oxygen flux at the vessel-tissue interface and one that describes the behaviour at the outer tissue surface.

The flux of oxygen from the capillaries into the tissue is described by a flow along a concentration or partial pressure gradient, respectively [Al-Shammari et al., 2012], [Goldman & Popel, 2001], [Goldman & Popel, 2000], depending on the vessel permeability. The permeability can be described by a mass transfer coefficient $k$, which depends on the haematocrit and the type of vessel, i.e., capillary, arteriole or venule [Goldman, 2008]. This boundary condition is given by

$$- n_v \cdot (D \nabla C) = k(C_0 - C),$$  

(7.9)

where $n_v$ is the unit normal vector to the vessel surface (pointing into the vessel), $C$ and $C_0$ are the molecular concentration in mol/m$^3$ at time $t$ and initially, respectively; and $D$ the diffusion coefficient in m$^2$/s.

The boundary condition usually imposed at the outer tissue surface is a no-flux boundary condition, i.e.,:

$$- n_o \cdot \nabla C = 0,$$

(7.10)

where $n_o$ is the outer unit normal vector to the outer tissue surface. This means that all oxygen supplied by the blood vessels in one muscle stays within this muscle.

Finally, the initial condition for the model can be set to

$$C = C_{rest} \text{ at } t = 0.$$  

(7.11)

### 7.2.4 Extensions of the simple diffusion model

Whilst the above equations are sufficient to set up a simple muscle tissue oxygenation model, a number of additional biological processes may be needed to be taken into account.
7.2.4.1 Myoglobin facilitated oxygen transport

The myoglobin (Mb) oxygen saturation is determined using the Hill equation ((3) in figure 2.9) [Goldman, 2008]:

\[ S_{\text{Mb}}(P) = \frac{P}{P + P_{\text{Mb},50}}, \]

(7.12)

with \( P_{\text{Mb},50} \) being the half-saturation value of myoglobin. The shape of the myoglobin oxygen saturation curve and of the corresponding haemoglobin (Hb) saturation curve is shown in figure 7.2. For the same partial oxygen pressure the haemoglobin \( O_2 \) saturation is lower than that of myoglobin, which indicates that haemoglobin is more likely to release oxygen. Myoglobin-facilitated transport reaches a plateau for a tissue oxygen partial pressure higher than \( P_{O_2}=2.5 \text{ mmHg} \) and can thus be neglected [Goldman & Popel, 2000].

When considering myoglobin facilitated transport of oxygen, the right hand side of equation 7.6 is extended by the term \( D_{\text{Mb}} C_{\text{Mb}} \left( \frac{dS_{\text{Mb}}}{dC} \right) \nabla C \) Goldman & Popel [2000], with \( D_{\text{Mb}}, C_{\text{Mb}} \) and \( S_{\text{Mb}} \) being the myoglobin diffusivity, concentration and oxygen saturation. Equation 7.6 is thus transformed into

\[
\frac{\partial C}{\partial t} = \nabla \cdot [D V] + D_{\text{Mb}} C_{\text{Mb}} \left( \frac{dS_{\text{Mb}}}{dC} \right) \nabla C - M(C).
\]

(7.13)
7.2.4.2 Arteriolar oxygen supply

Although capillaries are acknowledged to play a major part in oxygen supply to the tissue, it is also known that other microvessels, especially the arterioles, are responsible for a considerable supply of oxygen. Whereas the previously cited models assume that oxygen diffuses only out of the capillaries into the tissue, it has been shown that oxygen also diffuses from the arterioles into both tissue and to neighbouring capillaries and venules within a vicinity of 100 µm of the arteriole [Ellsworth & Pittman, 1990], [Nair et al., 1990], [Secomb & Hsu, 1994]. Moschandreou et al. [2011] developed a mathematical model based on Nair et al. [1989] to study the influence of arteriolar oxygen transport, considering also the effect of intraluminal variations in oxygen concentration. Moschandreou et al. [2011] found that oxygen tension decreases were larger in smaller vessels, as blood flow rates were higher in larger vessels. Secomb & Hsu [1994] showed that for higher flow and consumption rates, e.g., during exercise, less oxygen diffuses out of the arterioles. Bos et al. [1995] modelled RBCs as point-like oxygen sources, from which the oxygen was released into the tissue. This approach can provide further accuracy especially for larger blood vessels, in which the RBCs are not squeezed but may be distributed within the cross-section of the vessel. This approach also takes into account the influence of RBC haemoglobin saturation.

7.2.5 Modelling of blood flow

The flow in both interstitium and microvasculature can be assumed incompressible, as the compressibility of blood is similar to that of water and there is only a limited range of intravascular pressure Lee & Smith [2008a]. This hugely simplifies the Navier-Stokes equations, which describe the fluid flow within the vasculature. Furthermore, blood flow in the microvasculature depends only on the local pressure gradient and viscous forces. Inertial forces are negligible, as the Reynolds number of the flow is very low, i.e., 0.005-0.05 [Caro et al., 2012]. In a large number of models, the flow rate in each vessel segment is assumed to follow Poiseuille’s law, which describes the incompressible and unidirectional flow through a cylindrical tube of constant cross-section driven by a pressure gradient:

\[ Q_{ij} = \frac{\pi R_{ij}^4 \Delta P_{ij}}{8 \mu L_{ij}} , \]  

(7.14)

where \( i, j \) are the nodes joint by a single vessel segment of radius \( R_{ij} \) and length \( L_{ij} \), \( \mu \) is the fluid viscosity and \( \Delta P_{ij} = P_i - P_j \) the pressure drop across the vessel segment [Pries et al., 1990], [McDougall et al., 2002], [Secomb, 2011], [Secomb et al., 2013], [Fry et al., 2012].
7.3 Implementation of image-based modelling of muscle tissue oxygenation

In order to solve the equation (7.6) with corresponding boundary conditions (7.9) and (7.10) numerically, a method for discretisation of space and time is required. One of such techniques is the finite element (FE) method. The spatial domain in this case is broken down into certain shapes (called element), e.g., triangles, tetrahedrons, cubes. The combination of all these elements forming the entire spatial domain is called a mesh. For each of the element shapes certain basis functions are defined [Zienkiewicz et al., 2005]. The solution of the model is then calculated by minimizing the energy functional for the corners (nodes) of each shape and approximated via the basis functions for the rest of the element. In order to solve the model equations, it is converted into its weak form, for which a unique solution exists. The element size can either be uniform or adaptable to the complexity of the model domain, i.e., in our case it should be refined close to the blood vessels/red blood cells. It is important for the mesh to be fine enough so that the computed solution is a good approximation of the analytical solution [Zienkiewicz et al., 2005]. Other geometry discretization techniques include finite difference (FD) methods. However, FD are less suited to handle complex geometries, also the approximation of the solution between nodes can be less accurate using FD instead of FE. For the time derivative in equation (7.6) and (7.7) however, a finite difference discretisation is usually used, e.g., forward or backward Euler scheme or Crank-Nicolson scheme.

7.3.1 Mesh Generation and Solver Choice

As explained in the previous chapter, binary images of the background vs. tissue and vessels/red blood cells, respectively, were generated for each muscle. These images were combined into one dataset with distinct greyscale values for each domain using Fiji ImageJ. This is shown in figure 7.3, with the domains and boundaries identified. Based on such datasets the software ScanIP (Simpleware Ltd, UK) was used to generate an FE mesh based on the images. Masks for each domain were created in ScanIP 3.0-4.4 using thresholding for the respective greyscale value. ScanIP creates tetrahedron meshes. Figure 7.4 shows a ScanIP preview of a 3D mesh created based on a Microfil dataset.

Depending on the dataset, different meshing workflows have been employed. For the Microfil datasets a volume mesh for import into COMSOL Multiphysics (COMSOL AB, Sweden) was created. However, creation of volume meshes in ScanIP is computationally time and memory intensive, even more so if the dataset contains very small features requiring to be meshed, as is the case with the red blood cells. Therefore, surface meshes were created for the unstained muscle datasets, of muscle
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Figure 7.3: Image for ScanIP. After image processing, an image stack with three grey scale values was obtained, for background, tissue and vessels. Using the ScanIP software, these can be masked by simple thresholding and the respective masks of interest will be meshed with coinciding nodes of the different materials.

and red blood cell masks individually and exported the resulting files as .stl files. These meshes were for import into OpenFOAM (OpenCFD Ltd, ESI Group), where the relatively coarse surface meshes would be further refined by an specialized algorithm and extended into volume meshes.

A disadvantage of ScanIP is that it is not an opensource software and therefore the algorithms used to generate the meshes are not visible to the user. Thus, many parameters had to be determined in a “trial and error” fashion. The dimensions of the resulting mesh files were exported in mm. This was accounted for by setting the geometry dimensions in COMSOL to mm and by adjusting units for the OpenFOAM model.

All resulting models were run on the IRIDIS High Performance Computing Facility.

COMSOL Multiphysics  COMSOL Multiphysics is commercial software for solving computational fluid dynamics (CFD) problems. It allows the import of user-defined geometries and meshes or the creation of these within the software. A wide range of mathematical equations is already implemented in the software, making the description of many physical problems straightforward. However, the meshing and solving of any geometry and equation is fairly “black box”, with the user only being allowed to choose between a number of numerical solvers and adaptation of any codes is not possible. Furthermore, parallelization of codes, whilst possible, is not advantageous due to long communication times between processors. The main
advantage of COMSOL is the inclusion of all steps, i.e., creating a geometry, meshing, defining mathematical equations to be solved, solving and visualisation of results and its ease of use.

OpenFOAM OpenFOAM is a free, open source CFD based on the programming language C [ope, 2016]. It is created as a building block system of libraries, allowing users to add and delete modules as they choose. OpenFOAM is especially useful for solving large custom-built problems as parallelization is straightforward. Meshes are imported as surface meshes and will be refined by the snappyhexmesh library. The level of refinement is defined by the user. The solver schemes, i.e. time stepping, definition of gradients and interpolation schemes, are defined in fvSchemes. All schemes and tolerances can be defined by the user. This makes OpenFOAM a very adaptable solution that can be optimized for individual problems, however, it is clearly error prone depending on the experience of the user.

For import into OpenFOAM, two separate files for muscle tissue and red blood cells were created, so as to be able to define two separate boundaries, i.e., the muscle-RBC
### Parameters defining the oxygen perfusion in muscle

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
<th>Source</th>
</tr>
</thead>
<tbody>
<tr>
<td>$O_2$ Diffusion coefficient ($37^\circ$C) [$10^{-9}$ m$^2$/s]</td>
<td>2.11</td>
<td>Levick [2003]</td>
</tr>
<tr>
<td>Consumption rate in muscle at rest [$10^{-5}$ ml $O_2$/ml s], in muscle fibre type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>15.7</td>
<td>Wust et al. [2009]</td>
</tr>
<tr>
<td>IIa</td>
<td>13.82</td>
<td></td>
</tr>
<tr>
<td>IIb</td>
<td>7.85</td>
<td></td>
</tr>
<tr>
<td>Myoglobin concentration [$10^{-3}$ ml $O_2$/ml], in muscle fibre type</td>
<td></td>
<td></td>
</tr>
<tr>
<td>I</td>
<td>10.2</td>
<td>Meng et al. [1993]</td>
</tr>
<tr>
<td>IIa</td>
<td>4.98</td>
<td></td>
</tr>
<tr>
<td>IIb</td>
<td>1.55</td>
<td></td>
</tr>
<tr>
<td>Myoglobin $O_2$ saturation at half-maximum [mmHg]</td>
<td>5.3</td>
<td>Jurgens et al. [1994]</td>
</tr>
<tr>
<td>Myoglobin oxygen diffusion coefficient [$10^{-11}$ m$^2$/s]</td>
<td>1.73</td>
<td>Jurgens et al. [1994]</td>
</tr>
<tr>
<td>Intracapillary $O_2$ [mmHg]</td>
<td>20</td>
<td>Eggleton et al. [2000]</td>
</tr>
<tr>
<td>$O_2$ solubility [$10^{-5}$ ml $O_2$/ml mmHg]</td>
<td>3.89</td>
<td>Goldman &amp; Popel [1999]</td>
</tr>
<tr>
<td>$O_2$ capillary wall permeability [m/s]</td>
<td>~10^-3</td>
<td>Levick [2003]</td>
</tr>
<tr>
<td>Muscle $O_2$ at half demand [mmHg]</td>
<td>0.5</td>
<td>Honig &amp; Gayeski [1982]</td>
</tr>
<tr>
<td>Muscle $O_2$ in resting muscle [mmHg]</td>
<td>20</td>
<td>Levick [2003]</td>
</tr>
<tr>
<td>Muscle $O_2$ in exercising muscle [mmHg]</td>
<td>&lt; 5</td>
<td>Levick [2003]</td>
</tr>
<tr>
<td>End-capillary $O_2$ in resting muscle [mmHg]</td>
<td>40</td>
<td>Levick [2003]</td>
</tr>
<tr>
<td>End-capillary $O_2$ in exercising muscle [mmHg]</td>
<td>15</td>
<td>Levick [2003]</td>
</tr>
</tbody>
</table>

Table 7.1: **Model parameters as described by Al-Shammari et al. [2012, 2014]**. The parameters are given in terms of tissue $O_2$ and are converted into oxygen concentration $C$ for model implementation. The conversion parameter is 0,0016 [mol/(mmHg m$^3$)].

Interface and the muscle-air interface.

Visualisation of simulation results however needs to be performed in a separate opensource kit called Paraview (Kitware Inc., US and Los Alamos National Laboratory, US).

#### 7.3.2 Model Description and Solver Settings

The parameters used for modelling the diffusion and uptake of oxygen in muscle tissue have been summarised by Al-Shammari et al. [2012, 2014] and can be found in table 7.1. Before integration into the model, all values were converted into a description as oxygen concentration rather than $O_2$, as the implementation of the diffusion equation in COMSOL was based on concentration.
7.3.2.1 Microfil datasets in COMSOL Multiphysics

Despite the small occurrence of capillaries in the Microfil perfused datasets, the mathematical model based on the images was implemented as a proof of concept. The generated FE mesh was imported into COMSOL Multiphysics, in order to solve the mathematical model describing the nutrient flow out of the vessels into the tissue. In the tissue domain $\Omega_t$, a diffusion equation based on (7.6) was employed, with constant diffusion coefficient and no oxygen consumption, i.e.:

$$\frac{\partial C}{\partial t} = D \nabla^2 C \quad \text{in } \Omega_t,$$

where $C$ is the molecule, i.e., glucose or oxygen, concentration in mol/m$^3$, $t$ the time in seconds, and $D$ the diffusion coefficient in m$^2$/s.

The boundary conditions on the tissue-vessel interface is described by the vessel permeability boundary condition in equation (7.9):

$$- \mathbf{n}_v \cdot (D \nabla C) = k(C_0 - C) \quad \text{on } \partial \Omega_t \cap \partial \Omega_v,$$

and on the outer tissue surface the no-flux boundary condition was applied as in equation (7.10)

$$- \mathbf{n}_o \cdot \nabla C = 0 \quad \text{on } \partial \Omega_o \cap \partial \Omega_v.$$

$\Omega_o$ denotes the background/air domain surrounding the muscle tissue and $\Omega_v$ the vessel domain.

However, the boundary condition (7.9) is defined in Comsol as

$$- \mathbf{n} \cdot (D \nabla c) = g - \dot{q}c.$$

It follows for equation (7.16) $q = k$ and $\frac{\dot{q}}{c} = C_0$. $\frac{\dot{q}}{c}$ can then be determined as follows: using the intercapillary $PO_2$, $P_0 = 20$mmHg and the $O_2$ solubility $\alpha = 3.89 \cdot 10^{-5}$ mlO$_2$/mlmmHg the intercapillary oxygen concentration can be computed, i.e., $C_0 = \alpha \cdot P_0 = 7.78 \cdot 10^{-4}$mlO$_2$/ml = 3.2417 $\cdot 10^{-2}$mol/m$^3$. As 1mlO$_2$ = 4.16 $\cdot 10^{-5}$ mol, it follows $\frac{\dot{q}}{c} = 3.2417 \cdot 10^{-2}$mol/m$^3$. Furthermore, the value for $q$ given in the literature can be verified; $g = k \cdot P_0 = 3.328 \cdot 10^{-5}$mol/m$^2$s and it follows for $q = \frac{\dot{q}}{c} = 1.03 \cdot 10^{-3}$m/s, which is consistent with the permeability given in Levick [2003].

The initial conditions for the model are

$$C = 0 \quad \text{in } \Omega_t \text{ at } t = 0$$

and

$$\nabla C = 0 \quad \text{in } \Omega_t \text{ at } t = 0.$$
Convergence Test  To validate the convergence of the FE model implemented in COMSOL depending on the mesh coarseness, equation (7.15) was solved for different mesh sizes, from coarse to fine and the convergence of the solution at a number of points in time was checked. With ScanIP Free Grid meshes of coarseness -50 to +10 were created, i.e., very coarse to fine meshes. Figure 7.5 shows the different solutions for the coarsenesses of -50 and +10 at \( t = 5s \).

Figure 7.6 shows the mean error of meshes with coarseness 0 to -50 compared to the solution obtained using a mesh of coarseness (fineness) +10 for 1000 data points. The graph suggests a trend of better convergence for the finer meshes. Thus, a mesh of coarseness -20 provided for sufficiently good results.

7.3.2.2 Unstained dataset in OpenFOAM

The original OpenFOAM model used in this thesis was based on a modified LaplacianFoam solver. The initial modifications and OpenFOAM implementation was created in the soil sciences context by Dr. Keith Daly, a postdoctoral research fellow in the Bioengineering Sciences research group at UoS. Adaptations to the model including implementation of the non-linear Michaelis-Menten kinetics, mesh refinement and adaptation of time stepping algorithm were made by Berit Zeller-Plumhoff after consultation with Dr. Daly.

The equation

\[
\frac{\partial C}{\partial t} = D \nabla^2 C - M(C) \quad \text{in } \Omega,
\]

was solved for constant consumption \( M(C) = M_0 \) and Michaelis-Menten kinetics

\[
M(C) = \frac{M_0 C}{C + C_{50}} \quad \text{with } C_{50} = 8.1 \cdot 10^{-4}\text{mol/m}^3 \]

the muscle oxygen concentration at half demand (taken from table 7.1). The case of constant consumption is not physiological and results in negative oxygen concentrations but was solved because of the ease of obtaining a solution. For the non-linear Michaelis-Menten it was necessary to use a mixed Crank-Nicolson and implicit Euler scheme to be able to solve the equation numerically. The solver was defined to be CrankNicolson 0.9 in \( \text{fvSchemes} \). The parameter \( \phi = 0.9 \) in this case defines the blending between both methods, with \( \phi = 1 \) being a pure Crank-Nicolson scheme and \( \phi = 0 \) a pure implicit Euler scheme ope [2016]. The default setting of \( \phi = 0.9 \) increases the stability of the otherwise possibly unstable Crank-Nicolson scheme. For constant consumption functions it was possible to employ the faster implicit Euler algorithm. In both cases all other solver schemes were to linear Gaussian interpolations.

In order to capture the very small red blood cells, it was necessary to refine the mesh around these by halving the size of all edges at least 5 times. No refinement of the muscle surface was performed.

For implementation, the model dimensions were changed into \( [C] = \text{nmol/mm}^3 \), such
Figure 7.5: **Solution of equation (7.15) with BCs (7.9) and (7.10) at \( t = 5\) s for the finest and coarsest mesh settings.** Different mesh coarsenesses of ScanIP’s Free Mesh module where compared to test the Comsol model for convergence. Figure 7.6 shows the corresponding convergence graph. Note that the equation was solved for glucose, not oxygen.
Figure 7.6: **FEM convergence plot** The graph suggests a trend of convergence for finer meshes (read graph from right to left). Wishing for an accuracy of $< 0.01$, it is necessary to create meshes with ScanIP using a coarseness of at least -20.

that in equation (7.16) $k = 1$mm. Furthermore, as $D/k << 1$ the boundary condition (7.16) was approximated $C = C_0$. A no-flux boundary condition was implemented at the air-tissue interface. The initial condition was set to $C(0) = C_0$.

It was assumed that all red blood cells were fully saturated with oxygen and remained so over time.

Tissue oxygenation could not be solved for CHF4, HFC1 and HFHF4 muscles for the non-linear case as the geometry was too complicated.

### 7.4 Results

#### 7.4.1 Results for Microfil sample oxygenation

Equation (7.15) was solved for the diffusion of oxygen within the whole tissue of a Microfil perfused muscle for $t = 0, ..., 1$ s. Figure 7.7 shows the solution at $t = 1$ s. The insufficient perfusion due to few capillaries being present within the muscle tissue can be observed.

Therefore, no further modelling based on the Microfil samples was performed. Solving this model for the case of Michaelis-Menten kinetics was not possible, as memory requirements exceeded the available resources on the Iridis computing cluster.
Figure 7.7: **Oxygen diffusion in whole tissue at** $t = 1\text{s}$. The vessels were perfused with Microfil and the model solved using Comsol for $M(C) = 0$. Within 1 s the whole muscle tissue should be perfused, which is not the case for the present muscle due too the low perfusion.

### 7.4.2 Results for unperfused sample oxygenation

Figures 7.8 and 7.9 displays the results of the tissue oxygenation in the case of Michaelis-Menten kinetics for an exemplary muscles of each of the dietary groups. The results of both the constant and non-linear consumption cases are given in table 7.2 and the group means are displayed in figure 7.10.

In the constant case the muscle tissue oxygenation between groups was different but missed the threshold for statistical significance closely ($p=0.094, F=2.8$). Such a dependence on diet was not observed for Michaelis-Menten kinetics ($p=0.116, F=2.8$). However, the observed power in this case was only 44%, clearly suggesting that a larger groups ought to be investigated. Furthermore, as the relationships between values appear similar for constant and non-linear consumption, it is possible that the three missing solutions for Michaelis-Menten kinetics negatively affect the statistical significance.

#### 7.4.2.1 Structural parameter - oxygenation relationship

For each muscle the mean oxygen concentration within the modelled cubic muscle volume was computed. The mean oxygen concentration vs. each structural parameter and the respective fitted linear regression lines are displayed in figure 7.11. The respective linear regression lines was computed in Origin8.1 (which uses the least squares method), returning also the adjusted $R^2$ that determines the quality of the
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Table 7.2: Results for mean tissue oxygen concentration and partial pressure for unperfused samples for constant consumption and Michaelis-Menten kinetics. The mathematical model was created based on the phase contrast-based SR CT images of red blood cells in the soleus muscle of mice of the animal model of developmental priming. The model was solved in OpenFOAM.

<table>
<thead>
<tr>
<th>Muscle ID</th>
<th>Michaelis-Menten kinetics</th>
<th>Constant oxygen consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>E-02 mol/m³</td>
<td>mmHg</td>
</tr>
<tr>
<td>CC1</td>
<td>3.004 ± 0.251</td>
<td>18.56 ± 1.55</td>
</tr>
<tr>
<td>CC2</td>
<td>3.094 ± 0.144</td>
<td>19.12 ± 0.89</td>
</tr>
<tr>
<td>CC3</td>
<td>2.997 ± 0.253</td>
<td>18.52 ± 1.56</td>
</tr>
<tr>
<td>CC4</td>
<td>3.097 ± 0.15</td>
<td>19.14 ± 0.93</td>
</tr>
<tr>
<td>CC5</td>
<td>3.021 ± 0.255</td>
<td>18.67 ± 1.58</td>
</tr>
<tr>
<td>CHF1</td>
<td>3.086 ± 0.141</td>
<td>19.07 ± 0.87</td>
</tr>
<tr>
<td>CHF3</td>
<td>3.034 ± 0.22</td>
<td>18.75 ± 1.36</td>
</tr>
<tr>
<td>CHF4</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HFC1</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>HFC2</td>
<td>3.132 ± 0.12</td>
<td>19.35 ± 0.74</td>
</tr>
<tr>
<td>HFC4</td>
<td>3.102 ± 0.139</td>
<td>19.17 ± 0.86</td>
</tr>
<tr>
<td>HFHF2</td>
<td>3.012 ± 0.214</td>
<td>18.61 ± 1.32</td>
</tr>
<tr>
<td>HFHF3</td>
<td>2.991 ± 0.268</td>
<td>18.48 ± 1.66</td>
</tr>
<tr>
<td>HFHF4</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

7.5 Discussion

From the computed $R^2$ values it follows that the best measures to predict muscle tissue oxygenation are indeed the 3D volume fraction, followed by the 3D mean distance measure from each point in the tissue to the next capillary (RBC spacing). Overall all 3D measures show a better fitting (except fractal dimension) than the 2D measures.
capillary density and capillary-to-fibre ratio. This was to be expected, as the 2D measures fail to incorporate 3D variations in the microvascular structure. Furthermore, the capillary-to-fibre ratio does not take into account any area or volume of tissue oxygenation, thus performing poorly in predicting it. The capability of the capillary density to predict oxygen supply however is likely to increase if it were to be computed over a larger number of SR CT slices, as more variations would then be taken into account. However, it would still only take into account the number of oxygen exchange points in each slice and not the exchange surface, which is a better predictor for the overall oxygen exchange and thus tissue oxygenation. This fact is taken into account in the volume fraction measure, especially if it is assumed that the capillary diameter is (quasi-)constant, which then linearly links vessel volume to vessel surface. Finally, the mean distance to the next RBC (in 3D) expectedly emerged as one of the best predictors for tissue oxygenation, as the tissue oxygenation was governed by diffusion and thus mainly depending on the diffusion distance. A higher value \( R^2 \) might be computed if the mathematical model took into account the soft tissues present in the muscle other than muscle fibres.

Solving the model numerically was computationally very expensive. It required 8 computing nodes with 12 processors each and between 15 to 72 hours for the non-linear consumption function to be solved using the mixed Crank-Nicolson scheme.

As a proof of concept, it was further shown that the image-based modelling based on images of the Microfil perfused datasets in COMSOL Multiphysics was possible, however, the perfusion was insufficient, i.e. within one second the whole muscle should be supplied with oxygen, especially as no oxygen consumption was applied. Furthermore, in this model, all blood vessels were assumed to be exchanging oxygen with the muscle tissue, a task which in reality would be limited to the microvasculature only. Thus, the resulting tissue oxygenation as presented above is still overestimating the actual oxygen supplied by the visualised dataset.

Clearly, the supply of oxygen to muscle tissue as modelled through the visualisation of red blood cells is more realistic and withstands the application of oxygen uptake. Whilst it is unrealistic for all red blood cells present in the muscle to be fully saturated with oxygen to be supplied to the tissue, it is a first approximation of the reality.

### 7.6 Summary

An overview of existing mathematical models for modelling oxygen delivery to muscle tissue was presented, with particular respect to image-based models. The main equations used in modelling the oxygen delivery were introduced and the implementation of these equations in this work was presented. It was shown that the
vascular network obtained through µCT imaging of Microfil-perfused muscle samples is incapable of supplying sufficient oxygen to the tissue. However, utilising the phase contrast-based SR CT images to assess oxygen supply in the different dietary groups showed that 3D morphological parameters are better predictors of tissue oxygenation than 2D parameters.
Figure 7.8: Tissue oxygenation with Michaelis-Menten consumption for exemplary muscle of the CC and CHF group. The oxygen diffuses from the red blood cells, where it is at its highest concentration, to the tissue where it is consumed.
Figure 7.9: Tissue oxygenation with Michaelis-Menten consumption for exemplary muscle of the HFC and HFHF group. The oxygen diffuses from the red blood cells, where it is at its highest concentration, to the tissue where it is consumed.
Figure 7.10: **Mean tissue oxygen concentration for non-linear Michaelis-Menten kinetics (red) and constant consumption (blue).** The means (± standard deviation) are given for all groups. $N=5$ for CC and $n=3$ or $n=2$ for CHF, HFC and HFHF groups for constant or non-linear consumption, respectively. Due to non-physiological negative concentrations the variability is significantly larger in the case of constant consumption.
Figure 7.11: Tissue oxygen concentration dependence on structural measures for all muscles. The mean tissue oxygenation based on Michaelis-Menten kinetics has been plotted against the computed structural parameters. A linear regression line was fitted for each plot and the quality of the fit was determined as $R^2$. The best fits exist for the measures of volume fraction and mean distance whilst capillary density, fractal dimension and capillary-to-fibre ratios are poor predictors of tissue oxygenation.
Chapter 8

Conclusions and future work

Image-based modelling of skeletal muscle oxygenation is a challenging process. At present, only a few models are based on 3D physiological data. As the microvasculature is a complex 3D network its structure needs to be assessed in according detail to obtain information about its capability to deliver oxygen. A wide range of imaging methods for soft tissue imaging exists, but only few provide the capability to capture small capillaries at whole organ scale. Structural parameters that are currently in use to investigate this capability in health and disease need to be assessed by mathematical modelling of tissue oxygenation to evaluate their relevance. This thesis developed a new work flow of obtaining images of the 3D architecture of the murine skeletal muscle vasculature, performed structural analysis on the networks and employed a mathematical model to simulate the oxygen flow out of the vessels into the tissue.

Figure 8.1 displays requirements regarding the workflow from the point when images of the microvasculature have been obtained until the final analysis of the results. Clearly, this process is very time expensive and requires dedicated resources. Furthermore, each step of the workflow involved a number of processes in which limitations arose, some of which could be circumvented but not all. These limitations were discussed in the respective chapters and are summarised in table 8.1. Overall, this limits the trust we can put into the total numbers of the results of this study. Nevertheless, the workflow was applied consistently to each muscle, thereby granting confidence in the relationships obtained from the structural analysis and the link between structural parameters and muscle tissue oxygenation.

X-ray phase contrast computed tomography has been shown to enable the visualisation of red blood cells within the muscle microvasculature in a fashion that allows for further image-based modelling of oxygen supply to the muscle tissue. This was not possible using more traditional contrasting methods such as perfusion of the microvasculature and staining of the muscle tissue to enhance soft tissue contrast for
Figure 8.1: Implemented workflow of image-based modelling including times and requirements for each step.
### Chapter 8 Conclusions and future work

#### Table 8.1: Tabulation of all processes in the workflow and limitations that may have arisen with ways of circumvention. The workflow from sample preparation over imaging and validation is error prone, but it was applied in a consistent manner. Therefore, the relationships determined for structural parameters and tissue oxygenation are valid.

<table>
<thead>
<tr>
<th>Process</th>
<th>Limitations</th>
<th>Circumvention</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Sample Preparation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Different stresses on animal</td>
<td>Differing RBC numbers</td>
<td>-</td>
</tr>
<tr>
<td>Fixation</td>
<td>Shrinkage</td>
<td>Clamp muscle</td>
</tr>
<tr>
<td>Dehydration</td>
<td>Shrinkage</td>
<td>Clamp muscle</td>
</tr>
<tr>
<td><strong>Imaging</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sample-to-detector distance</td>
<td>Resulting edge enhancement and contrast</td>
<td>Parametric Study</td>
</tr>
<tr>
<td>Scintillator skew</td>
<td>Sharpness and greylevels</td>
<td>Post-imaging correction</td>
</tr>
<tr>
<td>Phase-retrieval parameters</td>
<td>Resulting edge enhancement and contrast</td>
<td>Parametric study around current optimum</td>
</tr>
<tr>
<td><strong>Processing and segmentation</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Bandpass filtering</td>
<td>Highlighting too many/few features</td>
<td>Parametric Study</td>
</tr>
<tr>
<td>Thresholding</td>
<td>Pre-segmenting too many/few features</td>
<td>Parametric Study</td>
</tr>
<tr>
<td>Manual segmentation</td>
<td>Incorrect segmentation</td>
<td></td>
</tr>
<tr>
<td>Segmentation of RBCs only</td>
<td>Incorrect modelling results</td>
<td>Segment all features</td>
</tr>
<tr>
<td><strong>Validation of SR CT images</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Microtoming</td>
<td>Shearing</td>
<td>numerous trials</td>
</tr>
<tr>
<td>Dewaxing</td>
<td>RBCs flowing away</td>
<td>-</td>
</tr>
<tr>
<td>Inexperience in staining</td>
<td>background staining</td>
<td>numerous trials</td>
</tr>
<tr>
<td>Image correlation methods</td>
<td>wrong numbers</td>
<td>optimization</td>
</tr>
<tr>
<td>Counting bias</td>
<td>wrong results</td>
<td>second blinded observer</td>
</tr>
</tbody>
</table>

\(\mu\)CT imaging. Apart from visualisation of blood vessels, phase contrast-based SR CT further enabled the detection of changes in muscle spindle density and intramuscular fat content in an animal model of developmental priming, consistent with previous literature. This thesis showed that in animals fed a fat-rich diet post weaning led to the development of features typical for the metabolic syndrome [Torrens et al., 2012], such as increased muscle volume and fat volume or decreased muscle fibre number per unit volume of muscle and spindle density. It has further become clear that a double high-fat diet in dam and offspring has a significantly negative effect on the number of muscle fibres per muscle volume and fat content. This could be an indication for the decline in muscle performance as observed in mice fed a HF diet [Tam et al., 2015] and offspring of dams fed a “junk food” diet [Bayol et al., 2009].

However, no dependence on dietary group of structural parameters assessing the capillary network were observed, other than the mean distance to the next red blood cell for each point in the muscle tissue, i.e., the RBC spacing. This parameter was closely linked to the tissue oxygenation capabilities of the capillary network. In
conclusion, maternal and offspring diet affect the spacing of the recruited/perfused capillary and possibly that of all capillaries, which was closely linked to muscle tissue oxygenation as also discussed in Frisbee et al. [2016].

To summarise, this thesis has expanded the body of knowledge in the following:

- it has been shown that skeletal muscle microvasculature can be visualised in 3D using phase contrast SR CT such that structural parameters can be determined;
- it is possible to image red blood cells rather than the vasculature itself, which enables image-based modelling with realistic haematocrit information;
- 3D structural parameters, i.e., volume fraction and RBC spacing, have been shown to have a greater ability in predicting muscle tissue oxygenation than traditionally used 2D measures capillary density and capillary-to-fibre ratio;
- the combination of maternal and offspring high-fat diet influences the spacing of RBCs, but appears to have no effect on other structural measures.

8.1 Future work

A first step in future work should be the segmentation of all different soft tissue features in a control muscle and to include the different oxygen diffusion/consumption behaviours of each of the different tissues in the mathematical model of tissue oxygenation. This would allow the analysis of how important the presence and identification of these tissues is.

Furthermore, as it was assumed that oxygen diffuses in the same way out of all types of microvessels for the modelling of the muscle perfusion in the Microfil perfused muscle. In a next step different mass transfer coefficients for the different microvessels should be considered and potentially the diffusion of oxygen into capillaries from neighbouring arterioles. For modelling based on the images of the unstained muscles it should be taken into account that not all red blood cells are fully saturated with oxygen at all times. To this end it would be possible to measure the distance of each red blood cell to the next artery/arteriole (which is possible if these are segmented individually) and weigh the oxygen saturation accordingly. At the same time a random algorithm for the oxygen saturation of the RBCs could also be used (with the same total available oxygen) to investigate how important such a weighing function would be.

Additionally, as the length scales of RBCs ($d = 5 \, \mu m$) and muscle tissue ($D = 2 \, mm$) are very different and in fact $d/D << 1$ it would be in the interest of saving computational resources to consider a homogenization technique for modelling [Daly & Roose, 2015]. However, for these techniques it is necessary that the red blood cells be reasonably
uniformly distributed within the tissue volume, which in this very case was still to be investigated.

More future work could also include the further modelling of the influence of tortuosity on oxygen perfusion as outlined in appendix C. Further work should take into account different consumption rates and the influence of additional blood vessels.

Figure 3.1 in chapter 3 showed that the only other imaging technique that may provide sufficient resolution while penetrating a whole mouse soleus muscle would be light sheet fluorescence microscopy (LSFM) and to use it to build a three dimensional image after fluorescence staining of the vascular endothelium. The LSF microscope at the biomedical imaging unit at Southampton general hospital (SGH) involves five laser diodes, working at 405 nm, 488 nm, 561 nm, 640 nm and 785 nm, respectively [Page, 2014]. If clearing of the muscle tissue can be performed with sufficient quality and a fluorescent stain of the vascular endothelium can be found that diffuses sufficiently through a large muscle volume it would be possible to do comparative imaging - at least of a cubic volume from the belly region of the muscle - and compare results regarding structural parameters from this imaging technique and SR CT. As staining for histology is possible in muscle that has previously been imaged using SR CT this could be done subsequently, so as to provide a best comparison.

Furthermore, in the report presented for continuation towards a PhD and in the proposal for the SLS I had suggested to grow vascular networks in vitro in a growth medium and image these using phase contrast imaging as well. The in vitro grown vascular networks would be divided into a control group and a group challenged by addition of an adipose environment to study the impact of this outside the body. The growth of these networks was trialled by collaborators at SGH but remained unsuccessful until imaging at the SLS. Consequently the project was dropped. However, it is still a problem of interest, especially as not only the influence of an adipose environment but also the possibly positive influence of VEGF factors or other enzymes could be tested. For further work I would therefore suggest to take this project up again; although 3D imaging in the first instance would not be essential and until good results were obtained light microscopy and/or confocal microscopy might well be sufficient to assess the resulting networks.

Finally, in the course of this PhD and in conjunction with two IP projects in 2014/2015 and 2015/2016 with students Deck Tan and Marie Wallis, respectively, I had begun to investigate the optimization of setting for phase contrast imaging on the Zeiss/Versa 510, see appendix D. To an extent this has already been performed by Bidola et al. [2015]. However, first trials based on an unperfused control muscle suggested that indeed the source-to-sample and sample-to-detector distances for visualisation of the soft tissues in muscle are required to be significantly larger than suggested by Bidola et al. [2015]. However, implementation of the Paganin phase retrieval for the datasets obtained on the Versa 510 was not yet successful and it was thus not possible to
compare contrast-to-noise ratios based on the phase retrieved reconstructions and compare the resulting images with the gold standard SLS images. Ideally it will be possible to continue this work and perform the phase retrieval and ultimately publish a paper building upon the work of Bidola et al. [2015].
Appendix A

Imaging methods

A.1 Light based methods

A.1.1 Light microscopy

Light microscopy (LM) was the first form of microscopy, introduced around 1600 as a single lens microscope. Since then light microscopy has evolved and reached its interim maximum resolution of 0.2 \( \mu \text{m} \) in the 19th century. Recently, methods have been developed to image at so-called superresolution, i.e. in the range of tens of nanometers [Murphy & Davidson, 2012].

Different forms of light microscopy exist, i.e., polarising, phase contrast and fluorescence microscopy. These use different techniques to make specimen features visible. Fluorescence microscopy uses autofluorescence or fluorescence of a specific stain to make features visible in different colours, whereas phase-contrast microscopy can detect the different phase-shifts of the light coming through a sample. Similarly, a polarising microscope detects the change in light polarisation [Murphy & Davidson, 2012].

A relatively recent development of LM is the so-called lightsheet fluorescence microscopy (LSFM), where a laser is used to create a green light sheet, which excites a 4 \( \mu \text{m} \) thick plane within the sample and detects the fluorescent response [Santi, 2011]. This technique is able to image samples up to 1 cm\(^3\), which prevents the highly destructive sectioning of samples for viewing with LM. The in-plane resolution of LSFM is close to that of LM, i.e., about 1 \( \mu \text{m} \) [Santi, 2011]. Samples need to be auto-fluorescent or be stained with fluorescent markers to be excited and emit a response signal.
A.1.2 Confocal laser scanning microscopy

Confocal laser scanning microscopy (CLSM) is fluorescence microscopy with the advantage that it has a greater depth of field due to the reduction of out of focus light via a pinhole. As CLSM is based on fluorescence, staining of samples is necessary, unless they are autofluorescent. The depth of field is limited to 50-100 µm and a CLSM can achieve a resolution of about 100 nm [Kiessling et al., 2010]. Some studies have reported a penetration depth of up to 1500 µm [Dickie et al., 2006]. CLSM has been used to image the 3D microvasculature in skeletal muscle by Cebasek et al. [2010], Murakami et al. [2010], Lee & Smith [2008b], Benedict et al. [2011] and Janacek et al. [2009].

A.1.3 Photon laser scanning microscopy

An imaging technique that has proven to be very useful for the imaging of in vivo samples is single-photon and multi-photon laser scanning microscopy (SPLSM, MPLSM) used by Jain et al. [2013] to image microvasculature in an area of 150 µm or 600 µm around a tumour. For the imaging, window interfaces are inserted into the mouse. This is necessary, as tissue penetration is only 400-1000 µm [Kiessling et al., 2010]. The resolution that can be obtained with this technique goes down to a few micrometres [Lechleiter et al., 2002].

A.1.4 Optical coherence tomography/optical microangiography

Optical coherence tomography (OCT) is a non-invasive technique based on the interference of two light arms, a sample arm that is reflected from the sample and a reference arm that is reflected by a mirror Leahy [2012]. OCT can be expanded to observe Doppler shift created by moving RBCS (then called DOCT), which is useful for in vivo imaging [Vakoc et al., 2012]. The depth limit of an OCT system is usually no more than 2 mm, the interferometer resolution is 5-10 µm and the transverse resolution varies from 5-30 µm, depending on the focused beam size [Vakoc et al., 2012]. OCT and MPLSM are techniques that can be used to complement results obtained by µCT.

A.1.5 Laser speckle contrast imaging

Laser speckle (LS) is based on the effect of interference after illumination of tissue by a laser. The speckle pattern changes with the movement of red blood cells, which causes a blurring of the image, depending on the velocity of the movement. The speckle pattern is then recorded using a camera and colour-coded for visualisation. Penetration depth into tissue is between 500 µm and 1 mm [Hecht et al., 2012]. LS
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contrast imaging is also used for \textit{in vivo} imaging, e.g. Rege \textit{et al.} [2012] use laser speckle imaging to observe processes in wound healing angiogenesis. An advantage of this method is that it can measure vessels of diameter down to 10 – 15 $\mu$m without the necessity to use a staining agent and the field of view can have a size of 6 mm $\times$ 6 mm [Rege \textit{et al.}, 2012].

A.1.6 Laser doppler flowmetry

Laser Doppler flowmetry (LDF) uses the Doppler frequency shift resulting from scattering of coherent light by moving objects, e.g. moving RBCs in the microcirculation [Leahy, 2012]. In single point LDF, the measurements are taken using optical fibres guiding the light between laser source, tissue and detector. This method is very prone to errors, as minor movement may change the light path within the optical fibres. Similarly, temperature variability can have a noise effect on the measurements [Leahy, 2012]. Furthermore, LDF works with arbitrary units such as flux, which makes quantification of measurements difficult. The measurement depth of LDF depends on the source-detector distance and is usually less than 1 mm. The spatial resolution of LDF is about 10 $\mu$m [Michelson \textit{et al.}, 2001]. This makes the actual resolution of different capillaries impossible.

A.2 Electron based methods

A.2.1 Scanning electron microscopy

Scanning electron microscopy (SEM) uses of a high-voltage electron beam, to excite the atoms on the surface of the specimen material. These then emit secondary electrons or backscatter the electrons of the beam, which is recorded by detectors within the SEM. Thereby, a quasi three dimensional image of the surface is created [Thornton, 1968]. High-resolution SEM reach resolutions of about 2 nm [Kiessling \textit{et al.}, 2010]. SEM has often been used for the imaging and quantification of vascular corrosion casts [Konerding \textit{et al.}, 1995], [Konerding \textit{et al.}, 1999], [Konerding \textit{et al.}, 2001], [Folarin \textit{et al.}, 2010].

Recent developments permit three dimensional imaging via SEM, by including an automated diamond knife in the machine. This technique is known as \textit{serial block-face SEM}. As with TEM, ultrathin sections of the sample are cut away from the surface. However, instead of scanning the section cut, it is disposed of and the new specimen surface is scanned [Page, 2014].
A.2.2 Transmission electron microscopy

Transmission electron microscopy (TEM) is based on illumination of the specimen by an electron beam in comparison to normal light in LM. Due to scattering of the electrons when hitting a material of high atomic Z-number within the sample or them just passing through the sample, contrast is achieved, as only the electrons passing straight through an aperture behind the specimen are collected by the objective lens. For this, the samples must be relatively thin cut, i.e. about 100 nm at the most [Kiessling et al., 2010], using an Ultramicrotome. TEM yields a much better resolutions than LM, i.e., of about 0.2 nm, which makes it very useful for the scanning of very small features within the endothelial cell wall, e.g., the vesicles. High-resolution TEM was later introduced and permits a resolution below 50 pm. However, the sensitivity of the instruments is very high and requires special conditions, such that no vibrations and external magnetic fields interfere when the machine is operated [Kiessling et al., 2010].

The disadvantage of TEM is the lengthy procedure of cutting ultra-thin sections.

A.3 X-ray based methods

A.3.1 Micro-computed tomography

Micro-computed tomography (µCT) is a non-destructive 3D imaging techniques that makes use of the different X-ray absorption coefficients of different materials. Images are obtained at 360 degrees of a sample, which are then reconstructed to form an volumetric representation of the sample [Landis & Keane, 2010].

The advantages of µCT are its non-destructive nature, the low resolution that can be obtained and a relative scanning speed when compared to other 3D imaging techniques [Kiessling et al., 2010]. µCT can reach a resolution of 700 nm which can be lowered further when using synchrotron-based µCT (SR CT), where the X-ray spectrum is monochromatic. Even higher resolutions of tens of nanometers can be achieved using so-called X-ray nanotomography (nano-CT). This is based on the same principles, but usually involves optical elements, such as Kirkpatrick-Baez (KB) mirrors or Bragg multiplier systems between source and sample, to create a magnified image on the detector [Withers, 2007]. A KB mirror system is for example implemented at the European Synchrotron Radiation Facility (ESRF) at beamline ID16A-NI, where imaging down to 10 nm image resolution at 17 keV is possible [Hesse et al., 2015, ESR, 2016].
A.4 Magnetic pulse based methods

A.4.1 Micro-magnetic resonance imaging

Micro-magnetic resonance imaging (\(\mu\)MRI) is based on the alignment of a proton’s spin when subjected to a static magnetic field. If the magnetic field is pulsed the spin orientation changes and the spin changes back to the initial orientation with a delay to the magnetic field. This delay, called spin echo, can be measured as a change in voltage in the magnetic coils and is different for different types of material. Usage of magnetic field gradients then enables the localization of respective tissues and a three dimensional image is reconstructed using a Fourier transform based backprojection algorithm.

\(\mu\)-MRI has high soft-tissue contrast [Morishige et al., 2010], however, the spatial resolution is limited to about 60 \(\mu\)m [Kim et al., 2012]. Also, imaging is relatively slow in comparison to other techniques [Kiessling et al., 2010]. Its advantage in comparison to \(\mu\)CT is its suitability for in vivo imaging, as no radiation is present therefore no harm is done to the animal unless ferromagnetic objects are present.

A.5 Positron based methods

A.5.1 Positron emission tomography

Micro positron emission tomography (micro-PET) is based on the emission of positrons from a radioactive material injected into the tissue. These travel through the tissue and collide with electrons, thereby emitting a pair of photons which can be recorded by detectors. However, due to the short travel distance of the positrons, the spatial resolution of micro-PET is limited to about 2 mm [Leahy, 2012]. PET is often used jointly with \(\mu\)CT or in its more advanced form of single photon emission computed tomography (SPECT), which has a slightly better resolution of 1 mm [Leahy, 2012]. This combination of imaging methods allows for the observation of trafficking of substances and particles through the body [Kircher et al., 2008], [Nahrendorf et al., 2009].

A.6 Acoustic waves based methods

A.6.1 Photoacoustic tomography

In photoacoustic tomography (PAT) a short-pulsed laser beam excites the RBCs, which expand through the increase in temperature and thereby emit ultrasonic waves of high
frequency [Leahy, 2012]. From these waves, the RBCs can be localized and a 3D image of the microcirculation can be reconstructed. However, ultrasonic waves are scattered by tissue, thereby limiting the depth of field to about 1 mm. The lateral resolution of PAT is about 50 µm [Leahy, 2012]. Laufer et al. [2012] uses PAT for preclinical in vivo imaging of tumour vasculature, as it allows the dynamic observation of tumour growth.
Appendix B

Histology protocols

The following protocols were provided by the histochemistry research unit of the University of Southampton and are copyrighted.

B.1 H&E stain

Method:

1. Dewax sections in clearene, hydrate through graded alcohols to water
2. Wash in distilled water for 5 minutes
3. Stain in Mayers Haematoxylin for 5 minutes
4. “Blue” in running tap water for 5 minutes
5. Stain in eosin for 5 minutes
6. Rinse very briefly in distilled water
7. Dehydrate through alcohols (1min each), clear in clearene (2mins each) and mount in pertex

Results:
Nuclei - Blue/Black
Cytoplasm - Varying shades of pink
Muscle Fibres - Deep pinky red
Red blood cells, eosinophils - orange red
Fibrin - deep red
B.2 Avidin biotin-peroxidase technique for paraffin sections

Method: Includes avidin biotin and culture medium blocking stages. All stages are at room temperature unless otherwise stated.

1. Deparaffinise sections in clearene (2x10mins) and rehydrate through graded alcohols (3x5mins) to 70%.
2. Inhibit endogenous peroxidase with 0.5% hydrogen peroxide in methanol (make fresh), 10 mins.
3. Wash TBS 3x2mins.
4. Perform microwave pretreatment (see B.3) for antigen retrieval procedure for primary antibody.
5. Drain slides and apply avidin solution, 20mins.
6. Rinse TBS, 3x2mins.
7. Drain slides and apply biotin solution, 20mins.
8. Rinse TBS, 3x2mins.
9. Drain slides and apply culture medium, 20mins.
10. Drain slides and apply primary antibodies at appropriate dilutions, incubate overnight at 4°C.
11. Wash TBS, 3x5mins.
12. Drain slides and apply biotinylated second stage antibodies at appropriate dilutions, 30mins.
13. Wash TBS, 3x5mins.
14. Drain slides and apply avidin biotin-peroxidase complexes at appropriate dilution, 30mins.
15. Wash TBS, 3x5mins.
16. Drain slides and apply DAB, 5mins.
17. Rinse in TBS.
18. Wash in running tab water, 5mins.
19. Counterstain sections with Mayer’s haematoxylin.
20. Blue sections in running tab water, 5mins.
21. Dehydrate through graded alcohols (3x1min), clear in clearene (3x2mins) and mount in pertex.
B.3 Microwave pretreatment

Buffer Formula - 0.01 M Citrate buffer pH 6.0
Citric acid crystals 2.1 g
Distilled Water 1000 ml
Mix and adjust pH to 6.0 with 1M sodium hydroxide (approximate 25 ml)

Method:

1. Fill three plastic staining racks with 24 slides (leaving one gap) and place each in a polythene box. To maintain a constant load 3 racks and boxes are always used. Use blank slides if necessary
2. Fill each box with 330 ml of prepared buffer Place the perforated lid firmly on the box.
3. Place the 3 boxes in the microwave, placing each one at the edge of the plate, evenly spaced with a small gap between each box.
4. Set the microwave to 25 minutes and 50% power. Start and allow to run.
5. When the time has elapsed, remove one box at a time. CARE AS IT WILL BE HOT - WEAR INSULATED GLOVES AND FACE SHIELD. Remove the lid and fill quickly with cold running water. Leave all 3 racks in running water for 2-3 minutes.
6. Place the slides back in the staining trays, wash in TBS 2x5mins, before continuing with the IHC protocol.

B.4 Martius yellow scarlet blue (MSB) trichrome

Method:

1. Dewax sections in clearene, hydrate through graded alcohols to water
2. Stain with Weigert’s haematoxylin, 5mins.
3. Blue in running tap water, 5mins.
4. Rinse in 95% alcohol.
5. Stain with Martius Yellow, 2mins.
6. Rinse in water.
7. Stain with Crystal Ponceau, 10mins.

8. Wash in water.

9. Treat with Phosphotungstic acid solution, 5mins.

10. Stain with aniline blue, 5mins.

11. Wash and blot dry.

12. Dehydrate through alcohols (1min each), clear in clearene (2mins each) and mount in pertex.
Appendix C

Testing the Influence of Tortuosity

C.1 Hypothesis

Based on the study of the work of Al-Shammari et al. [2012], the question of how realistic two-dimensional modelling of tissue oxygenation was posed. Clearly, if the assumption holds that all blood vessels are straight and parallel to each other, then there is no difference in a two-dimensional and a three-dimensional model if the transverse section the 2D model is based on was cut perfectly perpendicular to the blood vessels. However, the more tortuous the blood vessels are, the more the nutrient flow in $z$-direction may have to be taken into account. To our knowledge only little work has been performed towards studying the difference in nutrient diffusion patterns for different vessel tortuosities. This was done by Goldman & Popel [2000] who investigated the influence of tortuosity and anastomoses on tissue oxygenation and the work of Penta & Ambrosi [2015] who investigated the influence of tortuosity on hydraulic conductivity and the consequences for drug delivery in cancerous networks. Goldman & Popel [2000] found that a tortuous network resulted in a slightly higher tissue PO$_2$ than straight networks, i.e., $21 \pm 5.67$ as opposed to $20 \pm 5.6$ mmHg, which was not a significant difference. However, the authors looked at a set number of parallel blood vessels with only one kind of tortuosity, which a sinusoidal wave of 50 $\mu$m wavelength and 8 $\mu$m amplitude. Penta & Ambrosi [2015] showed a significant decrease (50\%) of drug concentration for tortuous vessel networks in comparison to straight networks. Therefore, it was of interest to investigate the difference in tissue oxygenation for different metabolic consumption rates and a number of different vessel tortuosities.
C.2 Model

A blood vessel was modelled with varying tortuosity within a tissue segment. Table C.1 describes the parameters that were used to define the model. The blood vessel tortuosity was described by a parametric sinusoidal wave:

\[
\begin{pmatrix}
  x \\
  y \\
  z
\end{pmatrix} = \begin{pmatrix}
  a \sin(bs) \\
  0 \\
  s
\end{pmatrix} \quad \text{with } s \in [H_1 - H_2, ..., H_2].
\]  

(C.1)

This parametric curve gives the centre point for a circle with radius \(d/2\) that is swept along it in \(z\)-direction, which results in a tortuous blood vessel. The tissue segment was modelled by a cylinder of height \(H\) with hexagonal base. The side length of the cylinder is given in table C.1. The blood vessel was placed in the middle of the cylinder. The resulting geometry is shown in figure C.1.

The choice of the hexagonal form was based on the hexagonal distribution of blood vessels within muscle tissue and all parameters were chosen to reflect physiological values.

In order to compare the simulation results to those done on 2D sections, the same simulations were performed on a cross-section of the blood vessel and tissue geometry. The height \(QZ\) of this cross-section varies along the height of the cylinder. Two types of equations have been solved, one simple diffusion equation (7.15) and one diffusion-reaction equation (7.6). The boundary conditions were as described for the image-based model in chapter 7, i.e. equations (7.9), (7.10). Both the 3D and the 2D model could be solved using just one COMSOL model, as the cross-section can be defined by including a Component model that is created by intersecting 3D model and a pre-defined workplane (at height \(QZ\)). The parameters \(c, a\) and \(QZ\), as seen in table C.1, were changed after each simulation, so that all simulations for all parameter combinations could be run as a batch simulation. This was done by defining a parametric sweep in the study. However, due to extensive memory requirements of the program it was necessary to run separate programs for different \(c\).

C.2.1 Results

The model was run for \(c = 1, ..., 4\) for \(t \in [0, ..., 2]\)s and a parameter sweep over \(a\) and \(QZ\) as in table C.1. The graphical results for \(a = 3\) and \(QZ = 15\mu m\) for the 3D and 2D model at the start and end time are displayed in figures C.2 and C.4(a). Visually, no difference can be observed (note the constant legend). However, when integrating the concentration over the volume or intersection surfaces (and correcting the result for the missing third dimension) and comparing the differences at all time steps and for different \(a\), as shown in C.4, it becomes apparent that the increasing amplitude plays a
### Geometric parameters used in the modelling of the influence of tortuosity on tissue oxygenation.

A cylindrical capillary is created within a hexagonal tissue segment. Tortuosity in the vessel is induced in the form of sinusoidal oscillations.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Value [unit]</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(H)</td>
<td>100 [(\mu m)]</td>
<td>height</td>
</tr>
<tr>
<td>(b)</td>
<td>(2 \pi \frac{c}{H})</td>
<td>sinus parameter</td>
</tr>
<tr>
<td>(d)</td>
<td>8.7 [(\mu m)]</td>
<td>vessel diameter</td>
</tr>
<tr>
<td>(\text{hexag})</td>
<td>(10 + \frac{a}{2}[\mu m])</td>
<td>side length of hexagon</td>
</tr>
<tr>
<td>(c)</td>
<td>[1, ..., 4]</td>
<td>number of curves</td>
</tr>
<tr>
<td>(a)</td>
<td>[0, 0.5, ..., 3]</td>
<td>sinus amplitude</td>
</tr>
<tr>
<td>(H2)</td>
<td>(H + 10[\mu m])</td>
<td></td>
</tr>
<tr>
<td>(H1)</td>
<td>(H[\mu m])</td>
<td></td>
</tr>
<tr>
<td>(QZ)</td>
<td>([0, H/20, ..., H])</td>
<td>height of cross-section</td>
</tr>
</tbody>
</table>

---

Figure C.1: Three-dimensional model geometry of the tortuous blood vessel in a hexagonal tissue segment, for \(a = 3, c = 4\).

role for the time it takes for the muscle to be fully perfused and also in the difference between 3D and 2D case. The 2D surface is perfused faster than the 3D volume for all \(c = 1, ..., 4\). In all cases and for all times the 3D concentration in the tissue is slightly higher than in the 2D case, this varies between 0.66% and 5.96% from \(c = 1\) and \(a = 1\) and \(c = 4\) and \(a = 3\) for \(t = 0\) in both cases. The maximum error once the solution has reached its steady state is 0.07% for \(c = 4\) and \(a = 3\).
C.2.2 Discussion

The results for $c = 1, \ldots, 4$ for the employed tortuosity model have been presented. As would be expected, the difference between 2D and 3D case increase with increasing $a$ and $c$ and diminish as the solutions reaches the steady case. It is desirable to extend the model to include different consumption rates of oxygen, i.e., consumption at rest and at exercise, which we expect to broaden the differences between 2D and 3D case even further.
Figure C.2: 3D results for $t = 0$ and $t = 2$ for $c = 4$. 
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Figure C.3: 2D results for $t = 0$ and $t = 2$ for $c = 4$. 
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(a) Surface integration of 2D concentration for $c = 4$

(b) Surface integration of 3D concentration for $c = 4$

(c) $c = 1$

(d) $c = 2$

(e) $c = 3$

(f) $c = 4$

Figure C.4: Model evaluation for $c = 1$ and $c = 4$. With increasing $a$ and increasing $c$ the difference between 3D and 2D case increases before both reach the steady state solution.
Appendix D

Phase contrast imaging using the Zeiss Versa 510

As synchrotron access is limited and by application only it is desirable to enable lab-based phase contrast µCT imaging of comparable quality. To this end, initial experiments have been performed on the Zeiss/Xradia Versa 510 system. Zeiss/Xradia recommends imaging at 40kV/3W using the 4X objective for best phase contrast results. Therefore, an unperfused soleus muscle of the control group (CC) was imaged at 40kV/3W with an exposure time of 27 s and 1901 projections. Figure D.1 shows a slice of the resulting scan. It is obvious that the scanning settings were imperfect, especially the propagation distances were very small, when compared to the synchrotron, see table D.1. However, this could not easily be increased at the same energy as otherwise the exposure time rises strongly which results in very long scanning times. Further consultation with Zeiss/Xradia then led us to perform a short study on source-to-sample and sample-to-detector distances as well as on energies. In order to be able to compare the distances between the different systems, one needs to keep in mind that the synchrotron source is significantly more brilliant, i.e. has a higher photon flux, than the lab based system. The relationship between the sample-to-detector distance $s_d$ at the synchrotron and the Versa’s source-to-sample $s_s$ and sample-to-detector $s_d$ distance can be related by the equation (from the Fresnel scaling theorem Paganin et al. [2002]):

$$s_d = \frac{s_s \cdot s_d}{s_s + s_d} \quad (D.1)$$

Scanning was tested at 80kV and 7W with 2001 projections and the different distances displayed in table D.1. The corresponding slices from the reconstructions are shown in figure D.2. Visually it appears that the best phase-contrast results are obtained at the highest propagation distance. This distance is similar to the distance chosen for
Figure D.1: **Slice of reconstructed volume of first phase contrast test using the Versa 510 system.** The tissue contrast is very low. The only feature discernible is a muscle spindle. The scale bar represents 100 µm.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>40</td>
<td>3</td>
<td>28.11</td>
<td>104.00</td>
<td>22.13</td>
<td>1.43</td>
</tr>
<tr>
<td>1</td>
<td>80</td>
<td>7</td>
<td>45.00</td>
<td>163.99</td>
<td>35.31</td>
<td>1.45</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>7</td>
<td>60.00</td>
<td>220.00</td>
<td>47.14</td>
<td>1.44</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>7</td>
<td>75.00</td>
<td>275.01</td>
<td>58.93</td>
<td>1.44</td>
</tr>
</tbody>
</table>

Table D.1: **Scan settings for Versa 510 distance trial.** The corresponding Synchrotron distances were computed using Equation D.1.

scanning at the SLS (60 mm), see also figure D.3 where intensity profile over fringes were displayed. However, some streak artefacts are visible in figures D.2(b) and D.2(c). This is due to photon starvation, as relatively low exposure times were used (11, 15 and 20 seconds, respectively). This also explains why SNR and CNR were best at the lowest propagation distance, see table D.2.
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(a) 164 mm sample-to-detector distance

(b) 220 mm sample-to-detector distance

(c) 275 mm sample-to-detector distance

Figure D.2: **Slices of distance trial on the Xradia Versa 510 system.** The phase-contrast visually increases with the further distance. However, some streak artifacts are visible in D.2(b) and D.2(c). This is probably due to photon starvation. Scale bars are 100 µm.

<table>
<thead>
<tr>
<th>Detector distance [mm]</th>
<th>SNR</th>
<th>CNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>164</td>
<td>21.73</td>
<td>2.36</td>
</tr>
<tr>
<td>220</td>
<td>10.24</td>
<td>1.14</td>
</tr>
<tr>
<td>275</td>
<td>14.73</td>
<td>1.13</td>
</tr>
</tbody>
</table>

Table D.2: **SNR and CNR for the Versa distance trial.** Computed according to Equations (4.3) and (4.4). The highest values are apparent at a sample-to-detector distance of 164 mm, which is the shortest distance studied.
D.1 Repeated experiments as by Bidola et al. [2015]

In the context of an IP project by student Marie Wallis further repeated experiments as conducted by Bidola et al. [2015] in an attempt to recreate results. The experimental work presented in this section was performed by Berit Zeller-Plumhoff, whilst the data analysis was performed by Marie Wallis after consultation with Berit Zeller-Plumhoff. The work was presented in the IP report submitted by Marie Wallis.

As in Bidola et al. [2015] a 0.5mm thick teflon sheet was to determine the mean energy of the X-ray beam when imaging at a voltage of 40keV. This mean energy was found to be 12.2keV in contrast to 13.1keV determined by [Bidola et al., 2015]. The difference may be due to slight differences in the source design. The CNR on radiographs of the teflon sheet for different source-to-sample and sample-to-detector distances as in Experiment II in [Bidola et al., 2015] was computed. Additionally the influence of increasing the exposure time was tested. The exposure time was chosen so that the photon count in flat field images at all distances remained similar and increased with the square of the change in distance, i.e., doubling the distance led to quadrupling the exposure time. See table D.3 for the different source to sample distances and exposure times.

Figure D.4 shows the important influence that the exposure time has in this case on the CNR. If adjusted the stark decrease of the CNR is counterweighted and the CNR remains on a high level.

Figure D.3: Intensity profile for comparison of edge-enhancement for different sample-to-detector distances. Clearly, the intensity of the edge-enhancement increases with propagation distance.
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<table>
<thead>
<tr>
<th>Position</th>
<th>Source-to-sample distance [mm]</th>
<th>Sample-to-detector distance [mm]</th>
<th>Exposure time [s]</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI</td>
<td>10</td>
<td>60</td>
<td>5</td>
</tr>
<tr>
<td>RII</td>
<td>20</td>
<td>120</td>
<td>5</td>
</tr>
<tr>
<td>RIII</td>
<td>40</td>
<td>240</td>
<td>5</td>
</tr>
<tr>
<td>RII_{adj}</td>
<td>20</td>
<td>120</td>
<td>20</td>
</tr>
<tr>
<td>RIII_{adj}</td>
<td>40</td>
<td>240</td>
<td>82</td>
</tr>
</tbody>
</table>

Table D.3: Source-to-sample and sample-to-detector distances chosen for the experiments, as in experiment I from Bidola et al. [2015]. The exposure time was adjusted for the longer propagation distances RII and RIII to account for the decrease of photon counts on the detector.

Figure D.4: CNR of radiographs of teflon sheet as in experiment II in [Bidola et al., 2015]. Whilst the CNR decreases starkly at constant exposure time for increasing source-to-sample and sample-to-detector distances it remains high if the exposure time is adjusted for the changing distances. This image was taken from the IP report submitted by Marie Wallis.

Tomographic imaging of an unperfused mouse muscle was conducted using scanning parameters as in experiment II in [Bidola et al., 2015], with and without adjusted exposure times. Unfortunately, implementation of phase retrieval failed in the time available for the IP project and has not yet been enabled. However, simple FBP based reconstruction was performed and can be visually compared to the phase retrieved images from the SLS, see figures D.5 and D.6 for a zoom onto soft tissue features. It can clearly be seen that features such as neuromuscular spindles and nerves can be observed, but only at distance RIII with adjusted exposure time (RIII_{adj}).
Figure D.5: *Comparison of correlated slices of phase contrast-based tomography obtained at the synchrotron (D.5(a)) and for different propagation distances on the Versa 510 system.* Propagation distances were increasing from RI (D.5(b)) to RII (D.5(c)) and RIII (D.5(e)) as in Bidola et al. [2015], see table D.3. Subfigures D.5(d)) and D.5(f) are for distances RII and RIII, respectively, with adjusted exposure time. Scale bars represent 50 µm.
Figure D.6: **Zoom onto nerve and muscle spindle in correlated slices in figure D.5 from SLS and Versa 510 systems.** Soft tissue contrast is high in the SLS image, however, in the images obtained on the Versa 510 system it is only possible to differentiate muscle tissue, nerves and muscle spindles at distance RIII with adjusted exposure time (RIII_{adj}).
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