Statistical Systems and Census Data in the Spatial Sciences
Abstract. The context of the design, production, management and application of census data has seen drastic changes in the past 10 years. These changes present challenges to spatial sciences. The 9 papers included in this special issue reflect some recent research efforts in addressing these challenges.
Census data, and data in general, exist in a broader context that involves their design, production, management and consumption. This context is referred to as the statistical system. A part of this system is formed by national agencies, and this is called the National Statistical System, which can be defined as “the ensemble of statistical organisations and units within a country that jointly collect, process and disseminate official statistics on behalf of national government” (OECD, 2016). In most countries, a national statistical office (NSO) manages the official input into the national statistical system, and other government data providers feed into this national statistical system.

The past 10 years have seen radical shifts in the statistical system.  National, state sponsored, data programs have been essential parts of the statistical system for the better part of a century.  For most of that period they were the statistical system, and were commonly called the National Statistical System.  As early as 15 years ago, training in Geographic Information Systems (GIS) and demography was largely about learning how to use data from these national statistical/mapping agencies.  The emphasis on national data programs has deep roots in the social sciences: as early as the 1920s, social scientists in the United States (e.g. Laidlaw 1922) were using national data programs to map urban dynamics (population change), disease (tuberculosis), and population density. Data from national censuses (and other statistical programs forming the National Statistical System) are part of the DNA of social scientific inquiry, but new developments in social networking, global positioning systems (GPS), remotely sensed imagery and opportunities for data sharing via various global, national and local open data initiatives (e.g. data.gov, data.gov.uk) have meant that the statistical system within which the National Statistical System exists has changed. In particular, the production of spatial data, using GPS, remotely sensed imagery, geocoded locations, social media and administrative by-product data, has led to a proliferation of spatial data that have fed into the statistical system. Today, the statistical system is much larger than just national statistical providers, with, for example, banks, private transport providers, and private companies all contributing data to the statistical system. 

Not only has the context within which census data exist changed, census data have evolved.  These changes are due to a wide variety of pressures ranging from response burden on those people completing questionnaires, to financial pressures on the organization collecting data, to technological innovations that provide alternative sources of data, new modes of data processing, and alternative methods of collecting the data (Valente, 2014).  For example, in the United States the American Community Survey provides hundreds of millions of estimates annually.  For some estimates they now provide 80 replicates, that is 80 different versions of the same estimate, as a way to understand uncertainty in the estimation process.  

In many countries, census data are still the major source for geographically detailed estimates of populations and economies. However, as the data production process grows more complex, the national and state agencies that produce these data are increasingly under financial and political pressure to produce more accurate and more frequent estimates to better inform research, decision-making and policy.  In some countries, there is strong demand to make better use of other data in the statistical system, notably routinely collected administrative data such as medical, education, tax and welfare records, for producing population estimates (see, for example, Office for National Statistics, 2014; Statistics New Zealand, 2014). The emergence of “big” data, such as social media, transactional databases, and sensor systems, which are increasingly available in granular form and with spatial information from GPS or geocoded addresses, offers further potential opportunities to augment, refine, or supplement census data and reduce the costs of conducting a regular census.  

While these changes in the statistical system and its data provide significant opportunities, they also pose substantial challenges, both to NSOs and users of census data.  These include: how to integrate and validate diverse data sources in order to produce small area estimates; how to produce estimates without a traditional census; how to measure, visualize and communicate uncertainty in estimates; and how to design appropriate geographical units for the release of estimates. Many countries are either at critical points in their decision making concerning whether to continue with a traditional census or have already decided to continue with a census, or have moved to an alternative model, and are grappling with such challenges.  We, the editors of this special issue, therefore felt that it was particularly timely to showcase, in a technical spatial outlet such as Computers Environment and Urban Systems, some of the important contributions being made in this field by geographers and spatial scientists. 

Our call for papers for this special issue asked a series of questions:

1. Can advances in computing technology, linkage of survey/census data and spatial big data be used to improve the collection, estimation and analysis of census estimates?

2. Are there alternative spatial survey methodologies and/or conceptual frameworks that might yield improved small area estimates?

3. How does one map (visualize) and/or detect change in period estimates? How does one visualize highly uncertain data? Does the inclusion of uncertainty in visualizations affect cognition and/or change the outcome of map-dependent tasks?

4. Are there optimal ways to aggregate census geographies? If not, are there alternative ways to aggregate data that can preserve the social, economic, and spatial patterns of the data, while minimizing the risk of data hacking or statistical disclosure?

5. Can geographic methods, such as dasymetric mapping and areal interpolation, improve the quality of census estimates?

We received 36 abstracts in response to this solicitation.  Within the submissions there were clear trends: an interest in using and validating alternatives sources of data such as survey data, “big” data and social media to enhance or replace census data; the use of microsimulation to improve small area estimates; zone design and aggregation; and the cartographic visualization of census data and associated uncertainty.  From this initial set of submissions, 9 papers were accepted.  The topics covered by the papers include: 

* Data fusion: using electric meters to augment census data, and merging microdata with area level estimates.

* Microsimulation: Using multiple sources of data to produce location specific synthetic microdata files.

* Data visualization: Providing insight into census data estimates and their quality using maps.

* Aggregation: Designing geographies for the reporting of estimates.

All submissions endured a rigorous selection process and multiple rounds of peer review.  We hope that, taken as a whole, this issue highlights how spatial scientists can drive innovation at the intersection of statistics, computer science and demography in order to yield innovative sources of data and methods for the geographic study of populations.  
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