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Abstract: We solve consensus problems for networks of identical linear agents whose dynamics
is unknown except for the order. We estimate the unknown dynamics via an “extended
state-observer”, and cancel it with a suitably designed control. The agent dynamics is thus
approximated by that of an n-integrator, and standard protocols for networks of such type can
then be used to achieve consensus for the network of original unknown agents.
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1. INTRODUCTION

We consider N identical SISO agents with unknown but
fixed dynamics described by the equations

d

dt
xk =


0 1 . . . 0
... . . .

. . .
...

0 . . . . . . 1
−α0 . . . . . . −αn−1


︸ ︷︷ ︸

=:A

xk +


0
...
0
1


︸︷︷︸
=:B

uk

yk = [1 0 . . . 0]︸ ︷︷ ︸
=:C

xk . (1)

Such agents are interconnected through a known, con-
nected, undirected graph G with Laplacian L. In the follow-

ing, we use the notation col(yi)i=0,...,n−1 := [y0 . . . yn−1]
>

.

Definition 1. The network achieves consensus if

lim
t→∞

|yk(t)− yj(t)| = 0 , k, j = 1, . . . , N .

If ∃ y := col(yi)i=0,...,n−1 ∈ Rn such that limt→∞ |y(i)
k (t)−

yi| = 0, k = 1, . . . , N , i = 0, . . . , n − 1, then y is
called a consensus value. Let y∗ : R → R be an n-
times differentiable function; the network achieves group-

reference velocity consensus if limt→∞ |y(j)
k (t)− y(j)

i (t)| =
0, k, i = 1, . . . , N , j = 0, . . . , n− 1, and limt→∞ |y(n)

k (t)−
y∗(n)(t)| = 0, k = 1, . . . , N .

Assume that only the order n of (1) is known. To solve our
problem one can use system identification to model the
agent dynamics, and then apply standard protocols. We
develop instead a model-free approach 2 . We first design an
extended state observer (ESOs) for the unknown dynamics

1 This research was supported by grant no. NRCP1516/1/17 of
the Newton Research Collaboration Programme, Royal Academy of
Engineering, Great Britain.
2 We use the term “model-free” less restrictively than in Fliess and
Join (2013), where not even the order of the dynamics is known.

(1), i.e. a linear (n + 1)-th order observer whose state
variable x̂kn+1 is an estimate of the unknown dynamics

y
(n)
k − uk = −α0yk − . . .− αn−1y

(n−1)
k︸ ︷︷ ︸

=:νk

. (2)

We then approximately cancel the unknown dynamics by
feeding back uk = −x̂kn+1 + vk to the k-th agent, where vk
is an external input:

y
(n)
k = −α0yk − . . .− αn−1y

(n−1)
k − x̂kn+1︸ ︷︷ ︸

=:ζk

+ vk . (3)

If the estimate x̂kn+1 is accurate, then the combined k-th
agent, i.e. the interconnection of the actual dynamics and
the ESO under quasi-cancellation feedback, approximates
an n-integrator ; several protocols are known for networks
of such agents (see e.g. Jiang et al. (2009); Ren (2007); Ren
and Atkins (2007); Ren (2008); Xie and Wang (2006)).

Recently ESOs have been used in consensus problems
when dealing with uncertain nonlinearities (see Qin et al.
(2014); Yang et al. (2015)) and disturbances (see Cao
et al. (2015); Yang et al. (2014)). By concentrating on a
simpler class (linear dynamics, no disturbances) we show
that consensus is achieved exactly and asymptotically,
rather than only approximately (i.e. the agents’ outputs
remaining in a bounded neighbourhood of the reference)
as in the more general cases considered in the literature.

In sect. 2 we introduce the ESO and describe the combined
dynamics of the actual agent and the ESO. In sect. 3
we prove some structural properties of the network of
combined dynamics under standard consensus protocols.
We exploit such properties in sect. 4 to obtain our main
results. In sect. 5 we give an example of our approach
to solve average consensus problems using a heuristic
design procedure aided by a graphic user interface specially
designed for the purpose. Sect. 6 contains the conclusions
and a discussion of current research.



2. THE COMBINED K-TH AGENT DYNAMICS

2.1 The extended state observer (ESO)

ESOs were introduced in Han (2009, 1999) in more general
terms; we discuss them only for the problem at hand.

Define the observer of McMillan degree n+ 1:

d

dt


x̂k1
...
x̂kn
x̂kn+1

=


−α̂n 1 . . . 0

...
...

. . .
...

−α̂1 . . . . . . 1
−α̂0 0 . . . 0


︸ ︷︷ ︸

=:Â


x̂k1
...
x̂kn
x̂kn+1


︸ ︷︷ ︸

=:x̂k

+


0
...
1
0


︸︷︷︸
=:B̂

uk +


α̂n
...
α̂1

α̂0


︸ ︷︷ ︸

=:F̂

yk

ŷk = [1 0 . . . 0]︸ ︷︷ ︸
=:Ĉ

 x̂k1
...

x̂kn+1

 , (4)

where α̂j ∈ R, j = 0, . . . , n.

Theorem 1. Let (uk(·), yk(·)) be an i/o trajectory of (1).

Assume that d
dt

(∑n−1
j=0 αjy

(j)
k (·)

)
is bounded and that

α̂(s) := sn+1 + . . . + α̂0 of (4) is Hurwitz. ∃ Tk, T ′k ∈ R
and Mk,M

′
k ∈ R depending on uk(·), yk(·), xk(0) and

x̂k(0), such that |ŷk(t) − yk(t)| < Mk for t > Tk and

|ζk(t)| = | − x̂kn+1(t)−
∑n−1
j=0 αjy

(j)
k (t)| < M ′k for t > T ′k.

Proof. A standard argument, see e.g. Guo and Zhao
(2011), which we summarise to make the paper self-
contained. Define εk := yk − x̂k1 and νk as in (2); we show

ε
(n+1)
k + α̂nε

(n)
k + . . .+ α̂1ε

(1)
k + α̂0εk = ν

(1)
k . (5)

It follows from (4) that x̂
k(j)
1 = α̂nε

(j−1)
k +. . .+α̂n−j+1εk+

x̂kj+1, j = 1, . . . , n − 1. Differentiate the last of such

equations and substitute d
dt x̂k from (4):

x̂
k(n)
1 = α̂nε

(n−1)
k + . . .+ α̂1εk +

d

dt
x̂kn

= α̂nε
(n−1)
k + . . .+ α̂1εk + x̂kn+1 + uk .

Subtracting such expression from (2) yields

ε
(n)
k =−α̂nε(n−1)

k − α̂n−1ε
(n−2)
k − . . .− α̂1εk

−x̂kn+1 − α0yk − . . .− αn−1y
(n−1)
k . (6)

Differentiating (6) and using the last of the state equations
in (4) yields (5). Since α̂(s) is Hurwitz, the system (6)
is BIBO-stable. The first part of the claim follows from
(5) and the assumption on the boundedness of d

dtνk. To

prove the second part, rewrite (6) as ε
(n)
k + α̂nε

(n−1)
k +

α̂n−1ε
(n−2)
k + . . .+ α̂1εk = νk− x̂kn+1; since εk(·) is bounded

and α̂(s) is Hurwitz, so is νk(·)− x̂kn+1(·) = ζk(·). �

The design of α̂i, typically involving high-gain, is discussed
in Guo and Zhao (2011); Zheng et al. (2007). In the latter
source an ESO design sufficient for our situation is shown,
where only the “observer bandwidth” needs to be tuned.
In such case, a bound for the convergence rate of the
estimation (depending on the unknown linear dynamics
(1)) is given in the proof of Th. 1 p. 3502.

2.2 Interconnection of ESO and agent

The result of Th. 1 implies that defining

uk(·) := −x̂k,n+1(·) + vk(·) , (7)

where vk : R → R is an additional control input, the k-
th agent dynamics (1) is described by the endogenously
perturbed higher-order integrator dynamics

y
(n)
k = vk + ζk , (8)

with the “disturbance” ζk defined by (3). Denote the i-th
element of the canonical basis of Rn by ei, and that of Rn+1

by e′i; the combined dynamics of the actual (unknown) k-th
agent with the corresponding ESO is described by

d

dt

[
xk
x̂k

]
=

[
A −Be′n+1

F̂ e1 Â− B̂e′n+1

]
︸ ︷︷ ︸

=:Ae

[
xk
x̂k

]
+

[
B

B̂

]
︸︷︷︸
=:Be

vk

yk =
[
C 01×(n+1)

]︸ ︷︷ ︸
=:Ce

[
xk
x̂k

]
. (9)

We write the combined dynamics order as ne := n+(n+1).

Since x̂kn+1 converges asymptotically to νk, the feedback

uk = −x̂kn+1 + vk cancels the unknown dynamics, and
the combined system (9) asymptotically behaves as an n-
th order integrator. In section 4 we show that standard
consensus protocols for networks of higher-order integra-
tors can be used also for networks of agents (9). Before
that, in the next section we establish some spectral- and
eigenvector properties of the network consisting of the
combined dynamics (9) under standard consensus proto-
cols for standard and group reference-input consensus.

3. THE NETWORK OF COMBINED AGENTS

A typical protocol for networks of n-integrators is

vk = −cxk −
∑
j∈Nk

akjγk`(xk − xj) , (10)

where c = [0 c1 . . . cn−1] ∈ R1×n is the absolute informa-
tion gain, ` ∈ R1×n and γk are the relative information
gains, A = [akj ] is the adjacency matrix, and Nk is the set
of neighbouring nodes, see e.g. Jiang et al. (2009); Xie and
Wang (2006). In group-reference consensus the protocol is

vk = y∗(n) − c
(
xk − col

(
y∗(k)

)
k=0,...,n−1

)
−
∑
j∈Nk

akjγk`(xk − xj) , (11)

where y∗ is a given reference signal in Cn(R,R), see e.g.
sect. V of Ren (2008). The difference with (10) is the
injection of a linear combination of y∗ and its derivatives.
The analysis of such case is analogous to that of (10), and
in the following we concentrate mainly on the latter.

We now describe the dynamics of the network consisting of
the combined dynamics (9) under the protocol (10). Define

Aecl(c) :=

[
A−Bc −Be′n+1

F̂ e1 − B̂c Â− B̂e′n+1

]
∈ Rne×ne

K(`) :=

[
B

B̂

] [
` 01×(n+1)

]
, Γ := diag(γk)k=1,...,N .(12)



Proposition 1. Aecl(c) defined in (12) is singular. Let β, δ ∈
R, and define

v∗(β, δ) := β
[
1 01×(n−1) 1 01×(n−1) −δ

]>
. (13)

Then for every β ∈ R, v∗(β, α0) ∈ ker Aecl(c).

Proof. A straightforward check from (12), (1), and (4).

Define the network extended-state vector by xe> :=

col
([
x>k x̂>k

]>)
k=1,...,N

; the dynamics of the network of

combined systems is described by
d

dt
xe = [blockdiag(Aecl(c))k=1,...,N + ΓL ⊗K(`)]︸ ︷︷ ︸

=:Ω(c,Γ,`)

xe . (14)

Proposition 2. Let β, δ ∈ R, and define

v∗e(β, δ) :=
[
v∗(β, δ)> . . . v∗(β, δ)>

]> ∈ RNne (15)

where v∗(β, δ) is defined by (13). Then v∗e(β, α0) ∈
ker Ω(c,Γ, `).

Proof. It follows from Prop. 1 that for all β ∈ R,
v∗e(β, α0) ∈ ker blockdiag(Aecl(c))k=1,...,N . Now observe
that K(`)v∗(β, α0) = β`1 col(en, e

′
n) ∈ Rne . Now recall

that L1N = 0, where all entries of 1N ∈ RN equal 1. �

4. MAIN RESULTS

We now prove that consensus protocols exist for the
combined agents (9), achieving the same consensus as
that of a network of n-integrators. The first result is a
consequence of Prop. 2.

Theorem 2. The network of combined dynamics (14)
reaches consensus under (10) iff ∃ c ∈ R1×n, ` ∈ R1×n,
and γk ∈ R, k = 1, . . . , N , such that Ω(c,Γ, `) has all its
eigenvalues in C−, except the fixed one at zero.

If a consensus state is achieved, it lies on the line in RNne

spanned by v∗e(β, α0) defined by (15).

Proof. It follows from Prop. 2 that independently of the
absolute and the relative gains, the combined network
dynamics (14) admits at least one eigenvector in the
direction of v∗(β, α0) defined in (15), associated with the
zero eigenvalue. Consequently, consensus is achieved if and
only if c, Γ and ` can be chosen so that all other eigenvalues
of Ω(c,Γ, `) are in the open left half-plane. �

We remark on some consequences of Th. 2.

Remark 1. Observe that if a protocol exists achieving
consensus for the network of combined agents, then the
the error between the agents’ and the consensus state is
asymptotically zero; in the case of nonlinear dynamics (see
Qin et al. (2014); Yang et al. (2015); Cao et al. (2015);
Yang et al. (2014)), only uniform ultimate boundedness of
the error is achieved.

Remark 2. If consensus is achieved for the combined net-
work, then the projection of the consensus state on the
variables xk, k = 1, . . . , N lies in the same direction as
the consensus state for the “nominal” n-integrator agents,
see e.g. Lemma 2 of Jiang et al. (2009) and Lemma 2 of
Xie and Wang (2006). The combined dynamics (9) only
approximates the integrator dynamics (see (8)), but the
network of combined agents achieves consensus in the
same direction as the network of “nominal” ones.

Remark 3. Note that the asymptotic consensus value de-
pends on the left eigenvectors of the network dynamics
matrix (14), and the initial conditions of the agents and of
those of the associated ESOs. Consequently the consensus
state is not related only to the initial conditions of the
agents, as in the case of n-th order integrators (see Th.
1 of Jiang et al. (2009) or the proof of Th. 1 of Xie and
Wang (2006)).

The following is a refinement of Th. 2.

Theorem 3. Denote the eigenvalues of L by λi, i =
1, . . . , N ; since the graph is connected, λ1 = 0 and λi > 0,
i = 2, . . . , N . Assume that γi = γ, i = 1, . . . , N . The
dynamics (14) reaches consensus if and only if there exist
c and ` such that for i = 2, . . . , N Aecl(c) + γλiK(`) is
Hurwitz, and Aecl(c) has all its eigenvalues in the open left
half-plane except the fixed one at zero.

Proof. The statement on the eigenvalues of L follows
from standard graph theory. To prove the second state-
ment, consider a factorisation L = V ΛV > with V > ∈
RN×N the orthogonal matrix of right eigenvectors, and
Λ := diag(λi) ∈ RN×N the matrix of eigenvalues of L.
Using standard identities about Kronecker products (see
Loan (2000)), conclude that (V > ⊗ Ine

) = (V ⊗ Ine
)−1:

thus pre- and post-multiplying Ω(c,Γ, `) respectively by
(V > ⊗ Ine

) and (V ⊗ Ine
) corresponds to a similarity

transformation.

Once again using a standard Kronecker product identity
it follows that (V > ⊗ Ine

)(ΓL ⊗ K(`))(V ⊗ Ine
) equals

(V >ΓL ⊗K(`))(V ⊗ Ine
), equivalently

(V >ΓLV ⊗K(`)) = γ(V >LV ⊗K(`)) = γ(Λ⊗K(`)) .

Since blockdiag(Aecl(c)) = (IN ⊗Aecl(c)) we conclude that

(V > ⊗ Ine) blockdiag(Aei,cl(c)(V ⊗ Ine) = (IN ⊗Aei,cl(c)) .
Consequently, the similarity transformation brings Ω(c,Γ, `)
to (IN ⊗Aei,cl(c)) + γ(Λ⊗K(`)), which equals

blockdiag
(
Aei,cl(c) + γλiK(`)

)
i=1,...,N

,

from which the claim follows using Prop. 2. �

We now prove the existence of protocols achieving consen-
sus for the network (14) consisting of combined agents.

Theorem 4. Consider the dynamics (9). Assume that
α̂(s) := α̂0 +. . .+sn+1 of the ESO is Hurwitz. There exists
k ∈ R1×n such that Ae −Be

[
k 01×(n+1)

]
is Hurwitz.

Proof. Denote the i-th component of k by ki−1, i =
1, . . . , n. Write Ae −Be

[
k 01×(n+1)

]
:

0 . . . 0 0 . . . 0 0
0 . . . 0 0 . . . 0 0
...

. . .
...

... . . .
...

...
0 . . . 1 0 . . . 0 0

−α0 − k0 . . . −αn−1 − kn−1 0 . . . 0 −1
α̂n . . . 0 −α̂n 1 . . . 0
...

...
...

... . . .
. . .

...
α̂1 − k0 . . . −kn−1 −α̂1 0 . . . 0
α̂0 . . . 0 −α̂0 0 . . . 0


. (16)

Define Â as in (4), and



T :=

[
In 0n×n 01×n
In −In 0n×1

01×n 01×n −1

]
, α := [−α0 . . . −αn−1] .

A straightforward check shows that T−1 = T and that

T (Ae −Be
[
k 01×(n+1)

]
)T−1 =

[
A−Bk Be′n+1

−B̂α Â

]
. (17)

This is the state matrix of the interconnection of
d

dt
x = (A−Bk)x+Bu1 (18)

and
d

dt
x̂ = Âx̂+ B̂u2 (19)

under the constraints u1 = e>n+1x̂ + v1, u2 = −αx +
v2, with vj additional control inputs, j = 1, 2. It is a
matter of straightforward verification to check that such
interconnection with inputs u1 and u2 and output x1 is
observable and controllable. Since the ESO characteristic
polynomial α̂(s) and the actual agent characteristic poly-
nomial α(s) are fixed (and finite), the system (19) has a
fixed finite ∞-gain. Consequently, the ∞-gain of (18) can
be made arbitrarily small by suitably choosing the gain k.
A small-gain argument yields asymptotic stability of the
interconnection. �

Define ki := c−γλi`, i = 2, . . . , N ; from the dynamics (12),
the condition of Th. 3 and the result of Th. 4 it follows that
a protocol (10) exists for the network of combined agents.
Based as it is on a small-gain argument that only assumes
that the unknown dynamics are fixed and consequently
bounded, such result is of an existential nature and the
issue arises how to design a protocol. We have implemented
a graphic tool to assist in devising such control law,
which we briefly describe in sect. 5. Such an approach
however falls short of providing a workable answer for
real-life applications, due to the inherent complexity of
the problem.

Remark 4. We illustrate some of the difficulties inherent in
the design of protocols for the case of polytopic uncertain-
ties in the agent dynamics, i.e. when the state matrix in
(1) is of the form A(δ) :=

∑q
i=1 δiAi, where Ai are known

companion matrices, i = 1, . . . , q, and δ is in the unit
simplex ∆q := {col(δi)i=1,...,q | δi ≥ 0 and

∑q
i=1 δi = 1}.

Assume that the dynamics of the ESO have been fixed;
we use the matrix in eq. (17) in the proof of Th. 4, to
which the combined agent dynamics under the protocol are
reduced by nonsingular transformation. The Hurwitzianity
of such parameter-dependent matrix can be assessed by
determining if a parameter-dependent P (δ) = P (δ)> > 0
exists such that for all δ ∈ ∆q the LMI[

A(δ)> − k>B> −α>B̂>

e′>n+1B
> Â>

]
P (δ) (20)

+P (δ)

[
A(δ)−Bk Be′n+1

−B̂α Â

]
< 0 ,

holds. For a given k, algorithms to solve such parameter-
dependent matrix inequalities are well-known (see e.g.
Oliveira and Peres (2007)); however, our design problem
is made more complex by the fact that k is itself a to-be-
designed parameter.

Non-linear matrix inequalities as (20) appear also in some
sufficient conditions for the existence of ESO-based pro-
tocols for the nonlinear case, see e.g. Th. 1 of Yang et al.
(2014). �

We remarked in sect. 3 that the only difference between the
standard and the group-reference consensus problem is the
injection to each agent of a suitable linear combination of
the derivatives of a given reference signal. Using arguments
similar to those of Th.s 3 and 4, and standard linear system
theory, it is straightforward to show that consensus pro-
tocols (11) exist that solve the group-reference problem.
Due to space limitations we do not enter in the details.

5. EXAMPLE

In section IV-B of Jiang et al. (2009) a protocol design
procedure for the case of n-th order integrators was pro-
posed, based on the following formula (see (5) ibid.) for
the characteristic polynomial of the closed-loop network:

ΠN
i=1

(
sm + cm−1s

m−1 + . . .+ c1s+ γiλi
)
, (21)

where λi is the i-th eigenvalue of the Laplacian, λ1 = 0.
We have developed a graphics user interface to aid in the
design of a protocol for systems of order n = 2 to n = 4,
using the following procedure. Using computations based
on the Routh-Hurwitz stability test, we choose values for
the consensus parameters cj , j = 1, . . . , n − 1, and γi,
i = 1, . . . , N that guarantee asymptotic consensus for the
ideal case of n-integrator dynamics. After having fixed the
value of cj , j = 1, . . . , n− 1, in this way, the existence and
robustness of the consensus protocol as a function of the
parameters ki = γiλi, i = 1, . . . , N can be checked using
a root locus plot approach. By ordering the eigenvalues
of the Laplacian in non-decreasing order the test can be
reduced to a single root locus analysis for the case i = N ,
i.e. k = γλN .

By analysing the root locus plot we can choose the pa-
rameters γi more conservatively, to accommodate for the
discrepancy between the actual dynamics of the combined
agent (i.e. unknown agent dynamics and extended state
observer), and the ideal one of the n-th order integrator for
which the original design was aimed. Such graphical choice
is automatically translated into values for γi, i = 1, . . . , N .
Finally, the graphical user interface offers the possibility
of simulating the protocol designed in this way on the
unknown agents initialised with random initial conditions,
to verify its performance.

As an example to illustrate our design procedure and the
basics of the graphical user interface, we consider the case
of 4 unknown heterogeneous agents of order n = 3 whose
dynamics are generated in a random way using Matlab.
The agents are connected in the graph shown on the left-
hand side of the screen shot shown in Fig. 1. Such graph
has been chosen as completely connected in this case, but
can be chosen randomly if required.

To find values of the protocol parameters that guarantee
consensus we apply the Routh-Hurwitz stability criterion
on each of the polynomial factors of (21). Such analysis
results in the following condition on cj , j = 1, 2 and γi,
i = 1, . . . , 4: c1c2 > γiλ4, for the case of third order
integrators. Since the graph is connected, λ4 = N = 4



Fig. 1. The graph and the consensus protocol parameters
for third-order integrators

in this case. We choose the values c1 = 10, c2 = 5, γi = 7,
i = 1, . . . , 4. From the result of Lemma 1 of would be
sufficient for achieving consensus for the case of third-order
integrator dynamics.

The roots locus plot for the given ci values and the largest
eigenvalue λ4 = 4 is shown on the left-hand side of Fig. 2.
Based on such plot, we choose the value of k corresponding
to the point in Fig. 2, i.e. k = 10.7 = γλ4, corresponding
to the value γ = 2.675 = γi, i = 1, . . . , 4.

Fig. 2. The root locus for a robust choice of γ.

A simulation of the effects of such protocol for random
initial conditions of the agents’ dynamics results in the
plot shown in Fig. 3.

The program also provides plots for the higher-order
derivatives of the agents’ outputs, and accommodates
the design of nonlinear heterogeneous agent dynamics
obtained as random perturbations of a specific nominal
one.

Fig. 3. Outputs of the combined agents reaching asymp-
totic consensus.

6. CONCLUSIONS

We proposed a (relatively) model-free consensus approach
for networks of identical linear systems, based on the esti-
mation and cancellation of the partially known dynamics
via an ESO, and the consequent approximation of the un-
known agents with higher-order integrators. We proved the
existence of protocols for which the network of combined
agents achieves consensus in the same direction as that
of a network of integrators. We showed an example of
heuristic consensus design based on standard protocols for
higher-order integrators, using a graphical user interface
developed to this purpose.

REFERENCES

Cao, W., Zhang, J., and Ren, W. (2015). Leader-follower
consensus of linear multi-agent systems with unknown
external disturbances. Syst. Contr. Lett., 82, 64 – 70.

Fliess, M. and Join, C. (2013). Model-free control. Int. J.
Contr., 86(12), 2228–2252.

Guo, B.Z. and Zhao, Z.L. (2011). On the convergence of
an extended state observer for nonlinear systems with
uncertainty. Syst. Contr. Lett., 60(6), 420 – 430.

Han, J. (1999). Nonlinear design methods for control
systems. In 14th IFAC World Congress, volume C, 521–
526.

Han, J. (2009). From PID to active disturbance rejection
control. IEEE Trans. Ind. Electr., 56(3), 900–906.

Jiang, F., Wang, L., and Jia, Y. (2009). Consensus in
leaderless networks of high-order-integrator agents. In
2009 American Control Conference, 4458–4463.

Loan, C.F. (2000). The ubiquitous Kronecker product.
J. Comput. Appl. Math., 123(1–2), 85–100. Numerical
Analysis 2000. Vol. III: Linear Algebra.

Oliveira, R.C.L.F. and Peres, P.L.D. (2007). Parameter-
dependent lmis in robust analysis: Characterization of
homogeneous polynomially parameter-dependent solu-
tions via lmi relaxations. IEEE Trans. Aut. Contr.,
52(7), 1334–1340.

Qin, W., Liu, Z., and Chen, Z. (2014). Formation control
for nonlinear multi-agent systems with linear extended



state observer. IEEE/CAA Journal of Automatica
Sinica, 1(2), 171–179.

Ren, W. (2007). Consensus strategies for cooperative
control of vehicle formations. IET Contr. Th. Appl.,
1(2), 505–512.

Ren, W. (2008). On consensus algorithms for double-
integrator dynamics. IEEE Trans. Aut. Contr., 53(6),
1503–1509.

Ren, W. and Atkins, E. (2007). Distributed multi-vehicle
coordinated control via local information exchange. Int.
J. Robust Nonlin. Contr., 17(10-11), 1002–1033.

Xie, G. and Wang, L. (2006). Consensus control for a class
of networks of dynamic agents: switching topology. In
2006 American Control Conference, 6 pp.–.

Yang, H., You, X., Liu, Z., and Sun, F. (2015). Extended-
state-observer-based adaptive control for synchronisa-
tion of multi-agent systems with unknown nonlineari-
ties. Int. J. Syst. Sc., 46(14), 2520–2530.

Yang, H., You, X., Xia, Y., and Li, H. (2014). Adaptive
control for attitude synchronisation of spacecraft forma-
tion via extended state observer. IET Contr. Th. Appl.,
8, 2171–2185(14).

Zheng, Q., Gao, L.Q., and Gao, Z. (2007). On stability
analysis of active disturbance rejection control for non-
linear time-varying plants with unknown dynamics. In
2007 46th IEEE CDC, 3501–3506.


