Measurement of the mass of the top quark in decays with a $J/\psi$ meson in pp collisions at 8 TeV
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ABSTRACT: A first measurement of the top quark mass in the decay channel $t \rightarrow (W \rightarrow \ell \nu)(b \rightarrow J/\psi + X \rightarrow \mu^+\mu^- + X)$ is presented. The analysis uses events selected from the proton-proton collisions recorded by the CMS detector at the LHC at a center-of-mass energy of 8 TeV. The data correspond to an integrated luminosity of 19.7 fb$^{-1}$, with 666 $tt$ and single top quark candidate events containing a reconstructed $J/\psi$ candidate decaying into an oppositely-charged muon pair. The mass of the $(J/\psi + \ell)$ system, where $\ell$ is an electron or a muon from $W$ boson decay, is used to extract a top quark mass of $173.5 \pm 3.0$ (stat) $\pm 0.9$ (syst) GeV.
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1 Introduction

The top quark is the most massive particle in the standard model (SM), with the largest Yukawa coupling to the Higgs boson. The mass of the top quark (m_t) is a fundamental parameter of the SM, playing a key role in radiative electroweak corrections [1, 2] and likely in the mechanism of electroweak symmetry breaking [3]. Therefore, a precise determination of m_t is essential for a better understanding of the SM.

Since the first observation of the top quark [4, 5], measurements of its mass have relied on the reconstruction of its decay products. These measurements are currently dominated by systematic uncertainties, related to the b-jet energy scale and the modeling of soft quantum chromodynamics (QCD) effects such as b quark hadronization and the underlying event [6, 7]. Currently, the most precise measurement of m_t, 172.44 ± 0.13 (stat) ± 0.47 (syst) GeV, is from the combination of measurements at 7 and 8 TeV by the CMS experiment [7].

In this paper, a measurement is presented of m_t from partial reconstruction of top quarks in leptonic final states that contain a J/ψ meson from a b hadron decay. Both top quark-antiquark pair (t̅t) and single top quark production are considered to be signal in this study. The decay mode of interest is t → (W → ℓν) (b → J/ψ + X → μ+μ− + X) and
Figure 1. Pictorial view of the $J/\psi$ meson produced in a $t\bar{t}$ system. The kinematic properties of the particles represented with dashed lines are used to infer $m_t$.

is shown (for $t\bar{t}$ production) in figure 1. Here and everywhere, the charge conjugation is implicit. As suggested in ref. [8] and refined in ref. [9], the value of $m_t$ is determined through its correlation with the mass of the $J/\psi + \ell$ system, where $\ell$ is either an electron or muon produced in the decay of the accompanying W boson (either directly or via a $\tau$ lepton) in the same top quark decay. The branching fraction is expected to be $(1.5 \pm 0.1) \times 10^{-4}$, but the presence of three leptons in the final state, two of which originate from the $J/\psi$ meson decay, provides a nearly background-free sample of events.

This measurement is based on data collected in $pp$ collisions at a center-of-mass energy of 8 TeV with the CMS detector at the CERN LHC. Simulated events generated at different top quark masses are used to calibrate the method and evaluate its performance, as well as to estimate systematic uncertainties. The main advantage of this analysis lies in the determination of $m_t$ using only leptons. In this way, the dependence of the measurement on several dominant systematic uncertainties linked to initial- and final-state radiation, jet reconstruction and $b$ tagging techniques, is considerably reduced. The drawback is the expected sensitivity to the modeling of $b$ quark fragmentation, and the limited number of events in the selected sample on account of the small branching fraction.

2 Experimental setup

2.1 The CMS detector

The central feature of the CMS apparatus is a superconducting solenoid of 6 m internal diameter, providing a magnetic field of 3.8 T. Within the solenoid volume are a silicon pixel and strip tracker, a lead tungstate crystal electromagnetic calorimeter (ECAL), and a brass and scintillator hadron calorimeter (HCAL), each composed of a barrel and two endcap sections. Forward calorimeters extend the pseudorapidity ($\eta$) coverage provided by the barrel and endcap detectors. Muons are measured in gas-ionization detectors embedded in the steel flux-return yoke outside the solenoid. The tracker has a track-finding efficiency of more than 99% for muons with transverse momentum $p_T > 1$ GeV and $|\eta| < 2.5$. The ECAL is a fine-grained calorimeter with quasi-projective geometry, and consists of a barrel
region of $|\eta| < 1.48$ and two endcaps that extend up to $|\eta| = 3.0$. The HCAL barrel and endcaps similarly cover the region $|\eta| < 3.0$. Muons are measured in the $|\eta| < 2.4$ range, with detection planes made using three technologies: drift tubes, cathode strip chambers, and resistive-plate chambers. Matching muons to tracks measured in the silicon tracker results in a relative $p_T$ resolution for muons with $20 < p_T < 100$ GeV of 1–2% in the barrel and better than 6% in the endcaps. The $p_T$ resolution in the barrel is better than 10% for muons with $p_T$ up to 1 TeV [10]. A more detailed description of the CMS detector, together with a definition of the coordinate systems and kinematic variables, can be found in ref. [11].

2.2 Data and simulation

This measurement is performed using the data recorded by the CMS detector at $\sqrt{s} = 8$ TeV, corresponding to an integrated luminosity of $19.7\pm 0.5$ fb$^{-1}$ [12]. Events are required to pass a single-muon (single-electron) trigger with a minimum muon (electron) $p_T$ of 24 (27) GeV. The method used to extract $m_t$ has been developed and optimized using simulated events, without accessing the final data.

We use simulated events to develop the analysis method and estimate its performance. The $t\bar{t}$, $W$+jets, and $Z$+jets processes are generated with the leading-order (LO) MadGraph [13] generator (v5.1.3.30) matched to LO Pythia 6 [14] (v6.426) for parton showering and fragmentation. The $\tau$ lepton decays are simulated with the Tauola [15] program (v27.121.5). The LO CTEQ6L1 [16] parton distribution function (PDF) set and the $Z$2* underlying event tune are used in the generation. The most recent Pythia $Z$2* tune is derived from the $Z$1 tune [17], which uses the CTEQ5L parton distribution set, whereas $Z$2* adopts CTEQ6L. Matrix elements describing up to three partons in addition to the $t\bar{t}$ pair are included in the MadGraph generator, and the MLM prescription [18] is used for matching of matrix-element jets to parton showers. The Lund string model [19] is used for the simulation of the hadronization, and to determine the fraction of the quark energy carried by unstable hadrons. For heavy quarks, the Lund symmetric fragmentation function is modified according to the Bowler space-time picture of string evolution [20]. Assuming fragmentation universality [21, 22], the values of the parameters of the fragmentation function obtained from fits to the LEP data [23] are used, without assigning a systematic uncertainty associated to the universality assumption. The single top quark $t$-channel, $s$-channel, and $tW$ processes are simulated with the next-to-leading-order (NLO) MadGraph [24, 25] generator (v1.0, r1380) with the CTEQ6M PDF set. Diboson $WW$, $WZ$, and $ZZ$ processes are generated with Pythia 6 (v6.426).

The simulated processes are normalized to their theoretical cross sections. Except for single top quark processes, the higher-order calculation is used, and associated systematic uncertainties are discussed in section 4.2. The $t\bar{t}$ cross section is computed at next-to-next-to-leading-order (NNLO) [26], while single top quark processes are computed at approximate NNLO [27]. The $W$+jets and $Z$+jets cross sections are computed with Fewz [28, 29] at NNLO, while the diboson cross sections are computed at NLO with MCFM (v6.6) [30].
For $t\bar{t} \rightarrow b\ell^- \bar{\nu}\nu q\bar{q}'$ (lepton+jets), $t\bar{t} \rightarrow b\ell^- \bar{\nu}\ell^+\nu$ (dilepton), $t\bar{t} \rightarrow bqq\bar{q}'\nu'$ (all jets), and single top quark processes, six samples with $m_t$ values between 166.5 and 178.5 GeV are generated.

The evaluation of systematic uncertainties related to color reconnection, the modeling of the underlying event, the factorization ($\mu_F$) and renormalization ($\mu_R$) scales, and the matching of the parton from the matrix element to parton showers, is based on studies of dedicated samples of simulated events.

A full simulation of the CMS detector based on Geant4 [31] (v9.4p03) is used. Effects of additional overlapping minimum-bias events (pileup) are included in the simulation in such a way that the vertex multiplicity distribution is matched to the data. Single-lepton trigger efficiencies are applied to the simulation to match the trigger selection.

2.3 Event reconstruction and selection

Events are reconstructed using a particle-flow (PF) algorithm [32, 33] that optimally combines the information from all CMS subdetectors to identify and reconstruct individual objects produced in pp collisions. The particle candidates include muons, electrons, photons, charged hadrons, and neutral hadrons. Charged particles are required to originate from the primary collision vertex, identified as the reconstructed vertex with the largest value of $\sum p_T^2$ for its associated tracks. Once isolated muons [10] and electrons [34] are identified and removed from the list of PF particles, charged hadrons are rejected if their tracks do not originate from the primary vertex of the event. Finally, jets are reconstructed from the remaining PF particles using the anti-$k_T$ algorithm [35] with a distance parameter of 0.5 in the $\eta$-$\phi$ plane. Jet energy corrections are applied to all the jets in data and simulation [36]. The muon $p_T$ scale is corrected to account for possible geometrical effects, such as deformation of tracker geometry still present after implementing the alignment procedure.

The selection criteria are optimized for lepton+jets and dilepton $t\bar{t}$ events with a $J/\psi$ meson resulting in two additional non-isolated muons. Lepton+jets events are required to have exactly one isolated lepton with $p_T > 26\ (30)$ GeV and $|\eta| < 2.1\ (2.5)$ in the case of the muon (electron). A muon (electron) is considered isolated if the scalar $p_T$ sum of all reconstructed particle candidates (not including the lepton itself) within a cone of size $\Delta R = \sqrt{(\Delta \eta)^2 + (\Delta \phi)^2} = 0.4\ (0.3)$ (where the $\phi$ is azimuthal angle in radians) around the lepton direction is less than 12% (10%) of the lepton $p_T$. An event-by-event correction is applied to the scalar sum to take into account possible contributions from pileup events [37]. Dilepton events are required to have exactly two isolated leptons: at least one isolated lepton defined as above, and either an isolated muon with $p_T > 20$ GeV and $|\eta| < 2.4$, or an isolated electron with $p_T > 20$ GeV and $|\eta| < 2.5$. In case of a second electron, the isolation threshold is relaxed to less than 15%. The two leptons are required to be of opposite charge and have an invariant mass above 20 GeV. Pairs with the same flavor and invariant mass between 76 and 106 GeV are rejected to remove poorly reconstructed leptonic Z boson decays. In addition to these criteria, at least 2 jets with $p_T > 40$ GeV and $|\eta| < 2.4$ are required.

Exactly one $J/\psi$ meson candidate, with a mass between 3.0 and 3.2 GeV, is required in the event, reconstructed from two muons of opposite sign, with $p_T > 4$ GeV and $|\eta| < 2.4$. 


that emanate from the same jet. To reduce the combinatorial background, a Kalman vertex fit \cite{38,39} with one degree of freedom is performed and the $\chi^2$ of the vertex is required to be less than 5. The significance (i.e., the number of standard deviations) of the distance between the secondary vertex — formed by the products of the b quark fragmentation — and the primary vertex of the event is required to be above 20.

These criteria select 666 events in data. The numbers of events expected from the SM processes are evaluated using Monte Carlo (MC) simulation and the results are normalized to their theoretical cross sections. These are noted in table 1, where a distinction is made between events in which the isolated lepton with the largest $p_T$ is a muon, labeled “Leading $\mu$”, and events in which the leading isolated lepton is an electron, labeled “Leading $e$”, but not between lepton+jets and dileptonic event candidates. The rates predicted by the default simulation are in fair agreement with those observed in data. The event sample is dominated by contributions from lepton+jets and dileptonic $t\bar{t}$ events, with a lesser contribution from single top quark processes.

Figure 2 shows the dimuon invariant mass spectrum (for a wider mass range than the acceptance window for the $J/\psi$ meson candidates) and the $p_T$ distribution of the $J/\psi$ meson candidates. The simulation used in this figure and the following ones is for $m_t = 172.5$ GeV. The ratio in the number of events observed in data to the number expected from simulation is presented in the lower panel. The shaded band includes statistical and systematic uncertainties, which are discussed below, as well as the uncertainty in the integrated luminosity. The number of $J/\psi$ meson candidates is roughly the same in data and simulation. Despite the corrections applied to the muon $p_T$ scale, a worse resolution is observed in data than in simulation. This is caused by final-state radiation emitted by the muons originating from the $J/\psi$ meson decay, which is not included in the simulation \cite{40} and which results in a shift of the reconstructed dimuon invariant mass in the simulation to larger values. This effect is included in the systematic uncertainties discussed in section 4.1.
Figure 2. Distributions of the dimuon invariant mass between 2.8 and 3.4 GeV (left) and of the $p_T$ of the $J/\psi$ meson candidate (right). Processes are normalized to their theoretical cross sections. The simulation assumes a value of $m_t = 172.5$ GeV. The lower panel shows the ratio of the number of events observed in data to the number expected from simulation. One point is not visible in the lower panel of the right plot, as it would require to enlarge the $y$-axis range up to 3.5 units.

The invariant mass, $m_{J/\psi+\ell}$, is computed from the combination of the $J/\psi$ meson candidate and the leading lepton. The distributions are shown in figure 3.

3 Extraction of the top quark mass

3.1 Fitting procedure

Since no significant differences are observed between $J/\psi + \mu$ and $J/\psi + e$ events, no further distinction is made on the flavor of the leading lepton. In associating the leading lepton to a $J/\psi$ meson in a $t\bar{t}$ event, there are configurations where both particles arise from the same top quark decay chain or from different top quarks (referred to as “wrong pairings”). The right and wrong pairings are considered simultaneously in the analysis. While wrong pairings are less sensitive to $m_t$, they remain weakly correlated with it.

The expected $m_{J/\psi+\ell}$ distributions for $t\bar{t}$ and single top quark processes are simulated for different values of $m_t$. The background contribution is considered to be the same for each $m_t$ value. The simulated $m_{J/\psi+\ell}$ distributions thus obtained are fitted simultaneously, between 0 and 250 GeV. The signal and background contributions are modelled by the following analytic probability density function:

$$P_{\text{sig+bkg}}(m_{J/\psi+\ell}) = \alpha \frac{1}{\sigma_g \sqrt{2\pi}} \exp \left(-\frac{(m_{J/\psi+\ell} - \mu_g)^2}{2\sigma_g^2}\right)$$

$$+ (1 - \alpha) \frac{\beta_{\gamma\gamma}}{\Gamma(\gamma\gamma)} (m_{J/\psi+\ell} - \mu_\gamma)^{\gamma\gamma-1} \exp \left(-\frac{m_{J/\psi+\ell} - \mu_\gamma}{\beta_\gamma}\right). \quad (3.1)$$
This function is the sum of a Gaussian distribution (i.e., the first term of the right-hand side in eq. (3.1)) with the free parameters \( \mu_g \) (mean) and \( \sigma_g \) (standard deviation), which describes mostly the peak in the \( m_{J/\psi+\ell} \) distribution, and a gamma distribution (i.e., the whole second term of the right-hand side in eq. (3.1)), whose definition involves the Gamma function \( \Gamma \). The gamma distribution has three free parameters: its shape parameter \( \gamma \), scale parameter \( \beta \), and shift parameter \( \mu \). The relative contribution of the Gaussian distribution is described by the parameter \( \alpha \). Each of the six parameters is implemented as a linear function of \( m_t \), taking the form of \( c_1 + c_2 m_t \). The \( m_{J/\psi+\ell} \) distributions for each of the samples with different values of \( m_t \) are simultaneously fitted to obtain the slope and intercept for each of the six parameters. Then, when the \( m_{J/\psi+\ell} \) distribution obtained from data is fitted, the linear coefficients \( c_1 \) and \( c_2 \) are fixed and \( m_t \) becomes the only free parameter of \( P_{\text{sig+bkg}} \). Figure 4 shows the six parameters of eq. (3.1) with respect to \( m_t \). The two parameters showing the strongest dependence on \( m_t \) are \( \mu_g \) and \( \sigma_g \).

### 3.2 Validation of the procedure to extract the top quark mass

Different tests are used to validate the procedure to extract \( m_t \). First, the parameters of \( P_{\text{sig+bkg}} \) are fitted for each of the \( m_t \) values independently, without any specific assumption about their dependence on \( m_t \). The result, superimposed as the dots in figure 4, confirms the assumed linear dependence. Then the \( m_{J/\psi+\ell} \) distribution obtained for \( m_t = 172.5 \text{ GeV} \) is fitted to \( P_{\text{sig+bkg}} \) fixing thereby the dependence of \( \mu_g, \sigma_g, \gamma, \beta, \mu, \) and \( \alpha \) on \( m_t \), only leaving \( m_t \) free. The result is statistically compatible with 172.5 GeV.
Figure 4. Mean (upper left) and standard deviation (upper middle) of the Gaussian distribution describing the peak of the $m_{J/\psi+\ell}$ distributions, relative contribution of the Gaussian distribution to $P_{\text{sig+bkg}}$ (upper right), and shape (lower left), scale (lower middle), and shift (lower right) parameters of the gamma distribution, as a function of input $m_t$. The solid lines are the result of the simultaneous fit described in section 3.1, while the dashed lines indicate the 68% confidence level of the fit. The superimposed data points are the result of the alternative fitting method described in section 3.2.

The performance of this fitting method is evaluated with pseudo-data experiments. From $P_{\text{sig+bkg}}$, described by eq. (3.1), with $m_t$ fixed at 172.5 GeV, 3,000 pseudo-data experiments of $N_{\text{evt}}$ events are drawn, where $N_{\text{evt}}$ follows a Poisson distribution around the 666 events observed in data. Each pseudo-data experiment is fitted to $P_{\text{sig+bkg}}$, with $m_t$ being once again the only free parameter. The same procedure is reproduced for different $m_t$ values in $P_{\text{sig+bkg}}$. The residual and the pull, respectively defined as the difference between the fit result and the input value and the difference between the fit result and the input value relative to the fit uncertainty, are computed for each pseudo-data event. The mean and width of the pull and residual distributions obtained for each pseudo-data experiment are rescaled to propagate uncertainties due to the limited numbers of pseudo-data experiments and simulated events. The means and widths of the pull distributions are found to be constant in $m_t$ and compatible with 0 and 1 within their respective statistical uncertainties. The method to extract $m_t$ from the $m_{J/\psi+\ell}$ distribution can therefore be considered as unbiased. Each of the six mass points results in a mean and width from the residual distribution, which are interpolated to $m_t = 172.5$ GeV. The spread of the mean values is used to estimate the systematic uncertainty arising from the size of the simulated event samples (0.22 GeV) and the width values are used to derive the expected statistical uncertainty for the data (2.9 GeV).
3.3 Modeling heavy-quark fragmentation

Since this measurement is expected to be particularly sensitive to heavy-quark fragmentation, its corresponding modeling in simulated events is studied in detail.

The \( \ell \ell \) simulated event samples in the measurement are generated using the Z2* tune. The \( p_T \) distribution of the b hadron at the generator level (\( p_T^\text{gen}(B) \)), relative to that of the jet the hadron is matched to (\( p_T^\text{gen}(\text{jet}) \)), is used to compare the Z2* tune to two alternative tunes and their variants:

1. An updated version of the Z2* tune, which better describes fragmentation in e\( ^+ \)e\( ^- \) data, is denoted Z2* LEP \( r_b \) [41]. The \( r_b \) parameter in the Bowler extension of the fragmentation function [20] changes from \( r_b = 1.0 \) for Z2* to 0.591 for Z2* LEP \( r_b \). Values that provide 1 standard deviation changes in the \( r_b \) parameter, respectively of \( r_b = 0.317 \) (Z2* LEP \( r_b \) + and 0.807 (Z2* LEP \( r_b \)), are also considered;

2. The Perugia 12 (P12) tune is used along with two variants [42] for which the fragmentation process is altered to be harder in the longitudinal (\( ^\text{FL}^\prime \)) and transverse (\( ^\text{FT}^\prime \)) directions by changing for all quarks the \( a \) and \( b \) parameters of the Lund fragmentation function [19]. The P12 tune is an update of the Perugia 11 tune, used in other analyses, e.g. ref. [41].

Figure 5 shows the ratio of \( p_T^\text{gen}(B)/p_T^\text{gen}(\text{jet}) \) distribution for the Z2* LEP \( r_b \) tune. For the Z2*, Z2* LEP \( r_b \), Z2* LEP \( r_b^+ \), P12, P12FT, and P12FL tunes, the ratio to Z2* LEP \( r_b \) is shown. Since this distribution reflects how the \( p_T \) of the b quark is transferred to the b hadron, it is a good probe of fragmentation modeling.

A reweighting procedure, based on the \( p_T \) distribution of the b hadron at generator level relative to that of the jet the hadron belongs to, is applied to the \( m_J^\ell \) distribution generated with the Z2* tune at \( m_t = 172.5 \) GeV. This provides a consistent modeling of the underlying event and color reconnection effects in the Z2* tune, while the description of fragmentation changes. Each reweighted \( m_J^\ell \) distribution is then fitted to \( P_{\text{sig}+\text{bkg}} \), with \( m_t \) being its only free parameter. Figure 6 shows the dependence of the fitted \( m_t \) on the average jet \( p_T \) fraction carried by the b hadron in exclusive decays. In ref. [41], it was found that the default Z2* tune is softer than the data for \( \ell \ell \) events, and the Z2* LEP \( r_b \) tune is a better match to the data. It appears in figure 6 that P12 and Z2* tune families give compatible results within statistical uncertainties. The Z2* LEP \( r_b \) tune is therefore chosen as the baseline, implying a shift of \(-0.71 \) GeV to the fit results. The difference between the \( m_t \) values obtained for its soft and hard variants is assigned as a systematic uncertainty.

A closure test on the reweighting procedure has been done using simulated event samples generated with the P12 tune family. It validates the strategy of reweighting only the \( p_T \) transfer \( p_T^\text{gen}(B)/p_T^\text{gen}(\text{jet}) \).

3.4 Results

Figure 7 shows the \( m_J^\ell \) data distribution together with the results of a maximum-likelihood fit to eq. (3.1). The fit gives a good description of the data, apart from the low mass region, where the missing radiation correction becomes important (see section 2.3).
Figure 5. Ratio of the $p_T$ of the b hadrons to the $p_T$ of the matched generator-level jet for the Z2* LEP $r_b$ tune (upper), the ratio to Z2* LEP $r_b$ for the Z2*, Z2*:LEP $r_b^-$, and Z2* LEP $r_b^+$ tunes (middle), and the ratio to Z2* LEP $r_b$ for the P12, P12FT, and P12FL tunes (lower). As neutrinos are not clustered within jets, it happens in very rare cases that $p_T^{\text{gen}}(B) > p_T^{\text{gen}}(\text{jet})$. For this effect to be visible, the horizontal axis range is extended beyond 1 unit.

Figure 6. Dependence of the extracted $m_t$ value on the average fragmentation ratio $(p_T^{\text{gen}}(B)/p_T^{\text{gen}}(\text{jet}))$, fitted to a linear function.
Figure 7. Distribution in the invariant mass of the $J/\psi$ meson candidate and the leading lepton combination, fitted to $P_{\text{sig+bkg}}$ of eq. (3.1) through the maximization of a likelihood function. The inset shows the negative logarithm of the likelihood function $L$ relative to its maximum $L_{\text{max}}$ as a function of the only free parameter, which is $m_t$.

The inset shows the negative logarithm of the likelihood function $L$ relative to its maximum $L_{\text{max}}$ as a function of $m_t$, which is the only free parameter in the fit. The value of the fitted mass, after implementing the shift of $-0.71$ GeV described in section 3.3, is $173.5$ GeV, with a 68% confidence level statistical uncertainty of $3.0$ GeV.

4 Systematic uncertainties

The size of each systematic uncertainty is evaluated from its impact on the $m_{J/\psi+\ell}$ shape and its propagation to the fit to extract $m_t$. For each source of uncertainty, the $m_{J/\psi+\ell}$ distributions are generated for the corresponding variations and then fitted to the nominal parametrization of $P_{\text{sig+bkg}}$ obtained without variation. A cross-check is performed using pseudo-data experiments. The average shift of $m_t$ with respect to the reference is taken as an estimate of the magnitude of the systematic uncertainty. Both methods are always in good agreement within the statistical uncertainty.

Table 2 summarizes the results obtained for the evaluation of the systematic uncertainties, which are described in detail in sections 4.1 and 4.2, and considered as uncorrelated.

4.1 Experimental uncertainties

Limited size of the simulation samples. As described in section 3.2, pseudo-data experiments are drawn from $P_{\text{sig+bkg}}$ for seven different $m_t$ values. The spread of the residual mean is interpreted as the uncertainty due to the finite size of the simulated event
<table>
<thead>
<tr>
<th>Source</th>
<th>Value (GeV)</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Experimental uncertainties</strong></td>
<td></td>
</tr>
<tr>
<td>Limited size of the simulation samples</td>
<td>±0.22</td>
</tr>
<tr>
<td>Muon momentum scale</td>
<td>±0.09</td>
</tr>
<tr>
<td>Electron momentum scale</td>
<td>±0.11</td>
</tr>
<tr>
<td>Modeling of the $J/\psi$ meson candidate mass distribution</td>
<td>+0.09</td>
</tr>
<tr>
<td>Jet energy scale</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Jet energy resolution</td>
<td>&lt;0.01</td>
</tr>
<tr>
<td>Trigger efficiencies</td>
<td>±0.02</td>
</tr>
<tr>
<td>Pileup</td>
<td>±0.07</td>
</tr>
<tr>
<td><strong>Theoretical uncertainties</strong></td>
<td></td>
</tr>
<tr>
<td>Background normalization</td>
<td>±0.01</td>
</tr>
<tr>
<td>Matrix-element generator</td>
<td>−0.37</td>
</tr>
<tr>
<td>Factorization and renormalization scales</td>
<td>+0.12, −0.46</td>
</tr>
<tr>
<td>Matching of matrix element and parton shower</td>
<td>+0.12, −0.58</td>
</tr>
<tr>
<td>Top quark transverse momentum</td>
<td>+0.64</td>
</tr>
<tr>
<td>b quark fragmentation</td>
<td>±0.30</td>
</tr>
<tr>
<td>Underlying event</td>
<td>±0.13</td>
</tr>
<tr>
<td>Modeling of color reconnection</td>
<td>+0.12</td>
</tr>
<tr>
<td>Parton distribution functions</td>
<td>+0.39, −0.11</td>
</tr>
<tr>
<td><strong>Total (in quadrature)</strong></td>
<td>+0.89, −0.94</td>
</tr>
</tbody>
</table>

Table 2. Summary of the impact of systematic uncertainties on the top quark mass according to the contributions from each source.

samples used for the calibration. No systematic uncertainty stemming from the shape parametrization is added.

**Leading lepton momentum scale.** The average uncertainties in the leading lepton transverse momentum scale are below 0.1% in the case of muons [10] and 0.3% in the case of electrons [34]. This uncertainty, given as a function of $p_T$ and $\eta$, is propagated to $m_{J/\psi+\ell}$ and the effect on the $m_t$ fit is evaluated.

**Modeling of the $J/\psi$ meson candidate mass distribution.** Despite the corrections applied to the muon $p_T$ scale, the shape of the $J/\psi$ meson candidate mass distribution observed in data is not exactly reproduced in the simulation, in which final-state radiation from soft muons is not modelled. Conservatively, the full difference is treated as a potential systematic uncertainty. Thus, the $m_{J/\psi+\ell}$ distribution is recomputed for a reweighted $J/\psi$ meson candidate mass, such that the peak position and the width of the simulated distribution are the same as for the data. The uncertainty associated with this effect is computed as the difference between the top quark masses fitted before and after reweighting.
Jet energy scale and resolution. In this analysis, the jet energy scale and resolution affect only the event yield. The effect of the jet energy scale uncertainty is studied by scaling the reconstructed jet energy by a $p_T$- and $\eta$-dependent scale factor before the event selection is applied. Similarly, the effect of the jet energy resolution uncertainty is studied by varying the jet energy resolution of the simulated events according to the estimated uncertainty.

Trigger efficiencies. As reported in section 2.2, the single-lepton trigger efficiencies are applied to simulated events. A conservative systematic uncertainty of ±3% is assumed for the trigger efficiencies. The difference between the top quark masses fitted with upwards and downwards variations is taken as the uncertainty.

Pileup. Simulated events are reweighted event by event to reproduce the number of pileup events observed in data. A 5% variation on the minimum-bias cross section [43] used is propagated to $m_{\ell\nu+\ell}$ and $m_t$.

4.2 Theoretical uncertainties

Background normalization. Processes are normalized to their theoretical cross sections. To evaluate the effect of the uncertainties in these cross sections, obtained from scale variations in the theoretical calculation, the main background contributions, i.e. $W/Z+$jets and $WW/ZZ/WZ$, are varied by ±20% and ±5%, respectively. Variations in the theoretical cross sections of other processes have negligible impact on the measurement.

Matrix-element generator. The MadGraph LO matrix-element predictions used for the calibration of the measurement are compared with the NLO powheg predictions for $m_t = 172.5$ GeV. The difference, propagated to the measured mass, is assigned as a systematic uncertainty.

Factorization and renormalization scales. In the signal simulation, $\mu_F$ and $\mu_R$ are set to a common value $Q^2 = m_t^2 + \sum (p_{T,\text{parton}})^2$, where $p_{T,\text{parton}}$ is the transverse momentum of the partons. Alternative samples with $Q$ varied by a factor of 0.5 or 2 are used to estimate the effect of the uncertainties in the factorization and renormalization scales.

Matrix element/parton shower matching threshold. This matching threshold is a parameter used in the simulation to define the limit at which the generation of extra jets is made by Pythia instead of the matrix-element generator MadGraph, and therefore controls the hardest initial- and final-state radiation in the event. The effect of the choice of this threshold is evaluated using dedicated samples in which the parameter is changed from the default value of 40 GeV down to 30 GeV and up to 60 GeV, as discussed in ref. [44].

Top quark transverse momentum. Evidence of a mismodeling of the top quark $p_T$ by MadGraph has been obtained by the differential cross sections measurements in CMS [45, 46]. To quantify the effect of this mismodeling on $m_t$, an event-by-event reweighting is applied to the simulation to reproduce the top quark $p_T$ shape observed in data. The difference between the top quark masses fitted with and without this reweighting is taken as the uncertainty.
Fragmentation functions. The $t\bar{t}$ simulated event samples used for the measurement are produced with the default Z2* tune, with a correction applied to the fitted result so as to use the Z2* LEP $r_b$ tune as a baseline. These two tunes are based upon data collected at LEP and elsewhere. Porting an MC simulation tune from LEP to LHC implies the assumption of the factorization between the perturbative and nonperturbative parts in the shower evolution, which are typically fitted together, and the noncorrelation of these fits with the color structure of the event, which is clearly different in $e^+e^- \rightarrow b\bar{b}$ and $pp \rightarrow t\bar{t} \rightarrow b\bar{b}W^-\bar{W}^+$ events. These differences are considered to be covered by the underlying event and color reconnection modeling uncertainty. The uncertainty stemming from the modeling of the $b$ hadron decay induces variations of the $b$ hadron relative $p_T$ that are much smaller than the uncertainty in $r_b$ for the Z2* LEP $r_b$ tune [47]. Thus, only the effect of fragmentation parameters constrained by the LEP data is considered as an additional source of systematic uncertainty, assigning the maximum difference between the $m_t$ values obtained for the Z2* LEP $r_b^+$ and Z2* LEP $r_b^-$ tunes, shown in figure 6, as the systematic uncertainty stemming from the fragmentation modeling. The size of the uncertainty is found to be comparable to the one estimated in a different way in ref. [9].

Hadronization modeling. A generator-level study using SHERPA (v2.1.0) [48] has been carried out in the context of ref. [41]. The SHERPA generator allows us to use the same $p_T$-ordered shower model (CSSHOVER++ [49]), while interfacing with two alternative hadronization/fragmentation models. The difference between the cluster and the string models on the $M_{j_{\ell b}+\ell}$ shape is much smaller than the difference between the Z2* LEP $r_b^+$ and Z2* LEP $r_b^-$ tunes. Thus, only the difference between the two fragmentation tunes is considered as a source of systematic uncertainty and no extra uncertainty stemming from the hadronization model is assigned.

Underlying event and color reconnection modeling. These effects are evaluated using variations of the Perugia 12 (P12) underlying event tune [42]. Two variations ("ueHi" and "ueLo") are compared to the nominal P12 tune to evaluate the effect of the underlying event in the measurement. The nominal P12 tune is taken here as the reference as it contains not only a dedicated parametrization of the fragmentation function, but also different parametrizations for the hadron multiplicities. The difference between the nominal P12 tune and a separate variation where color reconnection effects are smaller ("crLo") is assigned as the systematic uncertainty due to this effect.

Parton distribution functions. As stated in section 2.2, the default PDF tune is CTEQ6L1 for $t\bar{t}$ simulated events in this analysis. The $m_t$ value fitted in this tune is compared to the one obtained for the CT14 NLO [50], MMHT2014 NCL 68CL [51], and NNPDF30 NLO AS0118 [52] tunes, applying the PDF4LHC recommendations [53, 54]. Diagonalized uncertainty sources of each PDF set are used to derive event-by-event weights, which are then applied to obtain a variation of the $M_{j_{\ell b}+\ell}$ shape. The maximal difference with respect to the nominal $M_{j_{\ell b}+\ell}$ shape is quoted as the systematic uncertainty.
Summary

The first measurement of the mass of the top quark is presented in the decay channel \( t \to (W \to \nu \tau) (b \to J/\psi + X \to \mu^+\mu^- + X) \). An event selection is implemented in proton-proton collisions recorded with the CMS detector at \( \sqrt{s} = 8 \text{ TeV} \), to obtain a sample of high purity leptonically-decaying top quarks in \( tt \) and single top quark production events containing one \( J/\psi \) meson candidate that decays into an oppositely-charged muon pair. The data correspond to an integrated luminosity of \( 19.7 \text{ fb}^{-1} \). There are 355 events observed with a muon and 311 with an electron as leading isolated lepton, in agreement with expectations from simulation.

The top quark mass is extracted from an unbinned maximum-likelihood fit to the invariant mass of the leading lepton and \( J/\psi \) meson candidate. The resulting \( m_t \) measurement is 173.5 GeV, with a statistical uncertainty of 3.0 GeV and a systematic uncertainty of 0.9 GeV. This is the first time that this method has been applied to a physics analysis and the systematic uncertainty is of the same order of magnitude as that estimated in ref. [9]. Even though the results are statistically limited, the dominant systematic uncertainties are different from those of the most precise direct reconstruction methods. As the sensitivity to jet-related uncertainties is negligible, this allows the possibility to contribute significantly in combination with other \( m_t \) measurements. Furthermore, with the larger data set expected in the next runs of the LHC, the method described in this paper will provide a result which will be more competitive with those obtained from the conventional reconstruction techniques.
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