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Abstract

Power-law distributions describe many phenomena related to rock fracture. Data collected to measure the parameters of such distributions only represent samples from some underlying population. Without proper consideration of the scale and size limitations of such data, estimates of the population parameters, particularly the exponent $D$, are likely to be biased. A Monte Carlo simulation of the sampling and analysis process has been made, to test the accuracy of the most common methods of analysis and to quantify the confidence interval for $D$. The cumulative graph is almost always biased by the scale limitations of the data and can appear non-linear, even when the sample is ideally power law. An iterative correction procedure is outlined which is generally successful in giving unbiased estimates of $D$. A standard discrete frequency graph has been found to be highly inaccurate, and its use is not recommended. The methods normally used for earthquake magnitudes, such as a discrete frequency graph of logs of values and various maximum likelihood formulations can be used for other types of data, and with care accurate results are possible. Empirical equations are given for the confidence limits on estimates of $D$, as a function of sample size, the scale range of the data and the method of analysis used. The predictions of the simulations are found to match the results from real sample $D$-value distributions. The application of the analysis techniques is illustrated with data examples from earthquake and fault population studies.

1. Introduction

Many objects that occur naturally over different scales show a power-law distribution of relative abundance (Schroeder, 1991). This is particularly true for phenomena related to rock fracture such as earthquakes (Gutenberg and Richter, 1954), fault displacements (Kakimi, 1980), fault and fracture trace lengths (Heffer and Bevan, 1990) and fracture apertures (Barton and Zoback, 1992). In all of these papers the data represent samples from some underlying distribution. It is the parameters describing this distribution that are required to help our theoretical understanding of the processes involved and enable predictions from such theory. Therefore, it is crucial to know whether the analysis of samples can give us unbiased estimates of the distribution parameters, and how precise these unbiased estimates are. This paper gives a detailed description of the common sample biases and how these affect the analysis of samples from power-law distributions. Using Monte Carlo simulation of the sampling
process, the parameters derived from samples can be tested for bias and the random error quantified. With real data there is also the problem of testing whether the power-law distribution is an appropriate model. This question is addressed and the results of the simulation are illustrated using examples from earthquake and fault population studies.

2. Power-law distributions

There are three commonly used definitions of a power-law distribution. In many fault population studies the cumulative distribution function is used e.g., Childs et al. (1990), Walsh et al. (1991) and Jackson and Sanderson (1992):

\[ N = a_1 u^{-b_1} \]  

where \( u \) is a measure of size and \( N \) is the cumulative number of values \( \geq u \), \( a_1 \) is a constant and \( b_1 \) is the exponent (Fig. 1a). An alternative is to define the model in terms of the discrete frequency distribution, e.g., Kakimi (1980), Heffer and Bevan (1990) and Barton and Zoback (1992):

\[ n = a_2 u^{-b_2} \]  

where \( n \) is the frequency of values in an interval \( u \pm \delta u \) (Fig. 1b). A third definition is to use the discrete frequency of log \( u \):

\[ \log n_{\log u} = a_3 - b_3 \log u \]  

where \( n_{\log u} \) is the frequency of values in an interval \( \log u \pm \delta(\log u) \) (Fig. 1c). This is most common in earthquake studies, and is probably better known as the Gutenberg–Richter relationship (Gutenberg and Richter, 1954), where earthquake magnitude, \( M \) is substituted for \( \log u \). Note that this is not equivalent to the logarithmic of (2) as the definition of \( n \) in the two equations is different.

Any attempt to fit data to the model given by (2) must use a finite interval size \( \delta u \). Definition (2) is an idealised form where \( \delta u \rightarrow 0 \). The function for \( n \) can be derived from \( N \) assuming a finite interval \( \delta u \) and using the binomial expansion, neglecting all second-order terms and above:

\[ n = \delta N = N_{\geq u} - N_{\geq (u + \delta u)} = u^{-b} - (u + \delta u)^{-b} \]  

by assuming \( \delta u \ll u \), then:

\[ n = a_1 b_1 u^{-(b_1 + 1)} \delta u \]  

Consequently, any real \( n \) will depend on the interval size \( \delta u \). If logs are taken of (5) the interval size becomes an additional constant, and the gradient will give \( -(b_1 + 1) = -b_2 \). There is an additional problem with using (2), in that it assumes that small changes in \( u \) (i.e. \( u + \delta u \)) cause a change in \( n \). This is reasonable at the small scale where the distribution is virtually continuous, but will break down at the large scale as the distribution is sparse. At the large scales, the model predicts fractional values for \( n \), whereas real values of \( n \) will be 0 or 1. This can be seen on discrete frequency graphs as will be shown later. The cumulative distribution \( N \) is independent of interval size and can describe the distribution at all scales.

Some authors (e.g., Bender, 1983) have claimed that the cumulative function cannot describe real data, as it assumes an infinite maximum value to the distribution. However, if \( N \) is restricted to integer values of 1 or more, then the maximum value will be determined by \( N = 1 \), and the distribution is bounded at the large scale. Bath (1981) has suggested that (3) is the best description of the true earthquake magnitude distribution. The cumulative distribution derived in Bath's paper from (3) is non-linear, however, a linear log-interval distribution can be derived from the integer cumulative definition (1). If we take two cumulative numbers, \( N_2 > N_1 \) where:

\[ N_2 = a_1 u_2^{-b_1} \]
\[ N_1 = a_1 u_1^{-b_1} \]  

then:

\[ N_2 - N_1 = a_1 (u_2^{-b_1} - u_1^{-b_1}) \]

\[ = a_1 u_2^{-b_1} \left( 1 - \left( \frac{u_1}{u_2} \right)^{-b_1} \right) \]  

(7)
taking logs:
\[ \log(N_2 - N_1) = \log a_1 - b_1 \log u_2 + \log \left[ 1 - \left( \frac{u_1}{u_2} \right)^{-b_1} \right] \] (8)

where \( N_2 - N_1 \) is the number in the interval \( u_1 \rightarrow u_2 \). If we take constant log intervals \( \delta \log u \) then:
\[ \left( \frac{u_1}{u_2} \right) = 10^{\delta \log u}; \ N_2 - N_1 = n_{1g} \] (9)

If the two constant terms are combined and set equal to some value \( \gamma \), then:
\[ \log n_{1g} = \gamma - b_1 \log u_2 \] (10)

Therefore, the integer cumulative definition is consistent with a linear log-interval graph, where \( b_3 = b_1 \). The non-linearity seen in cumulative graphs, which has lead several authors to suggest alternative functions for such graphs [see Bath (1981) for a review], is due to sampling effects and will be discussed later. Given the basic compatibility of all three distributions, the integer cumulative definition is our preferred model, as it can describe the distribution at all scales, is independent of interval choice and embodies the hierarchical nature of power-law distributions. This is used to produce all the simulated data. To maintain a consistency of notation with Jackson and Sanderson (1992) and Pickering et al. (1994), this distribution is described with an exponent \( D \) and a constant \( c \).

3. Sampling effects

All data sets represent samples from a population of values. If this sample excludes certain types of values the sample is biased, and is not representative of the population. Most samples are limited in areal extent (and time with respect to sampling).
to earthquakes), size and scale range, and are therefore biased. There are two common biases in rock fracture studies, truncation and censoring (Einstein and Baecher, 1983). In the following discussion and the remainder of the paper, scale range refers to the difference in value between the maximum and minimum of the sample, and size or size range to the number of values within the sample.

3.1. Truncation

If the scale range of a sample is less than that of the population as a whole then the sample is truncated. Most samples from geological power-law distributions are truncated. At the small scale this is known as left-hand truncation (LHT) and is usually related to the resolution of the method of measurement; earthquake magnitudes, for example, are limited by the sensitivity of the seismographs used. Associated with this LHT is a loss of data as the limit of sensitivity is approached. This is called the LHT “fall-off”. Data within this “fall-off” are not representative of the distribution and should be excluded from the analysis. If this is done, corrections such as that given in Barton and Zoback (1992), are unnecessary.

Large-scale or right-hand truncation (RHT) is also common, although it is less often recognised. A hanging-wall or footwall cutoff of a large fault may not be visible or may be lost due to erosion. Earthquake data recorded over a limited time will often miss rare large events. The problem of truncation is particularly common when sampling from power-law distributions, as they often extend over a large scale range, where the majority of values in the distribution may be beyond that of the scale range of observation.

3.2. Censoring

A sample is censored when some, or all, of the values within it are systematically under-or over-estimated. The classic example of censored data is in life testing, where if some test units have not failed at the end of the experiment, their true “life” is unknown, only that it is greater than the length of time of the experiment (Nelson and Hahn, 1972, 1973). Most fracture length statistics are affected by censoring. Three types can be defined:

Type A: As no fracture can have a measured length larger than that of the survey, the length of fractures which are longer than the maximum dimension of the survey will be underestimated.

Type B: If one end of the fracture lies beyond the boundary of the survey the measured length will underestimate the true length. This problem is more likely to occur for longer fractures but may affect fractures of any size.

Type C: If there is a restriction on the minimum displacement or width that can be observed (left-hand truncation) then the fracture tips will not be observed. Therefore, every fracture length will be underestimated.

Methods have been developed to find the true distribution from censored data (see Laslett (1982) for review). They have mainly been concerned with log-normal or negative exponential distributions, e.g., Cruden (1977), Priest and Hudson (1981) and Einstein and Baecher (1983). For a power-law distribution of lengths, types A and B are not usually a serious problem. This is because within any given scale range, there are always more small values than large values in a power-law distribution. Short fractures cannot suffer from Type A censoring, and are less likely to suffer from Type B, and these will make up the majority of the data available. In contrast, Type C censoring is most serious for small fractures. As the truncation cutoff is similar for all fractures, a larger proportion of the length of a small fracture will have displacement/width less than the cutoff. This problem makes reliable estimation of the true distribution impossible, unless the data are corrected.

Walsh and Watterson (1988) and Heffer and Bevan (1990) suggest similar solutions, by correcting each measurement for an estimated “missing” length. This is achieved by assuming relationships between (a) displacement/width and radial distance from the centre of the fracture and (b) the maximum displacement/width and length; details are contained in Heffer and Bevan (1990).
Other sampling problems are usually specific to the sampling methods or the particular properties under examination. Examples of these include earthquake magnitude saturation, e.g., Froehlich and Davis (1993), and multi-line sampling of fault displacements (Yielding et al., 1992; Pickering et al., in press). There may also be problems of distinguishing individual fractures from close spaced sets of fractures, e.g., Barton and Zoback (1992). This leads to an overestimate of the density of large-scale fractures, which can be corrected using the method given in the paper of Barton and Zoback. Although referred to as censoring, the effect is distinctly different from the original definition of under-or overestimating individual values, and their correction cannot be used for any of the types of censoring (A, B, C) defined earlier. Such problems should be resolved before analysing the data, by either excluding the affected data from the analysis (e.g., saturated magnitudes) or correcting for the bias introduced.

4. Methods of analysis

If biases introduced by censoring and other sample specific effects are minimal or have been corrected, samples from power-law populations will still suffer from truncation. In this section we discuss the use of various analysis methods in the light of this truncation and other sampling effects.

4.1. Cumulative frequency method

A log transform of (1) gives a simple linear relationship between log $N$ and log $u$. Any LHT fall-off is easily detected as it will cause a deviation at the small scale; the rest of the data should fall on a straight line. However, there is often a systematic deviation at the large scale on many cumulative graphs (Fig. 2a). This can be attributed to the truncation of the sample. This deviation has been called “censoring” (Jackson and Sanderson, 1992; Pickering et al., 1994), but that term should be reserved for the problems outlined earlier and a more appropriate term is the finite-range effect.

Three idealised non-random samples derived from an integer power-law distribution with $D = 1.0$ and a maximum value of 10,000 are shown in Fig. 3. Sample A, of size 100, has a maximum value of 100 and a minimum at 1; it plots on the cumulative graph giving an exact fit to a line with a slope of 1. Sample B has the same RHT at 100, but a minimum at 10 and shows a deviation. Even if a line was fitted to the semi-linear part at the small scale, the slope would overestimate the distribution $D$-value. The difference between the two samples is the amount that the scale range and size range have been reduced in comparison to the original distribution. For sample A they have been reduced equally by $1/100$. For sample B the size has been reduced by $1/100$, but the scale range has been reduced by $1/1000$. Sample A is “self-similar” to the distribution whereas sample B is not. In the alternative case, where the scale range is reduced by less than the reduction in size range, the graph may underestimate the $D$-value. However, this case is rare with real data as it is often much easier to increase the size of the data set, rather than its scale range.

The solution to this problem is based on the observation that self-similar samples produce undistorted graphs. Consider sample C (see Fig. 3), which is sample A with the ten largest values removed, but it could equally well have been derived from the original distribution. In the self-similar Sample A, these data were assigned values of $N$ from 11 to 100. Therefore, if for sample C we began counting from 11, the distortion would be removed and the graph would give a slope of 1. This “correction” can be predicted using the following derivation for a general power law.

The line of a self-similar sample from a power-law distribution on a cumulative frequency log-log plot, which shows no finite-range effect, is shown in Fig. 4. The slope of the line is $-D_T$. The scale range of the sub-sample taken from this is $U_{\text{MIN}}$ to $U_{\text{MAX}}$. To make this sub-sample self-similar to the distribution, the counting must begin from $N_C$, where $N_C$ is the cumulative num-
Fig. 3. Log-log graphs of cumulative number against value for three idealised data sets, taken from a power-law population. The population has 10,000 values and a $D$-value of 1.0. Samples A and B contain 100 values, with scale ranges of two and one order of magnitude, respectively. Sample C contains 90 values, and is equivalent to Sample A with the largest ten values removed. The deviation from linearity shown by samples B and C is due to the finite-range effect (see text).

From Fig. 4:

\[
\log N_T - \log N_C = -D (\log U_{MIN} - \log U_{MAX})
\]

(11)
Fig. 4. Log–log cumulative graph of a self-similar sample from a power-law population with exponent $D_T$. $U$ is in arbitrary units and $N$ is cumulative number. If a sub-sample from $U_{MIN}$ to $U_{MAX}$ is taken then $N$ must take values from $N_c$ to $N_T$, but in practice data will be plotted from 1 to $N_T - N_c$. The geometry of the plot may be used to estimate $N_c$—see text.

where $N_T$ is the sample size plus the correction ($N_T - 1$). Therefore:

$$\log N_C = \log N_T - D_T(\log U_{MAX} - \log U_{MIN})$$

For the examples given in Fig. 3, the value of $D_T$ is 1, and the size and scale range had to be equal to preserve self-similarity. In the general case the two will scale differently, hence the $D_T$ term in (12). In the case of $D_T = 0.5$, for example, the size of the sample must be reduced by two orders of magnitude for every one order of magnitude reduction in scale range.

With real data only $U_{MAX}$, $U_{MIN}$ and $N_E$, the sample size, are known. The slope of the distorted graph, $D_E$, can be used to estimate $D_T$, and if we assume that $N_C \ll N_T$ then:

$$N_E = N_T - (N_C - 1) \approx N_T$$

or:

$$\log N_E \approx \log N_T$$

substituting into (13) gives:

$$\log N_C \approx \log N_E - D_E(\log U_{MAX} - \log U_{MIN})$$

(15)

$N_C$ can now be estimated and used to correct the bias in the log–log cumulative plots. As the distribution $D$-value is not known, the correction is approximate, and will become increasingly more inaccurate as $N_E$ and $D_E$ become poor estimates of $N_T$ and $D_T$, respectively. An iterative approach can be used, where the $D$-value from a graph corrected using the first estimate of $N_C$ ($N_C^{#1}$) is substituted for $D_E$ and $N_E + (N_C^{#1} - 1)$ is substituted for $N_E$. This approach is shown for sample C, previously displayed in Fig. 3, in Fig. 5, where the first uncorrected estimate of $D$ (1.31) is biased. As $N$ has been defined as an integer function, $N_C$ can only take integer values. So, once the majority of the bias is removed, a small change in $D$-value will lead to the same value of $N_C$ and therefore no further change in $D$ will occur. In this case, after six iterations, the method converges on a $D$-value of 1.05 which is still slightly biased but is much closer to the true value.

4.2. Discrete frequency method

To produce the discrete frequency graph the data are binned into intervals of equal size on a linear scale, and the number in each interval is plotted against the interval midpoint using log scales. Note that this graph will give a slope of $D + 1$ compared to the other methods (see eq. 5).
The intervals which cover the LHT fall-off can again be recognised by a deviation from the linear trend at the small scale. As the number in each interval is independent of any other interval, there is no finite-range effect. Those intervals which include the LHT and RHT may partially cover ranges where there has been no data recorded and should be ignored when analysing the graph (Fig. 2b). The model often predicts fractional values for the number in each interval at the large scale. This results in a series of intervals containing either one or no values (Fig. 2b). These intervals cannot be used to define D. Although a large number of intervals can be chosen to make the graph, most of these intervals will lie at the large scale end. As only a small number of points on the graph can be used to define D, the results are often inaccurate. This point will be returned to in the discussion of the results from the simulation later in the paper.

4.3. Log-interval method

This method is similar to the discrete frequency method, except that the intervals are chosen to be of equal size on a log scale rather than a linear scale. This means that the data are spread more evenly among the intervals (Fig. 2c). Data points from the intervals at the large scale can deviate from the trend due to a breakdown in the assumption that the interval boundaries correspond to values in the distribution (see eq. 6). As the intervals become comparable to the gaps in the distribution this is not true, and such intervals cannot be used to define D. This problem only tends to occur for a small proportion of the intervals (cf. discrete frequency model) and, if the data set is large (200 +) and only covers a limited scale range (two orders of magnitude or less), it does not occur at all. The method is unaffected by the finite-range effect, but those intervals covering the truncations may be only partially filled and should be excluded, along with those covering any LHT fall-off.

4.4. Non-graphical methods

There are three maximum likelihood formulations for finding the exponent from power-law data. All of them were developed for earthquake data and are therefore given in terms of magnitude M and exponent b. For a general power law, log u should be substituted for M and D for exponent b. As the formulae will give inaccurate results if the data are affected by any sampling problems other than a simple LHT and RHT, the data must first be graphed to identify and remove any LHT fall-off.

The simplest method was derived by Utsu (1965) and Aki (1965):

\[ b = \frac{0.4343}{(\bar{M} - M_{\text{min}})} \]  

(16)

where \( \bar{M} \) is the average magnitude of a set of earthquakes and \( M_{\text{min}} \) is the minimum magnitude in the set. The derivation of this formula assumes an infinite maximum magnitude. This is a reasonable approximation as long as the maximum magnitude in the sample is at least two magnitude units larger than the minimum. Page (1968) derived a formula for data that are bounded by two limits \( M_{\text{min}} \) and \( M_{\text{max}} \):

\[ b = \log_{10} e \left[ \frac{\bar{M} - M_{\text{min}} - M_{\text{max}} e^{-b(M_{\text{max}} - M_{\text{min}})}}{1 - e^{-b(M_{\text{max}} - M_{\text{min}})}} \right]^{-1} \]  

(17)

where \( b' = b/0.4343 \). This equation requires numerical solution (e.g., bracketing and bisection —Press et al., 1986, p. 243). This formula is suitable for all samples, as it allows for data with LHT and RHT. Bender (1983) refined this formula for use with earthquake data that are grouped into magnitude intervals. For data that have been grouped into magnitude intervals of 0.1 (i.e. most modern data), the difference in the results compared to Page’s formulation is small. However, if the intervals are larger, for example the typical 0.6 magnitude intervals used for magnitude data derived from historical intensity data, then Bender’s formula should be used:

\[ \frac{q}{1 - q} - \frac{nq^n}{1 - q^n} = \sum_{i=1}^{n} \frac{(i-1)k_i}{N} \]  

(18)

where \( q = \exp(-\beta \Delta M) \), \( \beta = \ln(10)b \), \( k_i \) = number of earthquakes in the ith magnitude in-
interval ($\Delta M$) and $N =$ total number of earthquakes measured.

5. Simulations

5.1. Methodology

To test and evaluate the performance of the methods and correction procedures, a Monte Carlo computer simulation of the sampling and analysis process was carried out. For each population of known $D$-value, repeated sampling at different sample sizes and ranges allows estimation of the average bias and confidence intervals of the derived $D$-values. There are essentially two parts to the program: (1) producing samples from a power-law population; and (2) applying the analysis method.

Sampling the population

The original power-law population is defined using (see equation 1), in terms of the cumulative number $N$ and exponent $D$. A maximum value $U$ determines the constant of proportionality, and the population has a minimum at zero corresponding to $N = \infty$. Given that any real data set is truncated, the simulation is made with truncated samples. These are produced by defining maximum ($U_{\text{max}}$) and minimum ($U_{\text{min}}$) "measurable" values and picking values at random between the two. Samples with a size magnitude significantly less than this measurable range, i.e., a sample of 100 (two orders) picked from three orders of magnitude of scale range, may have a sample scale range which is less than this measurable range. The samples are produced using the Inverse Transform Method (Rubinstein, 1981). The two values of $N$ that correspond to $u_{\text{max}}$ and $u_{\text{min}}$ are calculated using (1). A random number generator then selects values of $N$ between these two, which are used to calculate values $u$. These are added to the sample until the sample has reached the size required for that particular simulation. The sample is then analysed, the results recorded and the process is repeated for all the samples required for that run.

Analysing the sample

The specific implementation of each method will be discussed along with the results, but some general points on line fitting can be made. The most commonly used algorithm is the standard least-squares formulation (L2 Norm). This can be used for cumulative graphs, but for the discrete graphs (both linear and log-interval), those intervals containing more data will give points less affected by noise and should be given more weight. Therefore, a weighted least-squares method is used for the discrete graphs, with a weighting proportional to the square root of the number in each interval. An alternative option to the least-squares method is to minimise the absolute deviation (L1 Norm). Although a more complex formulation, requiring numerical solution (Press et al., 1986), it has the advantage that it gives low weight to outliers. Outliers are points that do not lie on the linear trend, due to measurement or other errors. This method should be used in implementing the finite-range correction, which will be discussed later.

5.2. Results

The quality of each power-law analysis method can be measured by two factors: (1) the bias in the estimated mean $D$-value compared with the known population value; and (2) the spread of estimated $D$-values which indicates the precision. The spread is measured using 68 and 95% confidence limits, derived by finding the values of $D$ which bound the inner 68 and 95% of the $D$-value distribution. The distributions were found to be approximately normal, therefore these limits correspond to $\pm \sigma$ and $\pm 2\sigma$, where $\sigma$ is the standard deviation. The results of two sets of simulations, made using the log-interval method and Page’s maximum likelihood formulation (see eq. 17), are shown in Fig. 6.

There are two ways to consider the bias of the mean $D$-value. The first is whether it is statistically significant. As the sample $D$-value distribution is approximately normal, the 95% confidence limits of the mean are $\sim \pm 2\sigma / \sqrt{n}$, where $n$ is the total number of sample $D$-values. At each size, 1000 samples were taken; therefore, if the
Fig. 6. Results from the Monte-Carlo simulation of two of the power-law analysis methods: (a) log-interval and (b) Page’s maximum likelihood. At every 25 increments of sample size between 25 and 1000, 1000 samples were taken from a measurable range of 0.02 to 2. The original population has $D = 1.0$ and a maximum value of 100. These samples were then analysed to produce a $D$-value distribution at each sample size. The means ($\mu$) and standard deviations ($\sigma$) of these distributions are shown plotted against sample size. The accuracy of the distribution is measured by the bias in $\mu$ and the precision by $\sigma$. The 68 and 95% confidence limits on $\mu$ are shown as $\sigma$ and $2\sigma$ (see text) based on these distributions. 

bias is 6% of $\sigma$, it is significant at 95%. With this consideration, the log-interval method (Fig. 6a) only gives unbiased results with sample of 400 or more, and the maximum likelihood method (Fig. 6b) is often biased downwards with marginal significance. In (a) the bias is clearly quite large for a sample size of less than 200, but for (b) even at 100 the bias is relatively low. Therefore, a more useful measure is to consider the bias as a fraction of the original population $D$-value. A cutoff of 5% for example, would pass the log-interval method for sample sizes $\geq 200$, and the maximum likelihood method for all sample sizes $\geq 100$. In the following section any method which gives a bias of more than 5% for most data, will be rejected as too inaccurate.

From a synthesis of all the results of the simulation a simple, if approximate, relationship was found linking the standard deviation of the sample $D$-value distribution with sample size and population $D$-value, i.e:

$$D \geq 1: \quad \sigma = kD \sqrt{\frac{1}{\text{sample size}}}$$  \hspace{1cm} (19a)

$$D < 1: \quad \sigma = k \sqrt{\frac{D}{\text{sample size}}}$$  \hspace{1cm} (19b)

[N.B. for Utsu’s maximum likelihood method (19a) holds for all $D$-values]

Some examples of this relationship, with similar values of $k$ for all methods except the discrete frequency graph, are shown in Fig. 7a; Fig. 7b shows how the value of $k$ can vary for different measurable ranges, given the same method. For each method, the appropriate value of $k$ for the scale range of the data provides an estimate of $\sigma$, which is equal to the 68% confidence limit. Although each value of $k$ is based on ten runs of 1000 samples and is theoretically known to a high precision, the relationship is approximate and values of $k$ are only given to one or two decimal places.

Cumulative frequency graph

The only choice that is required with this graph is which line-fitting routine to use. If the graph does not require finite-range correction or the correction is small, then standard least squares is sufficient. If a finite-range correction is necessary then the L1 Norm should be used. This formulation is least affected by the deviation at the large scale, because although the points are not strictly outliers, the routine fits to the majority trend at the small scale, giving the points in the deviation less weight (e.g., Fig. 2a). This improves the ini-
Fig. 7. Graphs of standard deviation ($\sigma$) of the sample $D$-value distributions plotted against sample size. Each value of $\sigma$ is derived from a set of 1000 samples. The data are plotted on log scales to show how well the results fit the empirical relationship given by Eq. (19). Graph (a) is based on samples from a measurable range of two orders of magnitude, analysed as shown. The values of $k$ are all close to 1.2 (see Table 1) except for the discrete-frequency graph, where the relationship is only very approximate, giving $k \approx 3.5$. Graph (b) shows the results of applying Page's maximum likelihood method on samples derived from different measurable ranges. The relationship for $\sigma$ holds well for all ranges, with increasing values of $k$ as the measurable range is reduced. In the case of one order of magnitude the $k$-value is particularly large due to a large spread in the $D$-value distribution. This is due to the limited control on $D$ that such samples offer.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>One order</th>
<th>Two orders</th>
<th>Three orders</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cumulative frequency (finite range corrected)</td>
<td>1.9</td>
<td>1.2</td>
<td>1.1</td>
</tr>
<tr>
<td>Discrete frequency</td>
<td>3.2</td>
<td>3.5</td>
<td>4.1</td>
</tr>
<tr>
<td>Log interval (interval size = 0.1)</td>
<td>2.0</td>
<td>1.2</td>
<td>1.2</td>
</tr>
<tr>
<td>Maximum likelihood (Page, 1968)</td>
<td>1.7</td>
<td>1.1</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Discrete frequency graph

Various interval sizes were tested, and some differences in both bias and $k$ were found. However, these differences were small compared to the values of the bias and $k$. The best results were obtained by using a weighted least-squares line fitting, excluding the edge intervals and all intervals with less than two data points. Even with these provisions, the method gave poor results, with a bias usually greater than 5%. The relationship given by (19) is only very approximate, giving $k$ values significantly larger than those for the other methods (see Table 1). There is a systematic decrease in $k$ with sample size (Fig. 7a), but all the results are poor. Unlike the other methods, an increase in the scale range of the samples reduced the confidence in the $D$-value (i.e. increased $k$). This is because more of the data fall in the range where the model breaks down, effectively reducing the useful sample size. As the log-interval method gives much better results, the discrete frequency method is not recommended.

Log-interval graph

There are several options when using this method, for example choice of interval, smoothing algorithm and line-fitting routine. Of the available line-fitting routines, a weighted least squares gave the best results. Smoothing the correction was successful, all of the scale ranges and sample sizes tested showed a mean bias of less than 5%. The values of $k$ are comparable to the best of the other methods and are shown in Table 1.
graphs made little difference to the spread of the sample $D$-value distribution, but does reduce the tendency of the graph to under-estimate $D$. A simple three-point running average, using the rule $(a + 2b + c)/4$ is suitable (e.g., Bath, 1981). The edge intervals should be excluded, otherwise there is an increased chance of underestimating $D$. The choice of interval is a trade-off between accuracy and precision. Reducing the size of the intervals reduces the spread, but also increases the bias, particularly at the smaller sample sizes (see Table 2). Given that the improvement in precision for intervals smaller than 0.1 is marginal compared to the increase in bias, an interval size of 0.1 or more is recommended. The bias and values of $k$ also depend on the scale range of the data (see Table 2). A good “rule of thumb” is to divide the data between ten and twenty intervals, and therefore as the scale range increases, so should the interval size.

Maximum likelihood methods

The main advantage of Utsu’s approximate method is that it is simple to calculate, whereas Page’s equation requires a numerical solution. Therefore, the approximate method should be used in preference where possible. The approximate method is only suitable for data with a wide scale range and/or a high $D$-value (see Tables 3 and 4). In these cases the values of $k$ are better than any of the other methods including Page’s formulation. In all other cases Page’s method is required. This method gives values of $k$ similar to those given by the cumulative and log-interval method (see Table 1) but provides greater accuracy at smaller sample sizes.

**Choosing an analysis method**

Of the methods tested, the discrete frequency method can be rejected as far too inaccurate. Choosing between the other three is more sample specific. For the graphical methods, sample size and scale range are the determining factor. For small samples (< 200) over narrow scale ranges (less than two orders of magnitude) the log-interval method is best, with an interval of 0.1. If the sample is small, but covers a wider scale range, then the cumulative frequency graph is a better choice. For larger sample sizes the choice of method is less important as the differences in $k$ become less significant and the chance of bias is reduced (assuming the cumulative graph is corrected). The log-interval method has the advantage of not requiring correction, but care should be taken to choose the best interval size. The maximum likelihood formulations offer the best, and if Utsu’s method is suitable, the easiest meth-

---

### Table 2

Results from the simulation of the log-interval method using weighted least-squares line fitting, scale ranges as shown, a $D$-value of 1.0 and a $U$ of 100

<table>
<thead>
<tr>
<th>Scale range (order of mag.)</th>
<th>Graph interval</th>
<th>$k$</th>
<th>% bias at sample size 100</th>
<th>% bias at sample size 500</th>
</tr>
</thead>
<tbody>
<tr>
<td>One</td>
<td>0.05</td>
<td>1.9</td>
<td>-10</td>
<td>0</td>
</tr>
<tr>
<td>One</td>
<td>0.1</td>
<td>2.0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>One</td>
<td>0.2</td>
<td>2.7</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Two</td>
<td>0.05</td>
<td>1.1</td>
<td>-20</td>
<td>-2</td>
</tr>
<tr>
<td>Two</td>
<td>0.1</td>
<td>1.2</td>
<td>-10</td>
<td>0</td>
</tr>
<tr>
<td>Two</td>
<td>0.2</td>
<td>1.5</td>
<td>-2</td>
<td>0</td>
</tr>
<tr>
<td>Three</td>
<td>0.05</td>
<td>1.2</td>
<td>-30</td>
<td>-10</td>
</tr>
<tr>
<td>Three</td>
<td>0.1</td>
<td>1.2</td>
<td>-15</td>
<td>-5</td>
</tr>
<tr>
<td>Three</td>
<td>0.2</td>
<td>1.3</td>
<td>-5</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 3

Results from a simulation of Utsu’s maximum likelihood method, with scale ranges as shown, a $D$-value of 1.0 and a $U$ of 100

<table>
<thead>
<tr>
<th>Scale range</th>
<th>$k$</th>
<th>% bias at sample size 100</th>
<th>% bias at sample size 500</th>
</tr>
</thead>
<tbody>
<tr>
<td>One order</td>
<td>1.1</td>
<td>35</td>
<td>30</td>
</tr>
<tr>
<td>Two orders</td>
<td>1.1</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>Three orders</td>
<td>1.0</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

### Table 4

Results from a simulation of Utsu’s maximum likelihood method showing the bias of the mean sample $D$-value, with a scale range of two orders of magnitude, $D$-values as shown and a $U$ of 100

<table>
<thead>
<tr>
<th>$D$</th>
<th>% bias at sample size 100</th>
<th>% bias at sample size 500</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5</td>
<td>30</td>
<td>30</td>
</tr>
<tr>
<td>1.0</td>
<td>10</td>
<td>5</td>
</tr>
<tr>
<td>2.0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>
6. Sample $D$-value distributions

To confirm the results from the simulations two large data sets (populations) were subsampled. Both can be shown to be power-law distributed, with a high degree of confidence.

6.1. The Harvard centroid-moment tensor catalogue

This catalogue holds records of 9749 earthquakes recorded from 1977 to 1991. The scalar moment and CMT are given for each event, with an almost complete catalogue for events with magnitudes of 5.5 or more. The scalar moments ($M_o$) were converted to moment magnitudes $M_w$ using (Froehlich and Davis, 1993):

$$M_w = \frac{2}{3}\log_{10}M_o - 10.7 \quad (20)$$

The complete catalogue is shown in Fig. 8a. The fall-off at 5.5 occurs where the catalogue ceases to be complete. The data from 5.5 to 7.5 fit a power law with $D = 0.94 \pm 0.01$. At the largest scales the earthquakes are likely to follow a dif-
different power law, as the dimension of the events becomes comparable to the down-dip width of the seismogenic layer (Pacheco et al., 1992). The log-interval graph shows this change in scaling very clearly (Fig. 8a). As this graph is not affected by the finite-range effect the change can be recognised as real. We took only the 5386 events with magnitudes between 5.5 and 7.5 and sampled them at random, producing 53 independent data sets of 100 values. These were analysed using Page's method, and the resulting distribution of calculated $D$-values is shown in Fig. 8b. The best-fitting normal distribution is also shown. The mean is $0.92 \pm 0.04$, which is within the error margin of the population mean 0.94, and the standard deviation is 0.12. For a sample size of 100 and a $D$-value of 0.94, (19) would predict a standard deviation of 0.11, which is very close to the measured value.

6.2. The Moray Firth fault data

In a previous paper (Pickering et al., 1994) the authors established that the fault displacement population within the Inner Moray Firth basin was power law. Measurements of fault throw on the Top Triassic horizon on seismic sections over the basin gave a $D$-value of $\sim 0.8$. Similarly, outcrop fault throw data from the Permo-Triassic Hopeman Sandstone gave a $D$-value of $\sim 0.8$. A combined graph, normalised to section length, showed that these two sets were from the same power law, with a best-fit $D$-value of 0.84. Approximately thirty of the lines from this seismic survey transect sufficient faults (30–40) to give reasonable control on the $D$-value. By treating each line as a separate sample, a distribution of sample $D$-values was found, using cumulative frequency graphs. This distribution is shown in Fig. 9, the best-fitting normal distribution is also shown. The mean of 0.85 closely matches the $D$-value derived for the basin population in Pickering et al. (1994). The standard deviation $\sigma$ is 0.11, which is lower than the 0.15 predicted by (19) for sample sizes averaging 35, however, the match is reasonable given the small number of samples on which the measured $\sigma$ is based.

7. Data examples

7.1. Is the power-law model appropriate?

Any real data comprise a sample from some unknown population. In choosing a model to fit these data a prediction of the nature of the population is made. If the data fit the model then the prediction is supported. If the data do not fit, then either the model is wrong, or the sample is biased. It is good practice to try several models, but a decision on which is best has to consider the possibility of sample bias. Consider Fig. 10a, the cumulative frequency graph shows a large deviation from a power-law model at the small scale. If the population is power law then this would be due to truncation fall-off. However, as the data fit the log-normal model quite well (Fig. 10b), it might be concluded that they are an unbiased sample from a log-normal distribution. The data in Fig. 10 are earthquakes measured in Sweden from 1967 to 1976, taken from Bath (1979). Given the well established Gutenberg–Richter relationship the data are almost certainly taken from a power-law population, and there is a truncation fall-off due to the sensitivity limits of the seismometer network (Bath, 1979).

This example illustrates that the nature of the population cannot always be determined from the data alone. In some cases the fit to a power law is so good that there is little doubt that it is the correct model. In others the fit will be bad, and if there is no reason for sample bias, another distribution will better describe the population. However, with data where sample bias is possible, a conclusion must be based on additional considerations. For example, many distributions predict low probabilities away from a narrow range around the mean. Even if there are no data available, if it is believed that there is a significant number of values outside the range of the truncated sample, then such distributions are inappropriate for the population as a whole. For data such as earthquake magnitudes, there may also be an established power-law model for the population, which gives more weight to a biased sample argument. If no such precedent has been developed, and there is no information on scale
ranges outside the data available, then a firm conclusion will be difficult. However, it is important to remember that the best-fitting model to the data may not be the best model for the population, if the sample is biased (Einstein and Baecher, 1983).

7.2. Example data sets

In the following examples: (1) weighted least-squares line fitting is used for the log-interval graph, and the L1 Norm is used for the cumulative graphs, which are finite-range corrected where necessary (unless otherwise noted); and (2) all error estimates are ±σ based on (19), the 68% confidence limits.


The Swedish earthquake data shown in Fig. 10 can be used as an example of a typical medium-sized sample from a power-law population. The graphical analysis is shown in Fig. 11 and the calculated D-values in Table 5. The log-interval graph (Fig. 11a) shows a clear truncation fall-off at magnitudes < 2.2 which is related to the sensitivity of the seismometer network (Bath, 1979). The remaining data give a good fit to a power-law with a D-value of 0.83 ± 0.1, which is a similar value to that derived by Bath using the same type of graph but with standard least squares. Note that the common practice of only quoting magnitudes to one decimal place, means that the data are already sorted into intervals of log size 0.1 and therefore a discrete frequency graph would give the same result as the log-interval graph (with interval size 0.1). The uncorrected cumulative graph (Fig. 11b), even without the truncation fall-off, is non-linear. These data were used to illustrate Bath’s theory on the non-linearity of the cumulative model (Bath, 1981). However, if we apply the finite-range correction (Fig. 11c), the data fit a straight line with a D-value similar to that given by the log-interval graph. The D-value found using Page’s formula is significantly higher than the results from the two graphs, and may indicate that they are underestimating D. As the scale range of the data is ~ 1.5 orders of magnitude, the log-interval graph may underestimate the population value, but only by 10% or less, and the cumulative graph should be unbiased. Therefore, a D-value of ~ 0.9 would be consistent with all the analyses.
7.4. St. Bees head fault data

These data were measured on normal faults in the Triassic St. Bees sandstone at St. Bees Head, Cumbria UK (D.C.P. Peacock, unpubl. data) and are shown in Fig. 12. The excellent fit to the power-law model over three orders of magnitude on both graphs, shows that this is clearly a sample from a power-law population. The apparent trun-
cation fall-off begins at 10 mm, and may be due to the difficulty in identifying faults with very low displacements at outcrop. However, this fall-off could represent a “fractal limit” where the population ceases to be power law. The sandstone does have an inherent scale at the order of the grain size; therefore, the scale invariance of the faulting is likely to breakdown at scales where the granular nature of the rock becomes important. The \(D\)-values found are shown in Table 5. These are all in good agreement reflecting the excellent fit of the model.

7.5. Flamborough head fault data

The fault data shown in Fig. 13, previously published in Peacock and Sanderson (1994), represent one of the most complete fault displacement data sets, due to its large size and large scale range. The original analysis method used in Peacock and Sanderson (1994) was the cumulative frequency graph. With the addition of two fault throw measures above 6 m, possibly sited at the breaks in the measurable section due to landslides, a good fit was found to a power law with \(D = 1.1\). There is a truncation fall-off at 40 mm. The calculated finite-range correction for the remaining data is two, and therefore the best estimate of \(D\) from this graph is 1.1 \pm 0.05 (Fig. 13a). The calculated \(D\)-values from the other methods are shown in Table 5.

7.6. UKCS Quad 53 fault data

The data shown in Fig. 14 are fault throw measurements made on seismic sections over a block in UKCS Quad 53. The data plot with a

![Graphs of fault throws measured on sections from Flamborough Head, UK, previously published in Peacock and Sanderson (1994). The measurements were made on normal faults exposed in Upper Cretaceous chalk cliffs. The displacement measure is throw made on dip sections giving a 1D sample. (a) Corrected cumulative graph. (b) Log-interval graph.](image)

Table 5

<table>
<thead>
<tr>
<th>Data</th>
<th>Log interval</th>
<th>Cumulative frequency</th>
<th>Maximum likelihood</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>Page’s</td>
</tr>
<tr>
<td>Swedish earthquake</td>
<td>0.83 \pm 0.12</td>
<td>0.86 \pm 0.12</td>
<td>1.02 \pm 0.11</td>
</tr>
<tr>
<td>St. Bees Head</td>
<td>0.49 \pm 0.08</td>
<td>0.52 \pm 0.07</td>
<td>0.54 \pm 0.07</td>
</tr>
<tr>
<td>Flamborough Head</td>
<td>1.04 \pm 0.05</td>
<td>1.10 \pm 0.05</td>
<td>1.16 \pm 0.05</td>
</tr>
<tr>
<td>UKCS Quad 53</td>
<td>1.09 \pm 0.15</td>
<td>1.07 \pm 0.15</td>
<td>1.08 \pm 0.15</td>
</tr>
</tbody>
</table>

The trend of \(D_{\text{log-int}} < D_{\text{cum-freq}} < D_{\text{max-like}}\) is followed by the Swedish, St. Bees and Flamborough data sets and is probably due to the tendency for the graphical methods, particularly the log-interval graph, to underestimate \(D\). However, the differences for the fault data are only just significant at 68% and are unlikely to be important in most situations.
distinct curve on the uncorrected cumulative graph (Fig. 14a), which would be expected given a truncation fall-off as the seismic resolution is approached and a significant finite-range effect. However, the data also fit the log-normal model (Fig. 14b). As the scale range of the data is so narrow, the decision on the most appropriate model must be based on additional criteria. There are two good reasons for fitting to a power-law model. Firstly, it is quite clear from the examples shown earlier and many other published data (e.g., Kakimi, 1980; Childs et al., 1990; Walsh et al., 1991, 1994; Jackson and Sanderson, 1992; Pickering et al., 1994) that fault populations in many different areas are power-law distributed. Secondly, the fit to the log normal is only good if there is no increase in fault density below the scale range of the data. Faulting occurs on scales at least down to millimetres and there is good evidence that this faulting may be of sufficient density to follow the same power law as the large-scale data (Walsh et al., 1991; Jackson and Sanderson, 1992; Marrett and Allmendinger, 1992; Pickering et al., 1994). The fit to the log-normal model is almost certainly caused by the truncations of the data and the power-law model is a better for the population as a whole. The calculated D-values from the corrected cumula-

Fig. 14. Graphs of fault throw data derived from UKCS Quad 53. The measurements were made at the Base Zechstein horizon in the Permain, picked on migrated sections of good quality. The sections were all dip lines giving a 1D sample. (a) Uncorrected cumulative frequency. (b) Log-normal probability plot (see Fig. 10b). (c) Corrected cumulative frequency graph. (d) Log-interval graph.
tive graph (Fig. 14c), the log-interval graph (Fig. 14d) and Page’s maximum likelihood method are shown in Table 5. The narrow scale range reduces the chance of bias, but leads to an increase in uncertainty, reflected in the wide confidence interval.

8. Conclusions

(1) The three commonly used definitions of the power-law distribution are compatible but not equivalent. The cumulative frequency definition is preferred as it is consistent with the two alternative definitions and embodies the hierarchial nature of the power law.

(2) All data held to be power-law distributed represent samples from some underlying population. As these samples often cover a narrower scale range than that of the population as a whole they are truncated, and any analysis must recognise and allow for this.

(3) In some cases the samples may be censored, have a truncation “fall-off” or contain other additional sources of bias, that must be resolved before the data are analysed.

(4) Truncated data can be analysed by several methods: (a) cumulative frequency graphs; (b) discrete frequency graphs; (c) log-interval discrete frequency graph; and (d) maximum likelihood formulations. All of the methods are in some degree affected by the truncation of the data. The cumulative graph often gives biased D-values and appears to show deviations from a power-law distribution solely due to the scale range limitations of the data. This “finite-range” effect can be corrected and a procedure is outlined which is generally effective. The discrete frequency graph and log-interval graph are not affected by this bias and can be used as long as those intervals which straddle the truncation are ignored. Of the two commonly used maximum likelihood formulations, Utsu’s approximate form is only suitable for data with a wide scale range (> two orders of magnitude). Page’s formulation, which was developed for truncated data, can be applied in all cases.

(5) These methods were tested by making a Monte Carlo simulation of the sampling and analysis process. The results of the simulations gave an empirical relationship between the confidence intervals, sample size and D-value, with a constant term (k) controlled by the scale range of the sample and the method of analysis.

(6) The corrected cumulative graph, log-interval graph and Page’s maximum likelihood method gave minimal bias and similar values for k. The discrete graph was rejected as it produced biased results with values of k two or three times those given by the other methods.

(7) Sub-samples from large earthquake magnitude and fault throw data sets showed sample D-value distributions equivalent to the simulated distributions, giving added confidence in the results of the simulations.

(8) The proper consideration of sampling effects and selection of analysis methods can give consistent results, as illustrated by analysing several published and unpublished data sets.

Acknowledgements

The authors wish to thank David Peacock for access to the fault data from St. Bees Head and Flamborough Head, and his help with the Harvard CMT catalogue. The authors also wish to thank Seismograph Service Ltd. and SHELF for permission to use the SSL-MF89 survey. Constructive reviews by Patience Cowie, Michael Gross and Chris Scholz helped to improve the final version. This research is funded by a studentship from Mobil North Sea Ltd.

References


