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The following note refers to our paper Köse et al.1. Although the paper itself is correct, unfortu-
nately two errors have occurred in the way the results have been implemented in the accompanying
source code. In the following we point out these errors and provide the corrected code in R.

1. In section 4 of Köse et al. [1] a goodness-of-fit statistics was provided. Under the assumption
of homogeneity, we have

H0 : pj|0 =
λj/j!

λ + λ2/2
for j = 1, 2 and pj|1 =

λj/j!
1 + λ + λ2/2

for j = 0, 1, 2

and a test statistic
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(1)
with 2 df. under H0. Unfortunately, in the R-code the goodness-of-fit statistic under the
alternative has been provided. This is now corrected.

2. The second error is also an implementation error referring to part A of the online supporting
information. Here, it is correctly stated that V ar(λ̂) can be estimated from the observed Fisher
information as −1/( ∂2

∂λ2 log `(λ̂, λ̂)), where log `(λ̂, λ̂) is the log-likelihood given in (8) of Köse
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et al.1. In full detail, this log-likelihood is given as

log `(λ, λ) = f01 log p1|0 + f02 log p2|0 + f10 log p0|1 + f11 log p1|1 + f12 log p2|1 (2)

= f01 log
(

λ

λ + λ2/2

)
+ f02 log

(
λ2/2

λ + λ2/2

)
+ f10 log

(
1

1 + λ + λ2/2

)
+ f11 log

(
λ

1 + λ + λ2/2

)
+ f12 log

(
λ2/2

1 + λ + λ2/2

)
= f+1 log(λ)− f0+ log(λ + λ2/2) + 2f+2 log(λ)− f1+ log(1 + λ + λ2/2) (3)

where f+1 = f01 + f11 , f+2 = f02 + f12 , f0+ = f01 + f02 and f1+ = f10 + f11 + f02 .

It follows that

∂

∂λ
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λ
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λ
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∂2
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log `(λ, λ) = −f+1
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(
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)
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(
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)
.

(4)

Instead of (4) the following was implemented:
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(
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,

where f+0 = f00 + f10 , f+1 = f01 + f11 and f+2 = f02 + f12.

This error has now been corrected as well.
The R-code with both errors corrected is now available in the online material. The equivalent

web-software http://biostat.vecdiaytac.com/LPMultiple.aspx has been updated as well.
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