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Understanding mixing times for transient pollutants in mechanically ventilated rooms is important for
resilience and safety planning for accidental releases of toxic material. There is a lack of information on
the ability of simple models available to predict these times for ventilated spaces with different ge-
ometries and ventilation configurations. Three analytical mixing time models, including a novel jet
transit based approach, have been selected for comparison with computational fluid dynamics (CFD)
predictions for a wide range of cuboidal rooms with ceiling ventilation. A modelling tool has been
developed, using open source and open source based software, to automatically build and run a large
number of Reynolds averaged Navier-Stokes CFD models. The tool has been used to study the depen-
dence of the chosen mixing metrics on room geometry and ventilation parameters, such as the air
change rate, for a transient pollutant entering the room via the ventilation system. The room volume,
shape, air change rate and vent layout were varied for each room using a Sobol sequence experimental
design. The CFD tool has been used to assess the validity of the analytical mixing time models and to
derive parameters for the scenarios of interest.

Crown Copyright © 2017 Published by Elsevier Ltd. This is an open access article under the Open
Government License (OGL) (http://www.nationalarchives.gov.uk/doc/open-government-licence/version/

3/).

1. Introduction

People within buildings may potentially be exposed to short
duration toxic airborne material from a number of different sour-
ces, such as an accidental release of a toxic industrial chemical or an
intentional release by a terrorist. The source could be outside the
building, within the building but in a different room, or within the
room where the people are located. For the first two of these sce-
narios, if the building is mechanically ventilated, the bulk of the
material may reach people via transport through the building's
heating, ventilation and air conditioning (HVAC) system. In the first
case, there may also be a minor contribution via passive infiltration.
If a toxic release is detected upon reaching the ventilation intake,
then the time available to take remedial action is the sum of the
transit time in the HVAC ductwork and the time taken for the
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material to mix across the room and reach a toxic threshold con-
centration or exposure at the location of the occupants. HVAC duct
transit times may vary from seconds to tens of seconds depending
on the length of the ductwork [1]. For an example mechanically
ventilated room with an air change rate of 5 h~!, a volume of 184 m>
and an inlet grille area of 0.15 m?, Drescher et al. [2] calculated the
time for a short duration point source release of a tracer to mix
across the room as 444 s. This suggests that the mixing times
within the room could be a significant part of the total warning
time available. Mixing time here was defined as the time it takes for
the concentration distribution (measured at a number of locations
in the room) from an instantaneous point source release to achieve
a normalised standard deviation of 0.10 or less [3].

Many alternative metrics for the characterisation of mixing in
indoor spaces exist and a description of a number of these is given
in Refs. [4—6]. Two of the more relevant metrics for assessing the
transit of a pollutant across a room are the air change effectiveness
and the local mean age of air. The air change effectiveness is the
ratio between the shortest time needed to exchange the air in a
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room (equivalent to room volume divided by total air flow rate) and
the mean time. The local mean age of air at a point in the room is
defined as the average time taken for air to move from one or more
supply inlets to that particular location [7]. While these approaches
have many applications, a more relevant measure of mixing, when
considering toxic hazards, is the time it takes for different points
within a room to reach a concentration threshold.

An understanding of the parameters that govern mixing times in
mechanically ventilated rooms will help safety planning and
emergency response for releases of toxic material. This type of
analysis can be conducted in a number of different ways: analytical,
empirical, multizone, zonal and CFD modelling and small-scale or
full-scale experiments [8]. Each of these methods has its advan-
tages and disadvantages. For instance analytical models may
represent key physical processes but may not apply to complex
geometries. Empirical models are rapid but require experimental
data to create them. Multizone models do not represent spatial
variation in concentration within a zone/room. Zonal models pro-
vide some in-zone spatial information but typically do not account
for momentum. CFD models can provide high spatial resolution but
are currently too slow to run in a responsive mode.

Previously there were no suitable methods to combine the high
resolution of CFD with the ability to cover large parameter spaces.
One of the aims of this work was to bridge this gap. A tool that could
do this could be used in both rapid turnaround emergency response
and safety/resilience planning.

In this study, CFD has been used to study the time taken for a
transient passive scalar to mix across a range of mechanically
ventilated, isothermal, rooms. A tool has been developed to auto-
matically build and run a large number of CFD models in order to
study the influence of room geometry and ventilation parameters
on selected mixing time metrics. The modelling tool has been
developed using open source and open source based software
making it possible to simulate many hundreds of cases without
incurring prohibitive licence costs. To run and manage the large
numbers of cases efficiently, the tool was integrated with the job
scheduler on a high performance computing (HPC) cluster. The
output from these CFD models has been used to assess the suit-
ability of different analytical mixing time models.

1.1. Mixing time models

The time taken for a pollutant to mix within a room can be
estimated using a number of analytical approaches. The most basic
mixing model is simply described by the characteristic time of the
room, 7 [s], which is 1/A, where A [s™'] is the room air change rate.
Cheng et al. [9] related an eddy diffusion based mixing rate to A for
naturally ventilated residential rooms. Drescher et al. [2] presented
a method for calculating mixing in a mechanically ventilated room
based on mechanical power input.

This paper presents a study of a selection of previously devel-
oped methods (the characteristic time model and the Drescher
et al. model) alongside an alternative which focusses on the specific
mixing measure of interest in this work. This alternative model is
based on the time taken for a jet of contaminated air to move from
the supply vent to a plane of interest and for a threshold concen-
tration to be reached at this plane. This model is referred to as the
transit time model.

1.1.1. Transit time model

A simplified representation of air flow in an isothermal, me-
chanically ventilated, room with a ceiling supply diffuser, as
described in Cao et al. [10], is shown in Fig. 1, upper. The schematic
represents either an entire room or, it is proposed here, a ventilated
cell within a room. A ventilated cell is defined as a region in a room

containing a single supply vent with its edges located at the point
where the wall jets from two adjacent diffusers meet; the vertical
dotted line in Fig. 1, lower. The arrows in Fig. 1 illustrate the air jet,
containing a pollutant, emanating from a supply diffuser, traveling
along the ceiling and then down the wall or the inter-ventilation
cell boundary. It is suggested here that the time taken for
different points in a room to reach a concentration threshold is
governed by the transit of this turbulent jet.

Based on an Equation (1) for normalised velocity decay with
distance from an air terminal device for a turbulent wall jet [11],
two expressions have been derived for the time taken for the jet to
reach a plane by integrating the equation with respect to the dis-
tance along the jet.

Un K,

U_0: \/X/hg’

where Uy, [m-s~'] is the maximum velocity within the wall jet, Uy
[m-s~!] is the average initial velocity, K, [dimensionless] is the
throw constant, x [m] is the distance along the jet and hy [m] is the
effective height of the diffuser slot. For the equation and constants
presented by Awbi [11], hy was defined as the square root of the
supply duct area. Equation (1) has been extended here to derive a
model for the time it takes a jet to transit from the air terminal
device to a plane of interest. This model is for the special case where
the plane is on the floor, with the assumption that Equation (1) can
be used to give velocity for a wall jet turning through 90°. Equation
(2) is for the case where the ventilation cell is simplified to a cube
and Equation (3) for the non-cube case. The full derivation of the
equations is given in the Supplementary Information.

(1)
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LeransitAR = CZ 1 \/VE (3 )
where C; [dimensionless] is a constant defined by \/_ . For a
square four-way ceiling diffuser, K, = 1.93 [12] and therefore
Cy = 0.63. A, [m?] is the area of the ceiling diffuser, V. [m’] is the
volume of the ventilation cell (or the room, if the room only con-
tains one supply diffuser). The constant C, [dimensionless] is
defined as % and C, = 0.35 for K, = 1.93. y [dimensionless] is a
room geometry factor, given by:

v = 2\/_4—/‘\R (4)

where AR [dimensionless] is the ventilation cell aspect ratio (H/W¢),
W, [m] is the width of the ventilation cell and H [m] is the height of
the room.

Although not explored here, the transit time metric could be
related to the local mean age of air. The transit time differs from the
local mean age of air in that it includes a concentration threshold
(described in Section 2.3) so depends on the chosen threshold
relative to the pollutant concentration in the supplied air, as well as
the air movement and mixing within the room.

1.1.2. Mechanical power model

Drescher et al. [2] presented a model for mixing time, tmix [S],
based on work by Corrsin [13]. The mixing time, t;ix, is defined by
Baughman et al. [3] as the time for the concentration distribution
across a room from a point source release to have a normalised
standard deviation, a;, of 0.10 or less. Drescher et al. 2] derived the
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Fig. 1. Schematic of the air flow in a room with a ceiling diffuser containing louvres, representing either an entire room (upper) or ventilated cells within a room (lower). The
vertical dotted line indicates the boundary between two adjacent ventilated cells. The plane of interest is shown as a dashed line.

following expression.

ML
P

(5)

tmix = C3

where M [kg] is the mass of air in the room, L [m] is the charac-
teristic dimension of the room (assumed by Drescher et al. to be the
cube root of the room volume) and P [W] is the mechanical power
input. C3 [dimensionless] was measured to be 17.6 [2] based on
experiments in a 31 m> roomwhere 0.2 h~' <A<2h Twitha20s
duration release of a tracer at a point. Mixing was provided by air
movers located in the room without any air extraction/supply. The
power, P, was calculated by Drescher et al. using the following
expression,

P=p~2 Z

[waal. (6)
all blowers A
where p [kg-m~3] is the density of the air, U [m-s~!] is the velocity
in the air blower duct, and A is the cross sectional area of the duct.
In their worked example Drescher et al.used the supply air grille
dimension, Ay, to arrive at A and the grille discharge air velocity for
U. A new equation for tn; can be produced from the Drescher
model, relating tyix to Ay, A and the volume V [m>]:

A

v

tmix = C4W—4/9~ (7)
For this equation, V is either the room volume, with A, being the
total vent area in the room (in which case tp;y is referred to as
tmixRoom), OT V is the ventilation cell volume, with A, being equal to
the vent area per ventilation cell (in which case tp;y is referred to as
tmixcenn)- The constant C4 = 2% C3, therefore when C3 = 17.6,
Cy=222.

Although this model was developed for a point release of a
pollutant within a room, its suitability to represent a release via the
ventilation system has been tested here.

Both of the above models assume a turbulent flow and so may
not be valid if regions in the room contain laminar air flow or if the
wall jet is laminar. Li and Nielsen [14] discussed how a high air
change rate (>5 h™') may be required to produce fully-developed
turbulence in isothermal rooms. However, others drivers of air
movement in a room, such as natural convection, people move-
ment or mechanical devices [15] could increase the turbulence.

1.1.3. Characteristic time model

For a room with mixing ventilation it might be expected that the
time taken for a pollutant concentration to homogenise in a room
would depend on the rate at which the air is replaced by supply air.
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The characteristic time, 7 [s], may therefore be expected to be
related to mixing time.

The definitions of tyix, tiransic and 7 are not the same but are all
related to mixing across the space.

2. Methodology

To test the suitability of the three mixing time models described
above to represent mixing of a transient, neutrally-buoyant
pollutant entering a room via its ventilation system, a novel
method to build, setup, run and post process a large number of CFD
models has been developed. The method has been used to simulate
a range of cases using an experimental design process.

2.1. The automation process

The entire CFD process was automated, from defining and
selecting the parameters that describe the specific scenario to be
modelled, through to post processing of the results.

A schematic diagram of the automated process is shown in
Fig. 2. This automation was implemented using custom Python™
(V2.7.8) code which incorporated interfaces to existing software.

Individual simulations were generated based on a Sobol
sequence [16] experimental design created using the R statistical
programming language (V2.15). The Sobol sequence is a space
filling algorithm which populates the n-dimensional parameter
space by selecting the next point from the most sparsely populated
region. In this way, the entire range of each parameter shown in
Table 1 was covered effectively. Future developments could include
a more intelligent method such as a treed Gaussian process [17] to
optimise input parameters. This method locates the next experi-
ment based on the results of the previous experiments. Salome
V6.5.0 (Open Cascade, France), an open source integration platform
for numerical simulation, was used to generate the STL surfaces of
the room geometries. IconCFD V3.1.6 (Icon, United Kingdom) was
used for the meshing (iconHexMesh [18]) and the CFD solutions
(iconSimpleFoam and iconSpeciesFoam [18]).

To ensure the quality of the model output, both the residuals of
the steady state simulations and concentration versus time plots for
each simulation were checked manually. The models were all built
using a validated method as in Section 2.5.

2.2. Modelled scenario

The modelled scenario represents a short duration release of a
toxic gaseous pollutant into the ventilation system supplying a
room. The pollutant was modelled as a neutrally buoyant passive
scalar. Hazardous materials could also be present in the form of an

Table 1

Experimental design space.
Parameters Symbol Ranges
Room volume \% 50 m*> — 5000 m*
Floor aspect ratio LW 1-3
Height/(floor area)!/? H/(L W)'2 01-15
Air change rate A 0.5h™'—20h"!

HVAC grille sizes 2 sizes, (0.4 m)? or (0.6 m)?

aerosol but this type of material is not considered explicitly here.
The transport of an aerosol may differ from that of a gas due to, for
example, the inertia of the particles, gravitational settling and
deposition onto surfaces. However, if the particles are small, the
transport of the gas would be expected to be representative of
aerosol transport over short time scales. At longer times, the effect
of the increased aerosol decay rate (compared to that of the passive
scalar) could result in different mixing times.

The rooms were cuboid in shape and contained no furniture.
They were served by mixing ventilation with, no recirculation, via
supply and extract vents (square four-way diffuser) located in the
ceiling. The room volume and shape, the air change rate and vent
layout were varied across the parameter space shown in Table 1.

Room geometries were defined using a simple algorithm
described below. Supply grilles were based approximately on Trox
ADT 4-way discharge grilles [19]. A 0.4 m by 0.4 m grille, designed
for a flow rate of 0.115 m>-s~!, was chosen for rooms with a total
flow rate up to 1.15 m>-s~, to limit the number of small grilles in
the room to ten. A 0.6 m by 0.6 m grille, designed for a flow rate of
0.29 m>-s~! was used for higher flow rates. The throw for the 0.4 m
grille was quoted as 1.2 m and as 2.1 m for the larger grille [19]. The
actual throw will depend on the flow rate through the grill but to
keep the automation process simple, this value was fixed. The
number of supply vents in the room was initially calculated based
on the throw and guidance given in Awbi [ 11] which states that “the
throw should ideally be equal to the distance from a wall or half the
distance to the next adjacent diffuser”. This method for calculating
the number of vents gave what appeared to be an excessive number
of vents so the throw value was multiplied by an arbitrary factor of
1.5, reducing the number of vents by 1/4/1.5. The angle of the
louvres on the supply grille was set to 30° to the horizontal. The
extract grilles were based approximately on Trox Eggcrate Grille
Type AE [19]. Two sizes of grille were used: 0.4 m by 0.4 m and
0.6 m by 0.6 m. The smallest grilles were used for total room flow
rates less than 5.0 m>-s~! and the largest grilles for higher flow
rates. The number of vents was chosen so that the mean velocity
through the grille was approximately 4 m-s~! [12], this limited the
number of small grilles in the room to eight.

R Python

Geometry —>

Salome

Experimental

e 3 Simulation +

I ‘ Post processing

Setup and
solve

—

and analysis

iconSimpleFoam — iconSpeciesFoam

A

Fig. 2. Diagrammatic representation of the automated process.
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Supply and extract vents were distributed across the ceiling in
rows with a row of extracts between rows of supplies. The total
number of supply and extract rows was determined based on the
width of the room. The rows were uniformly spaced across the
room and vents were uniformly spaces in each row. Cases were not
considered if the ratio of number of extracts to number of supplies
was less than 0.1. Six example room plan views are shown in Fig. 3.

The room height was limited to a minimum of 2.5 m, taken as a
lower bound for standard rooms. The floor aspect ratio and height/
(floor area)”2 were chosen to represent a broad but realistic range
or rooms. The smallest room volume, 50 m?, could represent a small
hotel room or meeting room. The largest volume was set to
5000 m? as it was felt that rooms larger than this are more likely to
be of a more bespoke design and would not have standard ceiling
mounted mixing ventilation. The minimum and maximum air
change rates were set to 0.5 h~! and 20 h™! to cover a broad range
of total air change rates for occupied spaces.

A time delay was included to account for the time of travel from
the release location in the HVAC ductwork to each supply diffuser. It
was assumed that the pollutant was delivered into the HVAC
ductwork at one end of the room. The delay was calculated based
on the distance from the end of the room (along the longest axis
only) to the middle of each vent and it was assumed that the air was
moving at 2.75 m-s~, based on the average of values for HVAC
branch supply ducts from Porges [20]. The upper recommended
value for main supply ducts is 8 m-s~! so it is possible that the
delay time could be shorter than those chosen for this study. If the
release took place in the HVAC plant room, there would be an
additional delay time due to the transit from the release point to the
ductwork above the room. More detailed models for pollutant
transport in HVAC ductwork exist, e.g. Ref. [21], and these could be
used to provide a more resolved input concentration profile.

Pollutant concentrations were calculated by the model for three
horizontal planes with heights, 0.5 m, 1.0 m and 1.5 m. These planes
were chosen to cover the occupied zone.

Approximately 100 CFD models were run per analysis and these
could easily be run within a few days on a reasonable size HPC
cluster.

2.3. Pollutant release mass

In order to make the study as generic as possible, the toxic
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Fig. 3. Plan views of six example rooms showing the supply and extract vent layouts.
The supply vents are shaded, the extracts are open squares. The tick marks on the axes
are spaced at 10 m intervals.

threshold, Cihreshold [kg-m’3], was calculated as a function of the
release mass, M [kg]. The release mass was calculated for each
geometry so that in a well-mixed room of the defined size and flow
rate, a specified peak concentration (in time), Cpeqk [keg-m~3] would
be reached.

The concentration of a gaseous pollutant, released at a constant
rate, S [kg-s~!], into a room, assuming the room can be represented
by a well-mixed zone, is given by the following according to, for
example, Keil et al. [22].

c— % [1- 0], 8)

where Q [m>-s~1] is the volume flow rate into and out of the room
and t [s] is the time from the start of the release. If the release has a
finite duration, then the peak concentration is reached when t = 4¢,
where 4t [s] is the duration of the release. For a finite duration
release, the release mass, M, is given by S- 4t. Therefore the release
mass required to achieve a specified peak concentration, Cpeqk, in a
well-mixed space is given by the following:

Cpeak Q
[] _ e(—A-At)]

For this study, 4t was setto 1's,10 s or 100 s.

The peak concentration, Cpear, Was defined as a function of a
threshold concentration, with Cpeak/Cthreshold €qual to either 10 or
100.

M= At (9)

2.4. Mixing metrics

Three different mixing time metrics were calculated from the
CFD scalar concentration data, across the three planes, to compare
to the mixing time models described in Section 1.1. The first was the
time taken for the normalised standard deviation of concentration
to reduce to 0.10, t; [s] [3]. The second was equal to the time taken
for different proportions of a room to reach a given concentration
threshold. If the range of concentrations within the room is
described by a distribution, then a useful measure of mixing is
given by the difference between the time when only the highest
concentrations (the 95th percentile value) cross a threshold
(Cthreshold), tos [s], and when all but the lowest do (the 5th percentile
value), t5 [s]. This time is referred to here as tg5_5 [s] and is indicative
of the time between the first people and the last people in a room
being exposed to Cepreshold- A third metric was calculated, to directly
compare to the transit time model. This was the time taken for the
95th percentile of concentration across the planes to cross the
concentration threshold and is represented by tgs [s]. This may be
expected to represent the time for material to reach the occupied
zone from the supplies.

In order to avoid bias due to any differences in mesh density on
the three planes the following procedure was followed. First the
percentiles were calculated for each plane separately, then the 95th
percentile time was taken as the shortest 95th percentile time
across all the planes and the 5th percentile, the longest time.

2.5. The CFD modelling method and method validation

CFD modelling was performed using the software IconCFD
V3.1.6. The software and methodology were validated against an
indoor dispersion tracer experiment. The validated methodology
was then applied in the automated study. The room used for the
validation experiment is shown in Fig. 4. The room was 13.0 m long,
7.0 m wide and 2.6 m high with a small cut out in one corner. The
room volume was 237 m>, the floor aspect ratio 1.9 and H/(floor
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Fig. 4. CFD geometry of the indoor dispersion test case room. The supply vents are
coloured blue and the extracts green. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

.elrea)”2 = 0.27. The room had mixing ventilation with the air
supplied through eight diffusers and extracted through four. All
ceiling diffusers were square, four-way diffusers (0.45 m x 0.45 m).
In the experiment, the total air flow rate was 1.0 m>-s~! and the
recirculation fraction was 0.56, giving a fresh air change rate of 6.8
h~! and total air change rate, A, of 15.4 h~ It is worth noting that
the HVAC for the automatically generated rooms had no recircu-
lation and this may have a significant effect on mixing, particularly
at longer times. For the trial, 40 L of the tracer gas propylene was
released over a period of 180 s, just upstream of the HVAC air
handling unit and its concentration was monitored in the test room
using nine ultra-violet ion collector (UVIC®) Mk II photo-ionisation
detectors [23]. Eight of the UVICs were 0.65 m above the ground
with one at 1.95 m height. Data from two replicate experiments
were used for the CFD validation.

The IconCFD mesher (iconHexMesh) uses cut cell meshing. The
starting base mesh was 0.25 m with the mesh on the supply and
extract vents refined to the 4th and 3rd levels respectively. Cuboid
refinement regions were also applied around the supply and
extract vents with refinement to the 2nd level. The representation
of the geometry was reasonably coarse to enable shorter run times
(the results of a mesh dependency study are discussed below). The
CFD model was run using the k-w SST turbulence model which gave
good performance against the validation case and was also stable
for the range of conditions in the automated study; wall functions
were also used. It was assumed that the flow was steady state so the
flow field was solved for 2000 iterations then fixed and the species
transport solved with 1 s time steps (mean Courant, Friedrichs,
Lewy (CFL) number ~ 4). The turbulent Schmidt number, Sc, was
set to 0.7 (Sc; number dependence is consider below). Default
values (based on Icon best practice) were used for all solver settings
and these settings were taken forward to the automated study.

Snapshots of the tracer concentration over four planes are
shown in Fig. 5. These show the complexity of the flow and how it
may deviate from the simple description shown in Fig. 1 and
assumed for the transit time model.

For the validation, minimum, average and maximum tracer
concentrations, at the nine UVICs and equivalent locations in the
model were compared (Fig. 6). This type of comparison does not
directly compare the concentration at one location in the CFD
model with one location in the experiment but represents a
spatially averaged comparison. The model accurately predicted the

d

t=20s =
t=320s : t=520s :
t=920s =

05

MHHMHHHW\EH
0

1

t=720s

Fig. 5. Contours of tracer mass fraction, normalised to the source concentration at the
inlet, on planes passing through the centres of the supplies and some of the extract
diffusers. The time after the start of the release is shown next to each image.

CFD maximum
CFD average
CFD minimum
Exp 1 maximum
Exp 1 average I
Exp 1 minimum
Exp 2 maximum
Exp 2 average
Exp 2 minimum

1501

50

o 500 1000
t/s

Fig. 6. Maximum, average and minimum tracer concentrations in parts per million
(ppm) across nine measurement locations from two experiments compared to pre-
dictions from the CFD model.

minimum, average and maximum peaks and the slope of the con-
centration rise. If the minimum and maximum curves could be
considered analogous to the 95th and 5th percentile curves
respectively then an accurate prediction of the slope of the con-
centration rise should result in an accurate prediction of the time it
takes the percentiles to cross a threshold concentration, i.e. tgs5 or
tos.5. The model slightly under predicted the decay rate as indicated
by the difference in the gradients of the experimental and CFD
curves. There is also a difference in the concentration range
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between the maximum and minimum experimental curves and the
maximum and minimum CFD curves. This suggests that the model
over predicted the mixing in the decay phase and the result of this
would be a small under-prediction of t,. The over prediction of the
mixing is believed to be caused by the way the ceiling diffusers are
simplified in the model. This results in the air jets from the diffusers
penetrating too far into the room. The same effect may also be the
cause of the under-prediction of the maximum concentration in the
period just after the end of the tracer release.

2.5.1. Mesh, time step and turbulent Schmidt number dependency

Mesh dependency was tested by using the validation case with
the original base mesh size (0.25 m) increased by a factor of 21/ or
reduced by one, two or three factors of 2153 with the time step size
altered to maintain the same or a smaller CFL number. The size of
the original base mesh (even when applied to the smallest auto-
matically generated room) is at the limits for coarse CFD as defined
by Wang and Zhai [24]. The metric t, was calculated for each mesh
but using only the nine monitor points, rather than a plane as used
in the automated study. For the mesh dependency study, the nor-
malised standard deviation target was set to 0.15 as opposed to the
0.10 used in the automated study because the validation room did
not reach a normalised standard deviation of 0.10 in all cases. A tgs.5
type metric was calculated using the maximum and minimum data,
across the nine monitor points, in place of the 95th and 5th
percentile series. The results of the mesh dependency study are
shown in Fig. 7.

It is clear that the results do have some dependence on mesh
size, as is typically the case for indoor air flow CFD [24,25].

Time step size independence was demonstrated by reducing the
time step from 1.0 s to 0.5 s (mean CFL changing from approxi-
mately 4 to 2) with no significant effect on the result. The depen-
dence of the mixing metrics on the Sc; was assessed by changing it
over a typically applied range of values (0.2—1.3 [26]). For Sc; = 0.5
or 1.3, tgs_5 and t, varied by + 3% or less when compared to Sc; = 0.7.
Changing Sc; to 0.2 had a more significant effect with ¢, reducing by
24%.

Using the methods presented here, the results do show some
dependence on mesh size and Sc. It is felt that this level of
dependence is acceptable because of the good agreement with the
validation case but the indicative uncertainty ranges given above
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Fig. 7. Results of the mesh dependency study. The coarsest mesh is on the left and the
finest on the right.

should be applied to the final modelling output.

2.5.2. Buoyancy

It is known that buoyancy can affect indoor air flows and, in
particular situations, can cause stratification to occur. The relative
importance of buoyancy can be estimated by the ratio of the Gra-
shof number, Gr, to the square of the Reynolds number, Re. This
ratio, the Richardson number, Ri, describes the relative importance
of natural and forced convection. Ri > 1 suggests that buoyancy is
important and Ri < 1, that forced convection dominates. With mean
velocities in mechanically ventilated spaces typically less than
0.2 m-s~! [27] and ventilation cell sizes of the order of 3 m, even a
small temperature difference across this space (5 °C) could result in
Ri > 10 which suggests that buoyancy will affect the flow.

To simplify this initial study the rooms considered were empty
of people and other heat sources and buoyancy effects could
therefore be ignored.

The presence of buoyancy would be expected to increase the
rate of mixing in a room. According to Drivas et al. [28] an increase
in temperature difference between the floor and the ceiling of a
room will result in a linear increase in the effective diffusivity.
Buoyancy sources can also lead to stratification in some cases which
reduces the large scale mixing and should be considered in future
work.

3. Results

Data for the three metrics described in the methodology (t, tgs-5
and tg5) were extracted for each automated CFD run and are pre-
sented and discussed below. The CFD models were for a short
duration release of a gaseous pollutant into the ventilation system
of a mechanically ventilated room, as described in Section 2.3. The
three metrics are compared to each other in Fig. 8. In some cases t,
for a standard deviation of 0.10, was not reached during the total
simulation time (1000 s) but the corresponding values of tgs_5 are
shown on the axes. Figs. 8—11 show data for 4t = 10 s and Cpeqx/
Cthreshold = 10 and in all these figures, each data point represents the
output from an individual CFD run.

Fig. 8 shows that t; is always longer than tgs.5, typically by less
than an order of magnitude. In other words the time for the con-
centration distribution to narrow is longer than the time between
the highest concentrations (the 95th percentile value) and the
lowest concentrations (5th percentile value) reaching the threshold
concentration. The difference between t, and tg5 is greater still,
with t, more than ten times larger than the time taken for the
highest concentrations in the room to reach the threshold. This
indicates that the time for a pollutant to reach the sample planes,
tgs, is shorter than this mixing time, t,. Although not plotted here,
the times for t5 are closer to t, than tgs is. Measures based on other
percentiles were not considered in this study but lower percentiles
may be closer still to t; However, it should be noted that the tg5 and
t; metrics indicate a transport time whereas t, indicates when a
room becomes mixed so they may never be closely correlated. The
right hand plot shows that it takes less time for a pollutant to reach
the planes than it does for the material to disperse across the
planes.

In order to assess the suitability of the Drescher et al. [2] model
to represent mixing of a pollutant which enters a room via the
ventilation system, where the room has ceiling supply and extract,
t; is plotted against the mixing times, tmixroom and tmixcel, calculated
using Equation (7), in Fig. 9. The figure also shows y = x as a dotted
line. If the data from the Drescher et al. experiment were plotted on
this graph, it would be scattered around this line.

A linear regression has been calculated for t,; and the tyixroom O
tmixcen Models, assuming a zero intercept. The correlations with
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tmixRoom OT tmixcen are similar, with RZ = 0.860 and 0.858 respec-
tively, but with different gradients. The gradient of the tyixce; datais
closer to the 1:1 gradient, suggesting that the per cell representa-
tion of mixing is closer to the original experiment of Drescher et al.
[2] than the whole room representation. The constant calculated by
Drescher et al., adjusted to the formulation used in this paper
(Equation (7)), Cy4, has a value of 22.2. Based on the regression lines,
this constant has a value of 8.8 and 14.1 for room and cell models
respectively.

It should be noted that only just over 30% of the models run
reached the normalised standard deviation threshold of 0.10 in
1000 s. In the remainder of the models, the pollutant was extracted
before the threshold was reached. No single variable was found to
control whether the threshold was crossed or not.

To reveal the effectiveness of the transit time model at pre-
dicting the arrival of a pollutant at the planes of interest, tgs is
plotted against transit time, tegnsiccube aNd teransicar, calculated using
Equations (2) and (3), in Fig. 10.

Fig. 10 shows that the transit time model for ventilation cells
with defined aspect ratios is a better fit (higher R?) to the CFD data
than the transit time model when the ventilation cell is simplified
to a cube. The gradients of the linear fit to the CFD data for both
models are very similar. The tg5 values from the CFD are larger than
transic for the cube and aspect ratio model in most cases, despite the

tiransic model assuming that the measurement plane is on the floor.

Based on the data shown in Fig. 10, the constant, C; in Equation
(2), should be changed to 1.23, when the room or ventilation cell is
simplified to a cube. C; in Equation (3) should be changed to 0.67
when the room is defined in terms of ventilation cells with defined
aspect ratios.

Fig. 11 plots tg5.5 values from the CFD against the results of three
different models, tiansitar, tmixcen and 7. Fig. 11 shows a similar R?
value for a linear regression, when the tg5.5 data is plotted against
each set of model data, with a slightly higher correlation for 7. This
shows that the mixing model of Drescher et al. [2] and the transit
time model, Equation (3), are similarly effective in predicting the
speed with which material, entering a room via the ventilation
system, is transported across the space. The simpler model, based
on the air change rate alone is, however, equally effective. Therefore
the time between the first people and last people in a room being
exposed to a concentration (for which Cpear/Cihreshord = 10 and
At = 10 s) can be given by the following expression:

to5_5 =0.121r7. (10)

When tgs_5 is plotted against 7 for 4t = 1 s, 10 s or 100 s, the
gradient of the regression line does not change significantly (0.121
for At =15 t0 0.137 for At = 100 s). For A = 0.5 h™!, t95.5 ranges from
871 s to 986 s depending on the release duration and for A =20 h~,
tos.5 ranges from 22 s to 25 s. The gradient of the regression line
exhibits a stronger dependence on Cpeak/Cthreshold- AS Cpeak/Cthreshold
was increased from 10 to 100, the gradient reduced from 0.121 to
0.097. This indicates that a new set of simulations may be required
if tgs_s for larger or smaller values of Cyear/Cehreshold Was of interest.

The same data gives relationships between tgs and t5 and 7
which may be useful for some applications and are included here
for completeness:

tos = 0.0389 7 (11)

ts =0.149 7 (12)

These hold for 4t = 10 s and Cpeak/Cthreshold = 10 and have
R? = 0.917 and 0.967 respectively.

4. Discussion

It has been demonstrated that the Drescher et al. [2] mixing
model based on mechanical power can broadly be used to predict
the time taken to reach a normalised standard deviation threshold
in a mechanically ventilated room with ceiling mounted supply and
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extract vents and with the mixed pollutant being delivered via the
supplies. The constant required for Equation (7) is smaller than the
figure used by Drescher suggesting that, as long as the species is not
extracted faster than it can mix, the mixing happens more rapidly
in the type of scenario modelled here, compared to that studied by
Drescher.

The transit time models developed here explain the majority of
the variation observed in the predicted CFD transit time, tgs, but in
most cases they under predict the time. This may suggest that the
flow pattern is not always as simple as that shown in Fig. 1, a point
supported by Fig. 4. Jets from the supply vent attach to the ceiling
and generally attach to the wall, but when two jets converge from
adjacent ventilation cells they follow a more irregular pattern. This
irregular pattern may be the cause of the longer transit times.
Broadly, the data points nearer to the 1:1 line in Fig. 10 are for
rooms with smaller volumes and the further points are for rooms
with larger volumes. Smaller rooms typically have fewer inter-
ventilation jet convergence regions and relatively more wall jets
than the larger rooms.

The Drescher et al. [2] mixing time model, the transit time
model and the characteristic time model are similarly effective at
predicting the mixing metric tgs.5. The analysis conducted here has
shown that, for the basic room type studied, a small number of
people in the room could experience the threshold concentration in
as little as a few seconds after the airborne material enters the
room. It could take between an additional 15 s to almost seven

minutes for the majority of the people in the room to experience
the threshold concentration. The strongest influence of this is the
characteristic time, 7. This suggests that for a room with a high air
change rate there will be little useful time to evacuate all occupants
of a room before they are exposed.

The CFD models used in this study are representative of
simplified spaces. For example, they do not contain furniture, heat
sources or people. The results cannot safely be extrapolated to more
complex spaces which have different supply and extract vent lay-
outs or, perhaps more significantly, regions within the room that
are less well ventilated than the main space. Movement of people in
the space would be expected to reduce mixing times. The people
may also act as heat sources and drive natural convection which
could similarly reduce mixing times. However, in some cases where
there is little movement, these sources of buoyancy could cause the
air in the room to stratify so reducing large scale mixing. Mixing in
spaces with natural ventilation is considered in detail by Coffey and
Hunt [29] and Hunt and Kaye [30]. The automated method devel-
oped here could be extended to include more of these features if
required.

The applicability of an automated CFD modelling tool has been
demonstrated by studying mixing in mechanically ventilated in-
door spaces. It would be possible to apply the tool to a range of
indoor dispersion related problems. Using a HPC system, studies
consisting of many independent simulations within a design space,
can be run rapidly.
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5. Conclusions

The time between the pollutant first reaching the occupied zone
and most of the zone reaching a threshold concentration (where
the threshold is a function of the well-mixed peak concentration)
was demonstrated to be well represented by the relationship tgs.
5 = 0.121 7. This relationship showed little dependence on the
release duration when this was increased from 1 s to 100 s. The
time did, however, reduce when the ratio of the well-mixed room
peak concentration to the threshold concentration was increased
from 10 to 100.

The results of the study show that in a room with an air change
rate of 5 h~! there would be approximately 1.5 min between a few
people being exposed to the threshold concentration and the ma-
jority of the people in a room being exposed to the threshold
concentration.

It has been demonstrated that the Drescher et al. [2] mixing
model based on mechanical power can broadly be used to predict
the time taken to reach a normalised standard deviation threshold
in a mechanically ventilated room with ceiling mounted supply and
extract and with the mixed pollutant being delivered via the supply
vents.

A useful tool has been developed for studying indoor dispersion
effects in a more generic sense than was previously achievable.
Using this tool it is possible to create, solve and post process many
hundreds of CFD models in a matter of days making it suitable for
fast turnaround safety/resilience planning.

The generic results produced could then be used to inform a
rapid emergency response. The CFD method used was successfully
validated although it would be beneficial to extend the validation to
include multiple data sets spanning the range of conditions used in
the automated study.
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