An experimental study into the effect of transitional flow on the performance of underwater glider wings
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Abstract—The experimental procedures developed to measure small forces generated by underwater vehicle appendages in a wind tunnel are described. These involve using precision load cell sensors arranged into a bespoke dynamometer, that has been integrated into a stand-alone wind tunnel rig. The set up is used to quantify performance of a scaled underwater glider hydrofoil, with particular care being paid to the effects of laminar and transitional flow features. Present data are benchmarked against similar measurements and simulations and it is shown that satisfactory results may be obtained with the current approach despite its simplicity and low cost. The apparatus is then used to show that the presence of laminar flow significantly affects performance of the considered foil at Reynolds numbers corresponding to a typical regime in which underwater gliders operate.

I. INTRODUCTION

Underwater gliders are vehicles travelling through the water by converting their vertical motion induced via controlling their net buoyancy into a useful thrust force. In order to achieve this they rely on hydrofoils whose efficiency dictates how big a buoyancy engine the vehicle must be fitted with in order to achieve the desired forward speed and glide path angle. This directly affects the amount of energy expended on propulsion by means of operating the buoyancy engine pumps.

Most common underwater gliders travel at speeds typically below 0.5 m s⁻¹ as their primary missions prioritise endurance over maximum speed. This implies that Reynolds numbers experienced by their appendages are expected to be in the range of 100,000 and less [1], [2], and are thereby likely to be affected by laminar and transitional flow phenomena, which will have a major effect on the performance of the vehicle propulsion.

Accurately accounting for these effects has been shown to be vital to provide a realistic estimate of expected vehicle performance using computational fluid dynamics [3]. A related study by Lemaire et al. [4] has predicted a significant amount of complex, three-dimensional fluid features to exist on a representative underwater glider wing. The numerical results indicated that both the low Reynolds number and moderate aspect ratio play a significant role in effecting the incipient flow patterns. This has also been confirmed by published experimental studies. For instance, several authors investigated the effect of low aspect ratios at low Reynolds numbers. Among those, studies which stand out are those by Parras & Pino [5], Ananda et al. [6], Bastedo & Mueller [7], and Mizoguchi & Hajime [8]. All of the authors studied different foils and planforms, but have generally concluded that trailing edge vortices interact significantly with laminar and transitional flow features, which in turn affects the overall performance of the wings. It is a known fact that the tip vortex affects the local angle of attack of the foil. Bastedo & Mueller stipulate that this modifies the shape and extend of the laminar separation bubble as this is said to behave in a two-dimensional fashion in accordance with the local inflow angle. A significant amount of research effort has been put into studying low-Re behaviour of flows past insect-like wings [8], [9]. These also report very high dependence of aerodynamic performance on the planform shape. Far fewer studies investigated the effect of sweep angle, which is also characteristic of underwater glider geometries. One of those is the study by Yen & Huang [10] considered swept wings based on a NACA 0012 profile using oil flow visualisations and found the sweep angle to significantly affect the nature and size of laminar separation bubbles.

Therefore, the present work aims to deliver a cost-effective and targeted set of experiments to fill this gap and investigate performance of low aspect ratio, swept wings operating at low Reynolds numbers. The main challenge stems from the difficulty in measuring small forces generated by foils in the low-speed regime, which applies particularly to drag. Present work therefore describes the techniques used in order to tackle this issue. Furthermore, the process of manufacturing a hydrofoil intended to be used on a novel underwater glider design is presented. This employs 3D printing in order to minimise the experimental campaign costs by abandoning traditional, labour-intensive model-making techniques. Accuracy of the models is quantitatively assessed using laser scanning. A low-speed wind tunnel of the University of Southampton is then used in order to provide force measurements. The obtained results are benchmarked against available data for two-dimensional low-Re foils in order to judge the ability of the present experimental rig to measure the drag force directly. In the future, due to the relatively low cost of manufacturing new models, the test campaign will also involve optimising the hydrofoils and rudders for the new vehicle being designed as part of the EU BRIDGES Project (http://www.bridges-h2020.eu/).
II. EXPERIMENTAL SET UP

A. Force acquisition system design

The key objective of designing the experimental set up was to ensure it is sensitive enough in order to capture the drag force, which was expected to be an order of magnitude less than the side force. In their experiments on a series of 2D low-Re aerofoils, Selig et al. [11] used load cells to measure lift but relied on calculating the drag through momentum analysis of the foil wake, precisely because of the difficulty in measuring the small forces directly. Such an approach is potentially more accurate, but is difficult to apply to three-dimensional geometries, may be less precise for stall performance estimates, and requires a more complex experimental set up.

Therefore, miniature transducers typically used in precision scales were selected to be used in the force acquisition system. These have a rated load of 1 kg, rated output of 1 mV/V and are powered from a 5 V DC power supply. Outputs are amplified using HX711 load cell amplifiers, and the signals are collected using analog pins on an Arduino Uno microcontroller operating at a rate of 500 Hz. The information is then passed on to Python-based acquisition software running on a laptop via the serial port.

The angle of attack was adjusted automatically using a 5 V stepper motor. This offers a resolution of only 200 steps per revolution, but this is improved by employing a 5.8:1 gear ratio, which translates to incidence angle adjustment resolution of approximately 0.324°. A key factor in the rig assembly was to minimise the backlash in the gears to minimise vibration on the foil and limit its unintentional pitching motion. An independent angle of attack measurement is achieved by using a Broadcom rotary encoder (HEDS-9040) and an encoder wheel with 1000 pulse resolution (HEDS-6140). These are used to verify the requested angle of the foil.

In total, six transducers are used - two for measuring the axial and four for acquiring the side force. They form a force block which rotates with the foil which simplifies the rig design and allows the use of smaller, more precise but more frail sensors. A schematic of the employed arrangement is depicted in Figure 1. The final force block is also shown in Figure 2. Figure 3 shows the final arrangement of the rig mounted underneath the wind tunnel working section. Neither the foil nor any other elements of the acquisition system are in contact with the wind tunnel structure, which reduces vibration and limits spurious readings on the sensitive load cells. This is achieved by the foil being mounted on two aluminium rods penetrating small cut-outs in the wind tunnel floor which allow for the angle of attack to be adjusted but do not lead to a significant leakage of fluid momentum. Although this functionality is not yet implemented, the hardware and software design should allow for the tests to be fully automated, which would reduce the costs of the testing campaign, reduce human errors, and improve the utilisation efficiency of the wind tunnel facility.

\[
L = -F_X \sin(\alpha) + F_Y \cos(\alpha), \quad (1a) \\
D = F_X \cos(\alpha) + F_Y \sin(\alpha), \quad (1b)
\]

where \(\alpha\) is the angle of attack measured from the wind tunnel axis, \(L\) and \(D\) are the lift and drag, while \(F_X\) and \(F_Y\) refer to the axial and side forces in the foil reference frame.

B. Calibration

A key step in developing the acquisition hardware involved calibrating the response of the force block when subject to known lift and drag forces. These were exerted through hanging of precision weights via a set of pulleys, following a similar approach to the one discussed by Molland [12].
The process was repeated at three different angles of attack: -10, 0 and 10°, which correspond to the regime where the foil is not expected to stall. The forces were applied in isolation, meaning only pure lift (positive and negative) and pure drag were considered. Mass of the weights had been verified down to 1 gram, which is of magnitude comparable to the forces measured on the foils at lowest Reynolds numbers. Figure 4 shows the rig response to applied lift loads. An analogous result was obtained for drag which is not presented for brevity.

It has been observed that the angle of attack has little effect on the measured forces. Furthermore, it is expected that at zero load there will be no force being measured, and hence the linear fits to the data should intercept the y-axis at 0. This is not the case in practice due to errors in the measurement of drag, misalignments of the calibration set up, as well as uncertainties of the measurements. However, the obtained values are small enough to be acceptable at this stage. Importantly, two series of data at zero angle of attack, obtained during two separate calibration experiments, show very little variation, indicating good repeatability of the measurements, at least in a controlled environment.

From the slopes of the response curves one may deduce the uncorrected lift and drag values,

\[ L_u = \left( \frac{dy_L}{dL} \right)^{-1} = 0.013934 \quad \text{N/} \text{unit}, \hspace{2cm} (2a) \]
\[ D_u = \left( \frac{dy_D}{dD} \right)^{-1} = 0.013408 \quad \text{N/} \text{unit}. \hspace{2cm} (2b) \]

Interference in the readings, in the form of a lift signal being measured when pure lift is applied and vice versa, also varies linearly with the applied load, namely

\[ A_{DL} = \frac{dy_L}{dD} / \frac{dy_D}{dL} = 0.024492 \quad \text{N of drag}, \hspace{2cm} (3a) \]
\[ A_{LD} = \frac{dy_D}{dL} / \frac{dy_L}{dD} = -0.036185 \quad \text{N of lift}. \hspace{2cm} (3b) \]

This means that pure lift generates a reading of approximately 3.9% of the applied value in the drag axis. The drag-to-lift coupling is at the level of approximately 2.5% of the applied value. These values may appear small, but one has to appreciate that expected magnitudes of the drag forces are far less than those of lift. Therefore, in a real experiment the drag reading due to lift may form a significant proportion of the registered signal, particularly at higher angles of attack. This is illustrated in Figure 5, which presents raw axial and side force readings recorded during one of the measurements that will be described in the following parts of this paper. Notably, the side force curve resembles the typical shape of a lift curve, but the measured axial values do not, precisely due to the interaction effects caused by lift.

Making use of Equations (2) and (3), the lift and drag values may corrected for the interaction effects as

\[ L_c = L_u - A_{DL} D_c, \hspace{2cm} (4a) \]
\[ D_c = D_u - A_{LD} L_c. \hspace{2cm} (4b) \]

This expression is not particularly useful as it contains both corrected and uncorrected values on the right hand side, while the aim of the calibration process is to arrive at the corrected values given the raw, uncorrected readings. Therefore, the equations are written in a matrix format and rearranged,

\[ \begin{bmatrix} 1 & A_{DL} \\ A_{LD} & 1 \end{bmatrix} \begin{bmatrix} L_c \\ D_c \end{bmatrix} = \begin{bmatrix} L_u \\ D_u \end{bmatrix}. \hspace{2cm} (5) \]

The coefficient matrix on the left-hand side may now be inverted and the equation solved to yield corrected values based on uncorrected readings. For the present experimental set up, this yields

\[ \begin{bmatrix} L_c \\ D_c \end{bmatrix} = \begin{bmatrix} 0.99942 & -0.01567 \\ 0.03687 & 0.99942 \end{bmatrix} \begin{bmatrix} L_u \\ D_u \end{bmatrix}. \hspace{2cm} (6) \]
(a) Axial force

(b) Side force

Fig. 5. Raw readings as registered by the transducers before they are resolved into the tunnel axis system and interactions effects between the two principle directions are corrected for. Data shown for three different acquisition runs.

C. Sources of error and uncertainty

Several possible sources of error have been identified in the present experimental procedure. Firstly, the angle of attack of the foil was determined based on the no-lift condition rather than measured with respect to the wind tunnel axis. While this would have been acceptable for a perfectly symmetrical foil, the present geometry has been shown not to be such. Furthermore, vertical alignment of the foil was shown to affect its performance significantly. While care has been taken to ensure proper alignment, this was done manually using a spirit level and hence some misalignments could have persisted. The angle of attack adjustment and measurement accuracy are also lower than would have been desirable.

Furthermore, the force acquisition system itself is not uncertainty-free. The force block had been manufactured and assembled with care, but due to the manual nature of this task lack of symmetry and misalignments in the mounting of the sensors were difficult to avoid completely. These could potentially lead to non-linear behaviour, especially for the interaction terms, which may not be easily factored into the data handling procedures. Despite their small size and rated load, the transducers used had difficulties with capturing the very small forces present at lower of the considered Reynolds numbers, leading to poor signal-to-noise ratios. Importantly, due to their small magnitude, the drag readings were significantly affected by the interaction terms due to lift. Although these had been quantified and accounted for, inaccuracies in the calibration process could have affected the end results to a considerable extent.

III. Test Methodology

A. Geometry and test conditions

The considered foil is a scaled-down version of a wing representative of what is intended to be fitted to a new underwater glider design. This is identical to the one previously studied numerically by Lemaire et al. [4] and employs a modified SD8020 symmetric low-Re wing section. The modifications predominantly involved accommodating a trailing edge of finite thickness suitable for manufacturing. Planform of the foil is summarised in Figure 6.

Size of the wing has been chosen in order to allow the Reynolds numbers expected on the full-scale glider to be achieved in the available test facility. These were approximately 60,000, 100,000, 120,000, and 146,000, and cover the full operational range of the vehicle.

The foil was manufactured using a BigRep ONE 3D printer in PLA plastic. Deposition height of 0.7 mm was used, which led to a relatively rough surface finish. The surface of the foil was therefore later sanded and smoothed through application of a filler resin.

B. Assessing manufacturing accuracy

A key aspect of the model making process was assessing how accurately the finished foil represents the design intent. Main concerns stemmed from the fact that 3D printed objects are known to undergo thermal distortion due to different cooling rates throughout the body, but also from the manual finishing of the model.

Laser scans were therefore carried out using HandyScan 300 device with linear accuracy of 0.04 mm and volumetric accuracy of 0.0 mm. This was used to produce a stereolithography (stl) representation of the final foil. This was aligned with the original geometry in order to minimise the errors between key points on the foil - mounting holes, trailing edge and tip features. B-spline curves were then fitted to the scans using proprietary software provided by the laser scan manufacturer. These could then be compared with cuts through the original intended model, as well as the ideal foil offsets (excluding the finite trailing edge), as shown in Figure 7.

It may be seen that the leading edge profiles of the sections through the manufactured model agree well with the desired shape. However, from around the maximum thickness and further downstream the model differs from the intended shape. What is more important, is that it is visibly asymmetric about the centreline, which has the potential to affect its performance significantly by inducing effective camber on the foil.
Another important characteristic of the model is its surface roughness. It will affect the rate of generation of turbulence and instabilities in the boundary layer, and thus affect the Reynolds number dependence of the aerodynamic response. In particular, flow transition from laminar to turbulent state will be influenced.

Surface finish was therefore investigated using Taylor-Hobson Form Talysurf-120L, a device which is capable of measuring the shape of a surface along a one-dimensional cut with very high precision. This is done by dragging a stylus along the surface and measuring its displacement, as depicted in Figure 8. The measurements were conducted at two locations - in the centre and around the tip of the foil. These had been identified by visual observation to be smooth and rough areas, respectively, in relation to the other parts of the foil. The results are depicted in Figure 9. It may be seen that the peaks on the surface had been successfully eliminated by sanding, although a large amount of roughness persists in the form of troughs. In the smoother part, the RMS value of surface profile to be around 3.7 µm. Around the tip and leading edge, where refining the finish by hand is more difficult, the foil is more rough with the RMS of surface profile of 7.8 µm.

C. The wind tunnel facility

The wind tunnel used to conduct the tests has a working test section 450 mm high, 600 mm wide, and approximately 1000 mm long. The downstream end is open to the atmosphere, while the air is fed to the test section through a convergent nozzle fitted with turbulence reducing vanes. The foil is mounted on at the centreline of the bottom wall, approximately in the middle of the working section and 800 mm downstream of the convergent nozzle. Mean wind speed for each test run was measured using RS Pro 1340 hot-wire anemometer placed in the upstream part of the test section.

Each of the presented data points has been obtained by averaging data collected over an acquisition period of at least 30 seconds, or at least 1800 unit of non-dimensional time based on the working section length and flow speed. The
acquisition rate was 500 Hz. The blockage ratio for the present model is under 2%. Current data is presented without any blockage corrections as these will only be necessary once the results are to be scaled up to provide estimates of the foil in an unbounded flow.

Turbulence intensity in the working section of the wind tunnel used is in the range of 0.25-0.5% [13]. According to Selig et al. [11], a value of 0.1% is more appropriate to produce clearly defined laminar flow behaviour at low Reynolds numbers. Unfortunately, improving the existing facility was outside of the scope of work of this project. Nevertheless, it will be demonstrated that laminar flow behaviour was still observed on the considered wing.

IV. RESULTS

A. Effect of foil asymmetry

The first part of the investigation focused on assessing the effect of the asymmetry and deviation from the intended shape of the foil, which had been identified through laser scanning the finished model. This was done by first calculating theoretical lift and drag coefficients for a 2D section of the foil using a Reynolds Averaged Navier Stokes (RANS) solver, following a similar approach to previous numerical work by the authors [3]. The k-ω SST turbulence model was used on structured O-grids with approximately 100,000 cells and wall-resolved boundary layers. Predictions were made for the ideal shape with a sharp trailing edge, the desired geometry, and a scanned cut, as shown in Figure 10. Scanned cut 60 mm from the root of the foil was selected, as this was deemed to represent median deviation measured with the scanner.

As expected, increasing the trailing edge thickness does not affect the theoretical lift coefficient significantly, but has a pronounced effect on the increase in drag. As the net effect of the manufacturing inaccuracies appears to be an increased thickness in the aft part of the foil, they also effect higher drag of the real section. The conducted simulations do not account for asymmetry, but it may be seen that the deviations measured are significant enough to affect performance of a cut through the foil. It is hence likely that as the shape on the upper and lower sides of the 3D wing varies, these deviation may add up to noticeably different performance at positive and negative inflow angles.

Measurements in the wind tunnel were then conducted with the foil being subject to a range of angles of attack at the highest considered Reynolds number, so as to reduce the significance of low-Re flow features. The lift and drag data was then plotted in terms of absolute quantities, as shown in Figure 11. For a symmetric foil, data collected on both positive and negative angles of attack should collapse on top of each other, which may be seen not to be the case. This is a clear confirmation of the manufactured wing not being perfectly symmetric.

B. Effect of alignment

Potential for misalignment of the foil inside the wind tunnel had been identified as one of the major likely sources of error. Indeed, during one of the earlier tests highly asymmetric performance was measured, as seen in Figure 12. Upon closer investigation it was discovered that despite the test rig having been levelled prior to the tests, a relatively small inaccuracy in the alignment process had caused the foil to be heeled over. Once the alignment had been refined, a much more symmetric response had been recorded.

C. Comparison with reference data

A final test of the test set up involved validating the measured results against available benchmark data. For that purpose, the experimental results for a 2D SD8020 foil from the dataset by Selig et al. [11] was utilised. This could only be used in a qualitative manner, bearing in mind that the trailing edge of the present foil had been modified and that the manufactured wing differed in shape from the intended geometry. An attempt was also made to correct the 2D
reference data to account for the finite aspect ratio of the present week, assuming that the three-dimensional lift and drag are

\[
C_D = C_{D0} + k_i \frac{C_L^2}{\pi AR}, \quad \text{(7a)}
\]

\[
C_L = a_i \left[ \alpha - 57.3 C_L \frac{\pi AR}{\pi AR} \right], \quad \text{(7b)}
\]

where \( k_i \) is the induced drag factor, assumed equal to 0.35, \( a_i \) is the lift curve slope, which was calculated using finite difference between ±5° angle of attack, \( AR \) is the aspect ratio, and \( C_{D0} \) is the 2D drag coefficient [14]. Finally, results obtained by Lemaire et al. [4] for the present foil were also used as a benchmark. The comparison was done at the lowest considered Reynolds number in order to confirm the presence of laminar flow effects. The data are presented in Figures 13 and 14 for lift and drag coefficients, respectively.

Comparison of the presently measured lift coefficient to the two-dimensional SD8020 data by Selig et al. shows that indeed, laminar flow effects are present on the current foil, as evident from little to no lift being generated over approximately 4°. The extent of this behaviour qualitatively matches the 2D foil data, although one may observe the flat part of the curve in the current data set to be shifted along the x-axis, indicating asymmetric behaviour of the foil. Another important observation is the relatively good repeatability of the current data set when compared to the transducer drift reported for the reference data.

The process of correcting the 2D data to reflect the three-dimensional foil performance is somewhat simplistic, and hence distorts the effect of laminar flow behaviour in the low angle of attack regime, as seen in Figure 13b. The slope of the curve beyond a few degrees does match the presently measured characteristics, as well as the numerical data from the literature. Noticeably, the currently recorded data may be seen to diverge from the corrected 2D curves more for the negative angles of attack, again hinting at asymmetric behaviour of the tested wing.

A crucial element of this part of the study was verifying the ability of the developed rig to measure drag coefficient accurately. This is explored in Figure 14, where recorded values are compared to corrected 2D data and computational results by Lemaire et al. Much bigger qualitative discrepancies may be seen between the present and reference data, with the latter
two agreeing relatively well. This indicates that at the lower Reynolds numbers considered in the current study the drag coefficient most likely may not be captured with sufficient accuracy. A notable observation is that nearly identical results were obtained for this quantity during two test runs conducted on two separate days. This may indicate that the transducers themselves are close to being sensitive enough, but the small magnitude of the forces being measured makes interaction effects and non-linearities in the force block response stand out, thus making the results less reliable.

Fig. 13. Comparison of the present data with experiments by Selig et al. [11] and numerical simulations by Lemaire et al. [4]. Reference experimental data presented both in raw form and corrected for a finite aspect ratio foil. Two lines in the reference measurements correspond to data collected for the foil being swept over a range of angles of attack in the positive and negative direction.

D. Quantifying the Reynolds number effects

The ultimate aim of the investigation was to study the effect of different Reynolds number regimes on the performance of the foil. It had been shown that the developed experimental set up should be capable of capturing the influence on the lift coefficient. While the accuracy of the drag measurements remains in question, they still provide a useful insight. Averaged results obtained for a number of series of data across four Reynolds numbers are presented in Figure 15.

The most important finding is the presence of a significant range of angles of attack for which the foil does not generate much lift at the lowest Reynolds number. As the inflow speed increases, the size of the dead zone in the lift coefficient curve reduces and disappears completely around Re of 120,000. Beyond this wind speed, the lift coefficient follows a straight line as a function of the angle of attack, as expected, but the slope of the curve is different on the positive and negative sides due to the asymmetry of the foil. This observed Reynolds number trend stands in very good qualitative agreement with the data presented by Selig et al. [11] for a two-dimensional SD8020 foil with a sharp trailing edge.

Measurements obtained for the drag coefficient indicate that at low Reynolds numbers the curve is asymmetric, with minimum drag coefficient occurring at approximately -2°. As the Reynolds number goes up, the drag curves become more symmetrical. Beyond Re of 120,000 minimum drag coefficient occurs at α=0 and the only asymmetries seen are in the shape of the curves away from origin. At lower Re the minimum drag coefficient is also lower than what had been computed by Lemaire et al. [4] and measured by Selig et al. [11] for a 2D foil. This does not appear realistic, as it had already been shown that on average the modifications, intended and not, to
that while certainly challenging, direct measurements of low-Re aerofoil forces are possible using low-cost experimental procedures.

The data clearly show that even a geometry which is not exceptionally smooth nor placed in a flow with very low turbidity exhibits laminar and transitional flow behaviours. These will have an important effect on performance of underwater vehicles operating at low Reynolds numbers, such as underwater gliders or small conventional AUVs. Accurately accounting for those effects is therefore important from the point of view of vehicle design, dynamic modelling and model-predictive control, as well as mission planning.

B. Future work

The next stages of the present on-going investigation will focus predominantly on classifying the performance of underwater vehicle rudders and other control surfaces, as well as several other hydrofoil designs. This information will then be used to improve the design of a new underwater glider, as well as provide validation data for numerical prediction methods.

While successful, the present experimental set up could benefit from several refinements and improvements. The addition of an integrated thermometer, an atmospheric pressure sensor, and a wind speed gauge connected to the data acquisition system, would allow detailed information on the variation of these properties over the duration each acquisition run to be obtained and factored into the analysis. Employing a digital inclinometer would help in reducing vertical alignment uncertainty. Furthermore, reducing the drag readings due to lift would reduce the dependence of the measurements on the correction terms, thus reducing uncertainty. Achieving this would require structural modifications to the force block or the use of more expensive sensors. Increasing the signal-to-noise ratio and sensitivity of the drag transducers would make the low-Re operation more reliable. This could be done by using different sensors or refining the amplifier circuits. Finally, the currently selected 3D printing strategy should be improved in order to ensure better symmetry of the manufactured foils.
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