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Abstract—In this work, we propose a system for private sound which is based on the Weighted Pressure Matching method (WPMM). The aim is to design the input signals to an array of loudspeakers which allow for the synthesis of a target field defined with large amplitude variations between the so-called dark points and the listener’s position. The system enables listeners to control the trade-off between directivity performance and the accuracy of reproduction of the target field at the listening position when the input energy to the array is limited. This is achieved by calculating the WPMM weight in the dark zone based on a performance constraint on the characteristics of the sound field in the listening zone. The system is validated for a number of predefined use-case scenarios. The results of the experiments in an anechoic environment with a circular array prototype show that listeners can control the performance trade-off in a wide frequency range. In the second part of the paper, algorithms are presented for the fast update of the input signals when the user selects a new value of the performance constraint.

I. INTRODUCTION

Loudspeaker arrays driven with purposefully-designed input signals can be used for the implementation of systems for private sound, a technology that allows listeners to privately listen to any selected audio material without affecting other people located in the same environment [1], [4], [5]. The input signals may be designed by means of beamforming methods, such as the Time-Reversal Mirror [3], sound focusing [18], the Minimum Variance Distortionless Response [2], as well as methods that aim at the control of the acoustic energy density in the control area [6], [7], [4], [8], hereafter also referred to as energy-based methods, and methods that aim at the synthesis of a target field defined at a set of control points, such as the Pressure Matching Method (PMM) [17], [8] and the Weighted Pressure Matching Method (WPMM) [13], [9]. In this work, we limit our analysis to the PMM and the WPMM, as they may provide better sound quality than that achieved with energy-based methods [8], [24], [9], [18].

In private sound applications, the listener’s position is usually referred to as the “bright point” and the rest of the control zone where sound radiation is to be minimized is referred to as the “dark zone”. The target field is typically chosen with a large difference in level between the bright point and the dark zone. However, for a given array configuration and a given wavelength, a target field of this kind may be difficult to be reproduced especially if the bright point and the dark zone are adjacent to each other [11]. Previous works reported that arrays driven with input signals designed with the PMM may suffer of limited ability to preserve the characteristics of the spectrum of the original audio material to be delivered to the listener [12], [10]. This may be related to the fact that the transfer functions between bright and dark points are similar at low frequencies [8], where the size of the array is small compared to the wavelength. In such scenarios, the system, in an attempt to provide the large level variations defined in the target field, achieves a reproduced field at the bright point which may substantially differ from the target field [10]. This is an undesired effect which may lead to increased distraction of the listener [32].

More generally, a performance trade-off exists between directivity performance, input energy required by the array to perform directional sound radiation, and accuracy of reproduction of the target field in the listening area [18], [12], [23], [24], hereafter succinctly referred to as “quality”. For example, for a given level of the input energy, a given system may be able to provide high directivity performance at the expense of a reduced quality in the listening zone [9], [10], [12]. A number of PMM-based methods were proposed to control the performance trade-off by means of 1) parameters that are freely customizable by the users [13], [9], [12] or, 2) by calculating the input signals that satisfy given performance constraints [14], [15]. Some of these methods are based on the WPMM [13], [9], [14], [12], a generalized formulation of the PMM wherein the so-called WPMM weights are assigned to the control points where sound is to be controlled with the aim of prioritizing (or not prioritizing) accurate reproduction of the target field at given control points [14], [9]. We consider the problem of calculating the input signals that satisfy a performance constraint [14], [15]. In this work, we set a performance constraint on the accuracy of the reproduction of the target field at the bright point, which is, hereafter, succinctly referred to as “quality constraint”. Since
quality and directivity performance are interrelated (when the input energy is limited), by setting the quality constraint, the user can control the directivity/quality trade-off.

We consider the following scenario: the listener is given the ability to customize the value of the quality constraint. Ideally, the system quickly updates the input signals that satisfy the new performance constraint. To this end, methods can be used that are based on iterative searches of the input signals [14], [15]. However, these methods may be time consuming and, hence, not be suitable for practical applications. In this work, we address this problem by proposing a system that 1) can be used to design the input signals that satisfy a desired quality constraint and 2) quickly updates the input signals (once the user sets a new value of the quality constraint). In order to accomplish that, we split this work in two parts.

1) We firstly design a method (that is based on the WPMM) to control the performance trade-off between quality and directivity when the input energy is limited. In the proposed formulation, the WPMM weight in the dark zone is calculated based on a performance constraint on the reproduced field in the bright zone. We validate the proposed method in a number of use-case scenarios where different configurations of the control zones (e.g., bright or dark) are considered. The optimal input signals are initially calculated by performing a full-search of the WPMM weight in the dark zone.

2) We then address the problem of the fast update of the input signals by proposing two methods: 1) an iterative algorithm and 2) a method based on the approximation of the input signals by means of a truncated Neumann series. This method is based on the calculation of the zeros of a polynomial and guidelines are proposed for the calculation of the order of truncation of the Neumann series. We show that this method can accurately estimate, over a wide frequency range, the value of the WPMM weight in the acoustically dark zone that satisfies the performance constraint. Furthermore, we discuss under which conditions the second method is more computationally efficient and less time-consuming than the iterative methods.

System performance is evaluated by means of numerical simulations and experiments in an anechoic environment with a circular array prototype mounted on a rigid cylinder. Furthermore, strategies for using the proposed system in a reverberant environment are discussed. The proposed methods can be readily extended to other array and control zone geometries, provided that the transfer functions are known.

This work is organized as follows: the theoretical background is reported in Section II. The system design is described in Section III. The experimental validation of the proposed system is in Section IV. The method for the update of the input signals is reported in V. Possible strategies to use the system in a reverberant environment are discussed in Section VI and the conclusions are drawn in Section VII. We provide a Matlab implementation of the methods presented in this work [51].

II. THEORETICAL BACKGROUND

We define the vectors \( \mathbf{0}_Y^T = [0, 0, \cdots, 0] \) and \( \mathbf{1}_Y^T = [1, 1, \cdots, 1] \) of length \( Y \) where \( [\cdot]^T \) indicates the operation of vector (or matrix) transpose. Given a square matrix \( \mathbf{Y} \), \( \mathbf{Y}^n \) indicates the multiplication of \( \mathbf{Y} \) by itself \( n \) times, e.g., \( \mathbf{Y}^3 = \mathbf{YYY} \).

All the acoustical quantities introduced in this work have a time dependence of \( e^{-i\omega t} \), where \( i = \sqrt{-1} \) is the imaginary unit and \( t \) is time, and \( \omega \) is a given angular frequency. We consider a \( L \) channel circular array prototype, \( L = 32 \), shown in Fig. 1, whose transducers are uniformly arranged on a circle of radius \( r, r = 0.25 \) m. The angular polar coordinate of the \( \ell \)-th loudspeaker, \( \ell \in [1, L] \), is \( \phi_\ell = (2\pi/L)\ell \). The array is mounted on a rigid cylindrical body whose height is 0.35 m. The control zone consists of \( M \) control points, \( M = 72 \), where virtual microphones are uniformly arranged on a circle of radius \( R, R = 3 \) m. The loudspeaker array and the control points lie on the same plane. The angular coordinate of the \( m \)-th control point is \( \theta_m = (2\pi/M)m, m \in [1, M] \). A single bright point is considered that is located at the point of angular coordinate \( \theta_b = 90^\circ \). The \( \ell \)-th transducer of the array is driven by the input signal \( q_\ell(\omega) \). The vector of the input signals is \( \mathbf{q}^T(\omega) = [q_1(\omega), \ldots, q_L(\omega)] \). The output signal to a virtual microphone placed at the \( m \)-th control point to estimate the sound pressure generated by the array driven with \( \mathbf{q}(\omega) \) is denoted by \( p_q(x_m, \omega) \). The control area consists of \( M \) control points and the vector of the virtual microphone signals is \( \mathbf{p}^T(\omega) = [p(x_1, \omega), \ldots, p(x_M, \omega)] \). The relation between the vectors \( \mathbf{p}(\omega) \) and \( \mathbf{q}(\omega) \) is

\[
\mathbf{p}(\omega) = \mathbf{Z}(\omega)\mathbf{q}(\omega),
\]

where \( \mathbf{Z}(\omega) \) is the matrix of Transfer Functions (TFs) between the virtual microphones and the input signals. Hereafter, the dependence on \( \omega \) is omitted to simplify the notation.

The circular array is modeled as a discrete distribution of monopoles radiating in free-field and installed on an infinite rigid cylinder. The \((m, \ell)\)-th element \( Z_{m, \ell} \) of \( \mathbf{Z} \) is the far-field complex radiation pattern generated by this distribution of sources on the horizontal plane (where the distribution of monopoles lies) and it is calculated as [50], [16]

\[
Z_{m, \ell} = \sum_{n=-K}^{K} 2c \frac{\mathcal{H}_n^{(1-n)}(\rho \omega/c)}{\pi \rho} e^{-i\rho \omega/c} e^{-i\phi_n},
\]

where \( c \) is the speed of sound, \( c = 343 \) m/s, \( \mathcal{H}_n^{(1-n)}(\rho \omega/c) \) is the derivative of the Hankel function of the first kind of order \( n \) [16], and \( K \) is the maximum order (truncation). Here we choose \( K = 150 \gg \rho \omega/c \). It is assumed that \( R \) is large enough.

Fig. 1. Details of the circular array prototype mounted on a rigid cylinder.
for the far-field assumption to be satisfied.

In private sound applications, the control points are usually divided into points where sound is desired or undesired, that are usually referred to as acoustically bright points and acoustically dark zone, respectively. Depending on the scenario, we also consider the “gray zone” [9], a particular case of dark zone that is not occupied by users. In the most general case, we partition $Z$ and $p$ as

$$Z = \begin{bmatrix} z_B^T \\ Z_D \\ Z_G \end{bmatrix}, \quad p = \begin{bmatrix} p_B \\ p_D \\ p_G \end{bmatrix} = \begin{bmatrix} z_B^T q \\ Z_D q \\ Z_G q \end{bmatrix},$$  

(3)

respectively, where $p_B$, $p_D$, $p_G$, $z_B$, $Z_D$, and $Z_G$ are the microphone signals and transfer functions between the virtual microphones located at the bright, dark, and gray points and the input signals, respectively. The number of dark and gray points are $M_D$ and $M_G$, respectively, and $M = M_D + M_G + 1$. A target field $\hat{p}_t^T = [\hat{p}(x_1), \ldots, \hat{p}(x_M)]$ defined as [9]

$$\hat{p} = \begin{bmatrix} \hat{p}_B \\ \hat{p}_D \\ \hat{p}_G \end{bmatrix} = \begin{bmatrix} 1 \\ 0_{M_D} \\ 0_{M_G} \end{bmatrix},$$  

(4)

where $\hat{p}_B$, $\hat{p}_D$, and $\hat{p}_G$, are the target fields defined at the bright, dark, and gray points, respectively. The target field $\hat{p}$ can be reproduced by driving the array with input signals designed with the WPMM [9], [14]. The WPMM cost function is defined as [9], [14]

$$J(q) = \psi_p \| p_B - 1 \|^2 + \psi_D \| p_D \|^2 + \psi_G \| p_G \|^2 + \beta \| q \|^2,$$  

(5)

where $\| \cdot \|$ is the $l_2$-norm operator, $0 \leq \psi_B \leq 1$, $0 \leq \psi_D \leq 1$, $0 \leq \psi_G \leq 1$ are the WPMM weights for the reproduction errors at the bright, dark, and gray points, respectively, and $\beta \in [0, \infty)$ is the Tikhonov regularization parameter [9] that serves to control the energy of the input signals [14], [9]. The terms $\| p_D \|^2$ and $\| p_G \|^2$ in Eq. (5) may be normalized by the number of control points in the dark and gray zone, respectively, and the normalization may be included in $\psi_D$ and $\psi_G$. As reported in previous works [52], [53], the upper limit for the positive and real-valued WPMM weights is arbitrary. In this work, we restrict the range of the WPMM weights to values between 0 and 1 as in previous works on the WPMM for loudspeaker arrays [9], [13], [14]. The input signals that minimize $J(q)$ can be found by setting the partial derivative of $J(q)$ with respect to the real and the imaginary parts of $q$ to zero and by solving with respect to $q$, that is [9]

$$q = (\psi_p z_B z_B^T + \psi_D Z_D^T Z_D + \psi_G Z_G^T Z_G + \beta I)^{-1} \psi_p z_B.$$  

(6)

where $(\cdot)^*$, $(\cdot)^T$, and $(\cdot)^{-1}$ indicate the complex conjugate, complex conjugate transpose, and the inverse matrix, respectively, and $I$ is the identity matrix. By defining the $M \times M$ diagonal matrix $\Psi$ whose elements on the main diagonal are $[\sqrt{\psi_B}, \sqrt{\psi_D I_{M_D}}, \sqrt{\psi_G I_{M_G}}]$, Eq. (6) can be also written as [9]

$$q = (Z^T \Psi^2 Z + \beta I)^{-1} Z^T \Psi^2 \hat{p}.$$  

(7)

An appropriate modeling delay may be required to ensure that the input signals in Eq. (6) are causal [17].

## III. System Design

By using the WPMM and the TFs $Z$, we design a system that can be used in a variety of settings and applications, hereafter referred to as use-case scenarios, which are defined by a given listener/control-zone configurations (i.e., changes in $z_B$, $Z_D$, and $Z_G$). In order to design the input signals that provide a desired performance trade-off [13], [14], [9], appropriate WPMM weights are assigned to the control points where sound is to be controlled hence prioritizing (or not prioritizing) accurate reproduction at given control points [14], [9]. For example, higher values of $\psi_p$, $\psi_D$, and $\psi_G$ would result in higher accuracy of reproduction of the target field at the bright point, and at the dark and gray points, respectively. Thus, in order to ensure quality at the listener’s position (that is, ideally, $p_B = \hat{p}_B$), maximum value of WPMM weight is given to the bright zone, i.e., $\psi_B = 1$. Conversely, a small value $\psi_G$ is assigned to the WPMM weights in the gray zone, due to the fact that no accurate reproduction of the target field is required. By doing this, we also relax the constraint in the zones where no accurate reproduction is required [9]. Based on the desired performance trade-off between quality and directivity, we define the following use-case scenarios:

1) the Max-Quality Scenario (MQS), wherein the listener requires the highest possible quality (and no requirements for directivity performance). In this case, we consider only the bright point. The input signals $q_{MQS}$ are calculated by means of a sound focusing technique [18], that is $q_{MQS} = z_B / (z_B^T z_B)$. This scenario may be selected, for example, if the listener is alone in the environment.

2) In the Max-Directivity Scenario (MDS) the listener requires privacy and hence, highest directivity performance. All the control points but the bright point are set as dark points. The input signals are calculated by setting $\psi_D = 1$ in Eq. (6), thus yielding

$$q_{MDS} = (z_B^T z_B + Z_D^T Z_D + \beta I)^{-1} z_B.$$  

(8)

which corresponds to the PMM solution (also known as regularized least squares solution [9]). This has been, in turn, shown to be equivalent to a mode-matching approach, below the spatial aliasing frequency, as reported in reference [16]. The mode-matching approach for beamforming has also been used for microphone arrays [26]. This scenario may be suitable for listeners located in an environment where other people are present whose positions are likely to vary with time (e.g., the system is operating in a public space).

3) The Quality-Control Scenario (QCS) is similar to the MDS, but in this case the user can select a desired trade-off between quality and directivity by means of the parameter $\psi_D$. The input signals $q_{QCS}$ are calculated as $q_{QCS} = (z_B^T z_B + Z_D^T Z_D + \beta I)^{-1} z_B$. Fig. 2a shows the arrangement of the control points for the QCS and the MDS.

4) The Hybrid-Scenario is similar to the QCS, the difference being that the zones that are not occupied by other people are labeled as gray zones [9] and as dark zones otherwise. In the context of this work, “Hybrid” is just a nomenclature that refers to a scenario where both dark and gray points are simultaneously present. Shin et al. named this scenario as
“sound field control with a low-priority zone” [9]. The input signals are calculated with Eq. (6) and a low value of $\psi_G$. The formulation in Eq. (6) with $\psi_D = 1$ corresponds to that proposed in [9]. This scenario may be suitable when the positions of the other people are not likely to frequently vary with time (e.g., in a lounge room as opposed to a public space as in the MDS or in the QCS). In the case of the Hybrid scenario, system performance may depend on the relative distance between the bright and dark points. In this work, two different hybrid scenarios are analyzed. In the first one, shown in Fig. 2b, two sets of dark points are selected that are closely spaced (adjacent) to the bright point. In the second case, shown in Fig. 2c, the sets of dark points are widely spaced with respect to the bright point. The first and the second cases are hereafter referred to as Hybrid Closely-Spaced Scenario (HCSS) and Hybrid Widely-Spaced Scenario (HWSS), respectively.

A. Control of the directivity/quality performance trade-off

Previous works have addressed the problem of the control of the directivity/quality performance trade-off by means of the WPMM. In this work, the WPMM weight $\psi_D$ is the parameter by means of which the user controls the performance trade-off between quality and directivity (when the array effort is limited and for given values of $\beta$ and $\psi_G$) in the QCS and the Hybrid scenarios. In general, by increasing $\psi_D$, we increase the priority of the reproduction error in the dark zone (i.e., $\|p_D\|^2$ in Eq. (5)), which would in turn provide higher attenuation of the Sound Pressure Level (SPL) in the dark zone and thus higher directional performance. However, this may come at the expenses of the quality at the listening position. In this work, we calculate $\psi_D$ so that the input signals $\mathbf{q}$ satisfy (for given values of $\psi_G$ and $\beta$) the following performance constraint, hereafter succinctly and loosely referred to as the “quality” constraint, that is

$$
\hat{z}_B^T \mathbf{q}(\psi_D, \psi_G, \beta) = p_B \geq p_{B,\text{min}},
$$

(9)

where $p_{B,\text{min}} \leq \hat{p}_B$ is a real-valued parameter set by the user that indicates the minimum SPL that the user allows in the bright zone. In this work, $p_{B,\text{min}}$ is chosen to be frequency independent. However, other criteria may be considered for the setting of $p_{B,\text{min}}$ in a frequency-dependent fashion, which are, for example, based on psychoacoustical considerations or on the type of audio program (e.g., speech, music, etc.). A thorough analysis of this topic lays beyond the scope of this paper and may be the object of future investigation.

The optimal value of $\psi_D$ (in the sense of Eq. (9)), i.e. $\psi_D^\star$, is calculated as the maximum value of $\psi_D$ that satisfies the quality constraint in Eq. (9). This choice of $\psi_D^\star$ ensures that we get the best directivity performance for a given $p_{B,\text{min}}$. By setting the value of $p_{B,\text{min}}$ (and, in turn, of $\psi_D^\star$), the user controls the desired level of “quality”, expressed in dB as $20\log_{10}(p_{B,\text{min}}/\hat{p}_B)$. We choose a real-valued $p_{B,\text{min}}$ because $\hat{z}_B^T \mathbf{q}$ is real-valued and the proof is as follows. Let us define $\tilde{Z}^{-1} = (\hat{z}_B^T \hat{z}_B + \psi_G \hat{Z}_G^H \hat{Z}_G + \psi_G \hat{Z}_G^H \hat{Z}_G + \beta I)^{-1}$. By substituting Eq. (6) into Eq. (9), and by noting that $\hat{z}_B^T = (\hat{z}_B^T)^H$, we can write $\tilde{z}_B^T \mathbf{q} = (\hat{z}_B^T)^H \tilde{Z}^{-1} \hat{z}_B^T$. Since matrix $\tilde{Z}^{-1}$ is Hermitian, then it follows that $\tilde{z}_B^T \mathbf{q}$ is real valued [19]. As a consequence of that, the phase of the reproduced field at the bright point is equal to zero regardless of the values of $\psi_D$, $\psi_G$, and $\beta$. For a single frequency, $\psi_D^\star$ may be calculated by means of an algorithm that performs a full search of $\psi_D^\star$ which can be summarized as follows. For each frequency, we start with $\psi_D = 1$. If the quality constraint in Eq. (9) is not satisfied (that is, $\tilde{z}_B^T \mathbf{q}(\psi_D) < p_{B,\text{min}}$) and $\psi_D > 0$, we iteratively decrease $\psi_D$ by a small decrement $\delta_{\psi}$ until the optimal value $\psi_D^\star$ is reached. The update rule of the value of $\psi_D$ at the $j$-th iteration, say $\psi_D^{(j)}$, is $\psi_D^{(j)} = \psi_D^{(j-1)} - \delta_{\psi}$. A Matlab implementation of the full search of $\psi_D$ is available in the code provided in [51]. In addition to $\psi_D$, system performance also depends on other parameters (e.g., $\beta$ and $\psi_G$) whose setting is addressed in the next sections.

B. Choice of the regularization parameter

The regularization factor $\beta$, which was introduced to limit the input energy, has significant impact on system performance [4], [8], [9], [20] and various techniques are available for the
calculation of $\beta$ [8], [9], [20]. In this work, we use the so-called Normalized Tikhonov regularization (NTR) method, wherein the regularization factor is calculated as [9], [21]

$$\beta = \beta_0 \sigma_1^2,$$  

where $\sigma_1$ is the largest singular value of matrix $Z$ and $\beta_0$ is a positive real-valued factor set by the user [9]. In Appendix A, we discuss the relations between $|p_B|$, $|q_1|$ and $\beta$. In this work, we calculate $\beta$ for the MDS (see Eq. (8)), we store it in the system, and we use it for all the other scenarios. This reduces the system complexity for the calculation of $\psi_B$ (when the scenario changes) and, hence, for the calculation of the input signals. However, due to this choice, we expect the input energy to vary between different scenarios. An optimal choice for $\beta$ to satisfy a constraint on a desired level of maximum input energy allowed to the sources [20], [8], [22] within the framework proposed in this work is left to future work. The parameter $\beta_0$ may also be used to ensure system robustness against mismatches between assumed $Z$ and actual responses. More specifically, higher values of $\beta_0$ (and, hence, higher values of $\beta$) result in higher system robustness [4], [23], [24], [9]. This aspect is important and more details on the calculation of $\beta_0$ are reported in the next section.

IV. EXPERIMENTAL VALIDATION
The aim of the experiments described in this section is to validate the ability of the system to control the directivity/quality performance trade-off by means of the method proposed in Section III-A. With reference to Fig. 3a, the array was installed in the ISVR Anechoic chamber [25] and placed on top of a turntable. An omni-directional microphone was placed at $R = 3$ m from the geometrical center of the array. Both the loudspeaker array and the microphone were placed at a height of $1.5$ m from the floor.

We firstly measured the matrix $H$ of the TFs between the sources of the circular array prototype and the control points with the aim of calculating the value of $\beta_0$ that ensures a good trade-off between directivity performance and system robustness (more details are given in the following paragraphs). The elements of matrix $H$ were estimated using a system identification method based on the cross-correlation of the signals captured by the microphone (due to the sound generated by the sources of the array) and a white noise signal of $6$s duration (that was fed in input to the array) [27], [33]. This procedure was repeated 72 times by rotating the turntable every $\Delta \theta$, $\Delta \theta = 5^\circ$, from $0^\circ$ to $355^\circ$. In order to estimate the value of $\beta_0$, we calculated the input signals $\Psi_{\text{MDS}}$ (see Eq. (8)) for increasing values of $\beta_0$ and we evaluated the directivity performance in terms of the acoustic contrast [6] $A_{\text{CMDS}}$, $A_{\text{CMDS}} = 10 \log_{10} \left( \frac{M_D \| h_B \Psi_{\text{MDS}} \|^2}{\| H_B \Psi_{\text{MDS}} \|^2} \right)$, where $h_B$ and $H_B$ are the vector and the matrix of the measured transfer functions between the bright and dark points and the sources of the array, respectively. The $A_{\text{CMDS}}$ in Fig. 3b shows that, as $\beta_0$ increases, the $A_{\text{CMDS}}$ becomes smoother (as a function of frequency) and this indicates higher system robustness. More specifically, we see that $\beta_0 = 10^{-2}$ provides a higher $A_{\text{CMDS}}$ at low frequencies than that provided by $\beta_0 = 10^{-1}$. For values of $\beta_0 < 10^{-2}$ the $A_{\text{CMDS}}$ is more erratic. Due to these reasons, we chose $\beta_0 = 10^{-2}$, and we calculated $\beta$ using Eq. (10).

After the calculation of $\beta$, we measured the response of the input signals designed with the transfer function $Z$ for each scenario. We set a frequency independent value of $p_{B, \text{min}}$, $p_{B, \text{min}}$dB $= -3$ dB (for the QCS and the Hybrid Scenarios), and $\delta_0 = 10^{-3}$ (see Section III-A). The WPMM weight $\psi_G$ in the low-priority zone was chosen as $\psi_G = 10^{-2}$, that is two order of magnitude lower than the maximum value of $\psi_B$, i.e., $\psi_B = 1$ [9], [12]. The input signals for the five scenarios were calculated by using the full search of $\psi_B$ on a per-frequency basis in the frequency range $[0, f_s/2]$ Hz, where $f_s = 48$ kHz is the sampling frequency. The frequency range was divided into $N_{\text{FFT}}/2 + 1$ frequency bins with uniform frequency spacing, where $N_{\text{FFT}} = 8192$. The input signals in the discrete time domain were obtained by inverse Fourier transform of the frequency-domain input signals [28]. A modeling delay of $\Delta = N_{\text{FFT}}/(2 f_s)$ was applied to all the input signals to ensure their causality. Fig. 4a shows the values of $\psi_B$ calculated with the full-search of $\psi_B$ for each scenario. As previously stated, due to the choice of $\beta$, the input energy varies as the use-case scenario varies. This is shown in Fig. 4b. More specifically, whilst the input energy for the MDS is lower than that of the MQS throughout the frequency range, the input energy of the QCS, HWSS, and HCSS is comparable to that of the MQS. This seems to indicate that the input energy increases as $\beta_0$ decreases.

System performance was evaluated in the anechoic chamber by measuring the responses $d$ of the array driven with the input signals designed for each of the use-case scenarios (see Section III). The measurement setup and procedure is almost identical to that used for the measurement of the TFs $H$. Fig. 5 shows the magnitude of the Frequency Response Function (FRF) of the reproduced field $d_B$ measured at the bright point due to input signals designed for the QCS, HCSS, HWSS and MDS. All the FRF were normalized by the measured response at the bright point $d_B^{\text{MQS}}$ of the input signals designed for the MQS, which is taken as a reference. Whilst the MDS shows the problem of the energy loss at low frequencies [10], the quality constraint set in the other use-case scenarios limits the energy loss. At higher frequencies, all the input signals have similar performance. The input signals designed for the QCS, HCSS, HWSS show a reduction of the SPL that is almost equal to the selected $p_{B, \text{min}}$dB $= -3$ dB (see Fig. 5) hence indicating that the performance quality constraint is satisfied. However, the results of the HWSS could be potentially improved by reducing the value of the regularization factor at low frequencies. This, however, may reduce the robustness of the system against errors such as inaccuracies in the positions of the drivers [4] or reverberation [40]. Fig. 6 shows the measured acoustic contrast $AC$ for the QCS, MQS, and MDS, where $AC$ is defined as $AC = 10 \log_{10} \left( \frac{M_D \| d_B \|^2}{\| d_D \|^2} \right)$ [6], and $d_D$ is the vector of sound pressures measured in the anechoic chamber at the dark points. As expected, at frequencies up to $1$ kHz, the input signals for the QCS scenario provide an $AC$ that is between the MQS (the lowest) and the MDS (the highest). Above $1$ kHz, the $AC$ of the QCS and MDS are identical. However,
the highest contrast of the MDS corresponds to lower quality performance than in the other scenarios (see Fig. 5). In this case, the advantage of using the proposed method over the MDS is that we can control the SPL at the listening point to reflect the constraint set in Eq. (9). The directivity performance of the HCSS and HWSS are evaluated by inspection of the sound field plots in Fig. 7a and Fig. 7b, respectively. As previously stated, in the case of the Hybrid Scenario, performance depends on the relative position of the bright and the dark points. In fact, in the HWSS (Fig. 7b) the system provides higher attenuation of the SPL in the dark zone at lower frequencies than that provided for the HCSS (Fig. 7a).

V. METHODS FOR THE UPDATE OF THE INPUT SIGNALS

In the previous Sections, we have used $\psi_D$ to control the directivity/quality trade-off and the input signals were calculated by means of a full search of $\psi_D$ (see Section III-A), which may be time-consuming (e.g., as a function of $\delta_D$) and thus not suitable for practical applications. In this section, we devise two methods for the estimation of the optimal $\psi_D$ once the user sets a new value of $\rho_{B,\text{min}}$ and the system needs to update the input signals so that they satisfy Eq. (9). The results of the full search of $\psi_D$ are used as a reference to compare the accuracy of the $\psi_D$ estimated by the two methods proposed in the following subsections.
and 
\[ \tilde{q} = q(\tilde{\psi}_D + \Delta \psi_D) = (A + \Delta \psi_D Z_D^T Z_D)^{-1} z_B. \]  
(13)
If the entries of matrix \( \Delta \psi_D Z_D^T Z_D \) are small enough (compared to those of \( A \)) and the following condition is satisfied \[19]\]
\[ \lim_{n \to \infty} (-\Delta \psi_D A^{-1} Z_D^T Z_D)^n = 0I, \]
then we can write \[19, 29]\]
\[ (A + \Delta \psi_D Z_D^T Z_D)^{-1} = \sum_{n=0}^{\infty} \left( -\Delta \psi_D A^{-1} Z_D^T Z_D \right)^n A^{-1}, \]
(15)
that is also known in the literature as a Neumann Series expansion \[19, 29]\]. The condition in Eq. (14) is true if and only if \[30]\]
\[ \rho \left( -\Delta \psi_D A^{-1} Z_D^T Z_D \right) < 1, \]
(16)
where \( \rho \left( -\Delta \psi_D A^{-1} Z_D^T Z_D \right) \) indicates the spectral radius of matrix \( -\Delta \psi_D A^{-1} Z_D^T Z_D \) \[19\]. The condition in Eq. (16) depends on multiple factors (e.g., \( Z, \psi_D, \psi_G, \) and \( \beta \)). In Appendix B we show that
\[ \rho \left( -\Delta \psi_D A^{-1} Z_D^T Z_D \right) \leq |\Delta \psi_D| \| Z_D^T Z_D \| / \left( \lambda_0^{(0)} + \beta \right), \]
(17)
and \( \lambda_0^{(0)} \) is the smallest singular value of \( Z_D^T \hat{\psi}_0^2 Z \), where the diagonal matrix \( \hat{\psi}_0 \) has elements \( 1, \sqrt{\psi_D} I_{M_D}, \sqrt{\psi_G} I_{M_G} \) on its main diagonal (see Appendix B). This suggests that there is an upper bound to \( \rho \left( -\Delta \psi_D A^{-1} Z_D^T Z_D \right) \) and this is controlled by \( \beta \) and \( \Delta \psi_D \), among other factors. Therefore, for a given \( \Delta \psi_D \), it is always possible to select a value \( \beta \) so that Eq. (16) is satisfied.

We assume that Eq. (16) holds, which is the case in all the use-cases under analysis (QCS, HWSS, and HCSS) as shown in Fig. 8a. By substituting Eq. (15) into Eq. (13), and by using Eq. (12), we can write
\[ \tilde{q} = \sum_{n=0}^{\infty} \Delta \psi_D (-1)^n (A^{-1} Z_D^T Z_D)^n q(\tilde{\psi}_D). \]
(18)
The equation above suggests that the updated set of input signals \( \tilde{q} = q(\tilde{\psi}_D + \Delta \psi_D) \) can be calculated using the reference set \( q(\tilde{\psi}_D) \) and, most noticeably, no more matrix inversions are required for the calculation of \( \tilde{q} \). In fact, \( A^{-1} \) and \( Z_D^T Z_D \) are computed for \( q(\tilde{\psi}_D) \) and then stored in the system.

The Neumann series in Eq. (18) consists of an infinite series of terms. Since the terms \( \Delta \psi_D \) and \( \| (A^{-1} Z_D^T Z_D)^n \| \) decrease monotonically as \( N \) increases, it is reasonable to approximate the series in Eq. (15) by truncating it to an order \( N \), thus yielding the approximated input signals \( \hat{q}_N \) that are defined as
\[ \hat{q}_N = \sum_{n=0}^{N} \Delta \psi_D (-1)^n (A^{-1} Z_D^T Z_D)^n q(\tilde{\psi}_D). \]
(19)
Let us assume that \( N \) is large enough so that \( \hat{q}_N \) approximates \( \tilde{q} \) well, that is \( \hat{q}_N \approx \tilde{q} \). In principle, if \( \tilde{q} \) satisfies the quality constraint in Eq. (9), and if \( \hat{q}_N \) well approximates \( \tilde{q} \), then we may infer that \( \hat{q}_N \) may (approximately) satisfy the quality constraint. The objective is now to determine the value of \( \Delta \psi_D \) (that appears as a multiplication factor in Eq. (19)) such that \( \hat{q}_N \) satisfies the constraint in Eq. (9). By multiplying both...
Algorithm 1 Algorithm for the update of the input signal (based on the Neumann series).

Inputs: $p_{B,min}$.

STORED IN THE SYSTEM: $\hat{p}_{B,n}$, $A$, $Z_D$, $N$, $q(\hat{\psi}_D)$.

ASSUMPTION: Eq. (16) is satisfied for $\Delta\psi_D = 0.5$.

#1 Calculate $\psi_D$ with Eq. (23) and Eq. (22).

#2 Calculate $\hat{q}$ (or $q_N$) with $\psi_D$ and Eq. (6) (or Eq. (19)).

Outputs: $\hat{q}$ (or $q_N$), $\psi_D$.

By truncating the series to a given order $N$, we are introducing errors between the $\hat{q}$ (calculated with the full-search of $\psi_D$ and considered as “true” values) and $q_N$ (calculated with the Neumann series in Eq. (19)). These errors depend on $N$, as well as on the values of $\Delta\psi_D$ and on frequency. The error $\varepsilon(N)$ between the two sets of input signals is defined as $\varepsilon(N) = 10\log_{10} \left( \| q_N - \hat{q} \|^2 / \| q \|^2 \right)$ dB. If, on the one hand, it may be possible to accurately approximate the input signals $\hat{q}$ by setting high values of $N$, on the other hand it may be beneficial to define it as a frequency-dependent parameter in order to reduce the computational load. More specifically, the chosen $N$ decreases as frequency increases. By considering the MDS configuration of control points, we calculate the exact input signals $q$ with $\psi_D = \hat{\psi}_D + \Delta\psi_D$ and $\Delta\psi_D = 0.5$ using Eq. (6). Instead, the approximated input signals are calculated with Eq. (19) and $\Delta\psi_D = 0.5$. The selected value of $N$ (for a given frequency) is $N = \min_N \{ \varepsilon(N) \leq \epsilon_{MAX}\}$, where $\epsilon_{MAX}$ is an error threshold (in dB) set by the user, typically to a very low value, that we set to $\epsilon_{MAX} = -80$ dB. Furthermore, given that the coefficients $\hat{p}_{B,n}$ of the polynomial are real valued, $N$ can be chosen to be odd to ensure the existence of at least one real valued root in the polynomial in Eq. (22) (note that if $\hat{Z}_D^2 q(\hat{\psi}_D) - \hat{p}_{B,min} < 0$, the value of the polynomial for $\Delta\psi_D = 0$ is negative). The algorithm for the calculation of $N$ can be summarized as follows. For each frequency, we start with $N = 0$. At each iteration, if $\varepsilon(N) > \epsilon_{MAX}$, we perform $N = N + 1$ until $\varepsilon(N) \leq \epsilon_{MAX}$. If the calculated value of $N$ is even, we then increase $N$ by 1 and we proceed to the next frequency. By following a similar reasoning as that adopted for $\hat{B}$ (see Section III-B), the values of $N$ calculated with the above-mentioned method and shown in Fig. 8b are stored in the system and used for all the various scenarios.

As an example, Fig. 9a shows the polynomial in Eq. (22) as a function of $\psi_D$ at four frequencies for the HCSS problem (see Fig. 2b). The intersection of each polynomial (at each frequency) with the dashed horizontal line in the range $-0.5 \leq \psi_D \leq 0.5$.

Fig. 7. (Color online) Responses of the soundfield measured in anechoic environment due to the input signals designed for the HCSS (Fig. 7a) and the HWSS (Fig. 7b). The color scale is in dB re 1V. The dashed blue linear indicate the limits of the dark zones for each use-case scenario. The distribution of the control points follows the same specifications as in the legend in Fig. 2.
\[ \Delta \psi_D \leq 0.5 \] is the selected value \( \Delta \psi_D \). This value corresponds to the real root of the polynomial shown in Fig. 9b. At 100 Hz, \( \Delta \psi_D < -0.5 \) (see Eq. (11)) and hence, the solution \( \Delta \psi_D \) is set to \( \Delta \psi_D = -0.5 \) (see Eq. (23)). As frequency increases (e.g., at 1 kHz and 2 kHz in Fig. 9b), the solutions \( \Delta \psi_D \) are in the domain of \( \Delta \psi_D \). At higher frequencies (e.g., at 5 kHz in Fig. 9b), the solution \( \Delta \psi_D > 0.5 \) so we set \( \Delta \psi_D = 0.5 \).

The error \( \epsilon_{\psi_D} \) between the values of \( \psi_D \) calculated with the full-search (that are taken as a reference) and those calculated with Eq. (23) is defined as

\[ \epsilon_{\psi_D} = 10 \log_{10} \left( \left| (\psi_D + \Delta \psi_D) - \psi_D \right|^2 / |\psi_D|^2 \right) \text{ dB} \]

The values of \( \epsilon_{\psi_D} \) in dB as a function of frequency for each scenario are shown in Fig. 10. Whilst the errors for the HCSS and HWSS are in the range between -30dB and -70dB, that of the QCS is high at very low frequencies (from 100 Hz to 300 Hz). This corresponds to small differences between the values of \( \psi_D + \Delta \psi_D \) and \( \psi_D \) (as shown in the subplot in Fig. 10), where it is observed that Alg. 1 underestimates the “true” values of \( \psi_D \) (i.e., \( \psi_D \)). In Fig. 11, we show the error \( \epsilon_d \), \( \epsilon_d = 10 \log_{10} \left( \left| \text{H} \left( \text{q} \left( \psi_D + \Delta \psi_D \right) - \text{q} \left( \psi_D \right) \right) \right|^2 / \left| \text{H} \text{q} \left( \psi_D \right) \right|^2 \right) \text{ dB} \), between the predicted radiation patterns of the input signals calculated with \( \psi_D \) and \( \psi_D + \Delta \psi_D \). The differences between \( \psi_D + \Delta \psi_D \) and \( \psi_D \) have no impact on the HCSS and HWSS throughout the whole frequency range and on the QCS at frequencies above 1 kHz. At frequencies below 1 kHz, the \( \epsilon_d \) for the QCS decreases as frequency increases and the maximum value is about -18 dB (at around 150 Hz).
Algorithm 2 Algorithm for the calculation of $\psi_D$ (bisection-like method).

**INPUTS:** $Z$, $\hat{p}$, $p_{B,\text{min}}$, $\beta$, $\psi_G$, $\gamma_{\psi}$, $\psi_{\text{MAX}} = 1$, and $\psi_{\text{MIN}} = 0$.
1. $\psi_D = (\psi_{\text{MAX}} - \psi_{\text{MIN}})/2 + \psi_{\text{MIN}}$.
2. Calculate $q(\psi_D)$ and $p_B = z_D^T q(\psi_D)$.
3. If $|p_B - p_{B,\text{min}}| \leq \gamma_{\psi}$ then $\psi_{\text{MAX}} = \psi_D$.
   Else if $p_B < p_{B,\text{min}}$ then $\psi_{\text{MIN}} = \psi_D$.
   End if
   Go to Step 1.

**OUTPUTS:** $\psi_D$, $q$.

updated input signals is proportional to the number of iterations times the time required to perform the matrix inversion.

Instead, Alg. 1 requires the calculation of the roots of a polynomial of order $N$ (Step #1 of Alg. 1) and then the update of the input signals (Step #2 of Alg. 1). Step #1 of Alg. 1 can be implemented by calculating the eigenvalues of the companion matrix of the polynomial [34], which is, for example, the implementation provided in Matlab [49]. This operation can be performed in $O(N^3)$ operations [34], [36], [37]. Whilst $L$ does not depend on frequency and hence the computational complexity of Alg. 2 is frequency-independent, the complexity of Alg. 1 decreases as frequency increases. This is due to the choice of $N$ (see Section V-A and Fig. 8b). Step #2 of Alg. 1 can be implemented 1) by means of a matrix inversion (Eq. (6)) with $O(L^3)$ operations [35] or, 2) by summing the terms $A^{-1}Z_D^T Z_D^T$ weighted by $\Delta \psi_D$ Eq. (19)) with a time complexity of $O(L^2)$ (if the terms $A^{-1}Z_D^T Z_D^T$ are calculated offline and stored in the system). We consider example option one (the matrix inversion) for Step #2 of Alg. 1. By using the Matlab implementations of Alg. 1 and Alg. 2 provided in [51], we compare the time taken by each algorithm (averaged over 1000 repetitions) to compute the input signals for the QCS on a personal computer (2.6 GHz Intel Core i5 and 16 GB RAM) with Matlab 2016b. The average time required by Alg. 1 is 1.49s whilst that of Alg. 2 is 5.92s.

To summarize, the complexities of a single iteration of Alg. 2 (that is proportional to $O(L^3)$) and that of Alg. 1 (Step #2, which is $O(L^3)$) are comparable. However, in general, the iterative algorithms may require a number of iterations to complete, whilst Alg. 1 does not. Hence Alg. 1 is likely to be faster than the iterative algorithms (e.g., the full-search and Alg. 2). However, Alg. 1 requires more steps than Alg. 2 in the setup phase (e.g., the calculation of $q(\psi_D)$ in Step #1 of Alg. 1). These steps have to be performed once (for a given scenario) and do not depend on the value of $p_{B,\text{min}}$.

### VI. Possible Strategies for the Reverberant Environment

In a practical scenario, the proposed system is likely to be used in a reverberant environment. Previous works have investigated the design of systems for sound field control in reverberant environments [38], [39] and the negative effects of reverberation on system performance [40], [43], [47]. A number
of strategies have been devised to mitigate such negative effects by means, for example, of higher order sources [41], [42] or by exploiting first order reflections [45], [46], [41], [44]. In case of diffuse sound fields, Simon-Galvez et al. [39], [40] have highlighted that the level of the input sources plays a crucial role in system performance. Overall, previous works emphasize the importance of the problems that arise due to the effects of reverberation. For example, as reported in the work of Simon-Galvez et al. [40], low values of the regularization factor may be used to preserve the directivity performance of the system in a reverberant environment. However, this may lead to large values of input energy to the array, thus making the system difficult to be implemented in practice.

In this section, we provide suggestions for using the proposed system in a reverberant environment that are based on previous works. Due to the complex nature of the problem, a thorough study of the performance of the proposed methods in a reverberant environment requires further work and experimental validation. This may be the object of further investigation.

Two options are considered for using the system in a reverberant environment. 1) To measure the transfer functions in the reverberant environment [40], [46], and then use that instead of $Z$ for the calculation of the input signals with the WPMM. In this case, the proposed algorithms for the control of the performance trade-off would still apply. However, this strategy may lead to audio quality issues in the listening zone [47] and it may be less effective at higher frequencies. 2) If the environment is characterized by strong early reflections, one option is to reduce the radiated sound towards the reflectors. This can be done by imposing a dark region in the directions of the reflectors, a strategy which was previously proposed in the context of cross-talk cancellation as shown in reference [48]. 3) Another option is to increase the overall directivity of the array (e.g., by increasing the value of $\psi_D$), thus decreasing the quality/directivity ratio.

VII. CONCLUSIONS

In this work, we have presented an implementation of a system for private sound with a circular array and the WPMM. The proposed system accounts for different use-case scenarios and the user is allowed to control the quality/directivity performance trade-off (when the input energy is limited) by setting the desired characteristics of the frequency response of the sound field in the listening zone. The control of the trade-off is then performed by setting the WPMM weight in the dark zone so that the input signals satisfy the desired performance constraint. The results of the experiments with a circular array prototype have shown that this is effective in a wide frequency range. Three algorithms were proposed for the calculation of the WPMM weight in the dark zone that are based on 1) iterative search of the optimal value of the WPMM weight in the dark zone (Alg. 2) and 2) on an approximation of the inverse matrix (by means of the Neumann series) involved in the calculation of the input signals (Alg. 1). The main idea behind Alg. 1 is to use a given set of input signals (stored in the system) and update it. The results of the validation Alg. 1 have shown that the accuracy of the filter update depends on frequency and on the use case considered. In general, it is very accurate at high frequencies and less accurate at low frequencies. The results of the simulations have shown that Alg. 1 is faster than the iterative algorithm (Alg. 2). Further research could aim at improving performance at low-frequencies by means of a joint optimal tuning of the regularization factor and the WPMM weight in the dark zone.
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APPENDIX A

RELATIONS BETWEEN $|p|$, $\|q\|$, AND $\beta_0$

In this Appendix, we prove that the relations between $|p|$, $\|q\|$ and $\beta_0$

\[ |p| \leq \|z\| \|q\|, \quad \text{and} \quad |q| = \|z\| / (\lambda_1 + \beta_0 \sigma_0^2), \]

(24)

where $\lambda_1$ is the smallest eigenvalue of matrix $Z^H \Psi^2 Z$. The proof of Eq. (24) is as follows. By using the Cauchy-Schwarz inequality on $|p| = \|z\|^2 q$ and Eq. (7), we can write

\[ |p| \leq \|z\|^2 \left\| \left( Z^H \Psi^2 Z + \beta_0 \right)^{-1} \right\|. \]

(25)

We apply the eigenvalue decomposition to matrix $Z^H \Psi^2 Z = U \Lambda U^H$, where $\Lambda$ is the matrix of eigenvalues $\lambda_1, \cdots, \lambda_N$ (in decreasing order) and $U$ is that of the eigenvectors. It follows that $Z^H \Psi^2 Z + \beta_1 I = U (\Lambda + \beta_1 I) U^H$. By recalling that $\|U\| = \|U^H\| = 1$, we can write $|p| \leq \|z\|^2 \|U (\Lambda + \beta_1 I)^{-1}\|$. We recall that $\|\Lambda + \beta_1 I\|^{-1}$ is equal to the maximum value among the elements in the matrix, that is

\[ \|\Lambda + \beta_1 I\|^{-1} = 1 / (\lambda_1 + \beta). \]

(26)

Substituting Eq. (26) and Eq. (10) in Eq. (25) yields the result in the left-hand side of Eq. (24). Similarly, by writing $\|q\| \leq \|Z^H \Psi^2 Z + \beta_0 \sigma_0^2 I\| = \|z\|^2$ and by using Eq. (26) and Eq. (10), we obtain the result in the right-hand side of Eq. (24). Eq. (24) suggests that increasing values of $\beta_0$ (and, hence, $\beta$) may lead to a reduction of the pressure field in the listening zone and of the input energy.

APPENDIX B

CONVERGENCE OF THE NEUMANN SERIES

We prove that Eq. (17) holds. The following relations holds [19] $p (-\Delta \psi_0 \mathbf{A}^{-1} \mathbf{Z}^D \mathbf{Z}_D) \leq |\Delta \psi_D| - \|A^{-1} \mathbf{Z}^D \mathbf{Z}_D\| \quad \text{and} \quad -\mathbf{A}^{-1} \mathbf{Z}^D \mathbf{Z}_D \leq \|\mathbf{A}^{-1}\| - \|\mathbf{Z}^D \mathbf{Z}_D\|$. By considering $A$ in its general form, i.e. $A = \mathbf{Z}^H \Psi^2 \mathbf{Z} + \beta I$, we take the Singular Value Decomposition (SVD) of $A = \mathbf{U}_0 (\Lambda_0 + \beta I) \mathbf{U}_0^H$. By following a similar procedure as that in Appendix A, we write $\|A^{-1}\| \leq \|\Lambda_0 + \beta I\|^{-1} = 1 / (\lambda_0 + \beta)$. By using the results above, we obtain the result in Eq. (17).
In this section, we prove that the coefficients $\tilde{p}_{B,n}$ in Eq. (20) are real valued $\forall n$. Let us define $L = z_B^T z_B + \psi_B z_B^T z_D + \beta I$, which gives $\psi_B z_B^T z_D = A - L$. Hence, the term $(A^{-1} z_B^T z_D)^n$ can be written as

$$
(A^{-1} z_B^T z_D)^n = \left( \psi_B - A^{-1} (A - L) \right)^n = \psi_B^n (I - A^{-1})^n.
$$

(27)

By using Eq. (27) and Eq. (12), $\tilde{p}_{B,n}$ in Eq. (20) can then be written as $\tilde{p}_{B,n} = (-1)^n \psi_B^n (A - L)^n A_z = \psi_B^n A_z$. The term $(1 - A^{-1} n^2) = (-1)^n (A^{-1} - 1) n^2$ can be expressed in terms of a binomial expansion $[31] (-1)^n (A^{-1} - 1) n^2 = \sum_{k=0}^{n} \binom{n}{k} (A^{-1})^k (-1)^k$, where $n!$ indicates the factorial of $n$, thus yielding an alternative expression for $\tilde{p}_{B,n}$, that is

$$
\tilde{p}_{B,n} = \sum_{n=0}^{N} (-2)^n \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} (-1)^k A_z (A^{-1})^k A_z = \sum_{n=0}^{N} (-2)^n \sum_{k=0}^{n} \frac{n!}{k!(n-k)!} (-1)^k A_z (A^{-1})^k A_z.
$$

(28)

By noting that $(A^{-1})^k = A^{-1} (A^{-1})^{k-1}$ and $z_B^T A^{-1} = q^H$, the term $A_z A_z = q^H A_z$ in Eq. (28) can be also rewritten as $q^H L (A^{-1})^{k-1} q$. We now show that $q^H L (A^{-1})^{k-1} q$ is real-valued for all $k$. This is possible thanks to the fact that $q^H Y q$ is real valued for any complex vector $q$ if $Y$ is Hermitian [19]. We prove that matrix $L (A^{-1})^{k-1}$ is Hermitian in two cases. 1) If $k - 1$ is odd, that is $k - 1 = 2k' + 1$, then Let us write $q = L (A^{-1})^{k'} q$. It follows that $(q)^H = q^H L (A^{-1})^{k-1}$. Since both $L$ and $A^{-1}$ are Hermitian matrices (i.e., $A^{-1} = (A^{-1})^H$ and $L = L^H$), we can find a complex vector $q = L (A^{-1})^{k-1} q$ so that $q^H q = (q)^H L (A^{-1})^{k-1} q$. Hence, because $A^{-1}$ is Hermitian, the quantity $(q)^H (A^{-1}) q$ is real valued. 2) If $k - 1$ is even, that is $k - 1 = 2k'$, then $(A^{-1})^{2k'} = (A^{-1})^{k'} (A^{-1})^{k'}$ and $q^H q = (q)^H L (A^{-1})^{k'} (A^{-1})^{k'} q$. Two vectors $q = (A^{-1})^{k'} q$ and $(q)^H = q^H (L A^{-1})^H q$ exist, so that $q^H L (A^{-1})^{k-1} q = (q)^H L q$. Hence, since $L$ is Hermitian, the quantity $(q)^H L q$ is real valued.
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APPENDIX C

PROOF OF REAL VALUED $\tilde{p}_{B,n}$

In this section, we prove that the coefficients $\tilde{p}_{B,n}$ in Eq. (20) are real valued $\forall n$. Let us define $L = z_B^T z_B + \psi_B z_B^T z_D + \beta I$, which gives $\psi_B z_B^T z_D = A - L$. Hence, the term $(A^{-1} z_B^T z_D)^n$ can be written as

$$
(A^{-1} z_B^T z_D)^n = \left( \psi_B - A^{-1} (A - L) \right)^n = \psi_B^n (I - A^{-1})^n.
$$

(27)

By noting that $(A^{-1})^k = A^{-1} (A^{-1})^{k-1}$ and $z_B^T A^{-1} = q^H$, the term $z_B^T A^{-1} = q^H$ in Eq. (28) can be also rewritten as $q^H L (A^{-1})^{k-1} q$. We now show that $q^H L (A^{-1})^{k-1} q$ is real-valued for all $k$. This is possible thanks to the fact that $q^H Y q$ is real valued for any complex vector $q$ if $Y$ is Hermitian [19]. We prove that matrix $L (A^{-1})^{k-1}$ is Hermitian in two cases. 1) If $k - 1$ is odd, that is $k - 1 = 2k' + 1$, then Let us write $q = L (A^{-1})^{k'} q$. It follows that $(q)^H = q^H L (A^{-1})^{k-1}$. Since both $L$ and $A^{-1}$ are Hermitian matrices (i.e., $A^{-1} = (A^{-1})^H$ and $L = L^H$), we can find a complex vector $q = L (A^{-1})^{k-1} q$ so that $q^H L (A^{-1})^{k-1} q = (q)^H L (A^{-1})^{k-1} q$. Hence, because $A^{-1}$ is Hermitian, the quantity $(q)^H (A^{-1}) q$ is real valued. 2) If $k - 1$ is even, that is $k - 1 = 2k'$, then $(A^{-1})^{2k'} = (A^{-1})^{k'} (A^{-1})^{k'}$ and $q^H L (A^{-1})^{k-1} q = q^H L (A^{-1})^{k-1} (A^{-1})^{k'} q$. Two vectors $q = (A^{-1})^{k'} q$ and $(q)^H = q^H (L A^{-1})^H q$ exist, so that $q^H L (A^{-1})^{k-1} q = (q)^H L q$. Hence, since $L$ is Hermitian, the quantity $(q)^H L q$ is real valued.