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Equivalent medium theories can be used to interpret seismic anisotropy 

in field seismic data to infer the properties of subsurface fractures. 

These theories analyse the seismic response of the rock in the long 

wavelength limit and relate the degree of anisotropy measured to the 

fracture properties. They have particular use in the hydrocarbon industry 

where extraction can be determined by both naturally and induced 

fractures. Validation is required to use these theories with more 

confidence in the commercial setting. One method for validation is 

through controlled laboratory seismic experiments. For the idealised 

fracture distributions found in these equivalent medium theories the 

laboratory experiments require rocks that can be built with a controlled 

fracture geometry. 

  I present ultrasonic laboratory data from three different experiments of 

synthetic porous rocks containing controlled fracture geometries. I then 

analyse the data using suitable theory where possible. Despite the 

ultrasonic experiments violating equivalent medium criteria strong 

relationships between data and theory were found.  

  The relationship between shear-wave splitting and fracture density was 

found to be highly robust. The dependence of shear-wave splitting on 

fluid saturation at 45° to the fracture normal was quantified for 

variations of fluid viscosity and bulk modulus and has direct 

implications for oil/water discrimination in fractured reservoirs. Based 

on a single fitting parameter from the water saturated data it was 

possible to accurately predict Thomsen’s anisotropy parameters, ε and δ 

for air and glycerin saturation. Predictions of γ are independent of fluid 

saturation and model fitting and show strong agreement with the 

laboratory data. 
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Chapter 1: Introduction. 
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Chapter 1 

1 Introduction. 

 

Introduction. 

 

 

It is known that seismic velocity and attenuation have a close 

relationship to the anisotropic properties of fractured rocks. 

Characterisation of these fracture systems play important roles for 

applications such as hydrocarbon reservoirs, geothermal reservoirs and 

nuclear waste repositories (Horne 2003).  

In the hydrocarbon context, fractures can significantly affect the 

flow of reservoir fluids during extraction and are therefore important 

features to quantify for optimal production (Sayers 2009). Natural 

fractures within these hydrocarbon reservoirs are determined by the 

stress history of the rock and at depth will tend to be orientated normal 

to the direction of minimum in-situ stress (Schoenberg and Sayers 

1995). If areas of high fracture density can be located and quantified 

they may represent potential sweet spots of high permeability, and for 

this reason could be a good target for infill drilling (Sayers 2009). It has 

been suggested that micro-scale cracks and macro-scale fractures can 

be a dominant cause of seismic anisotropy in hydrocarbon reservoirs 

(Liu et al. 1993). Therefore the use of seismic anisotropy to determine 

the orientation of the fractures is of considerable interest and if the 

observed seismic anisotropy could be attributed to micro- or macro-

scale fractures then fluid flow modelling of hydrocarbon reservoirs could 

be improved (Maultzsch et al. 2003). Clearly, the ultimate goal for the 

geoscientist is to be able to remotely and reliably determine the fracture 

density, fracture size, fracture orientation, infill (water/oil/gas) and 

connectivity (Hudson et al. 2001). 
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Sets of orientated fractures can lead to directional dependent seismic 

velocities (Sayers 2009). For example fracture orientations have been 

inferred through P-wave amplitude variations seen with offset and 

azimuth (AVOA) analysed from a 3D ocean-bottom cable by Hall and 

Kendall (2003) and through the polarization directions and time delay 

differences between fast and slow shear waves observed in a Vertical 

Seismic Profile (VSP) survey by Maultzsch et al. (2003). 

The application of equivalent medium theory to seismic data is one 

method used to extract geological information. These theories relate 

seismic properties to the fracture properties within a rock in the long 

wavelength limit (wavelength of the seismic wave is the order of ten 

times that of the individual fracture size). The fractures we wish to 

model may be considerably smaller than this and also below the 

resolution of typical seismic reflection surveys.  

Two classical equivalent medium mathematical models often used 

for the characterisation of fractures are those of Hudson (1981) and 

Thomsen (1995) that are limited to the high and low frequency range, 

respectively. However, a more recent theory by Chapman (2003) models 

frequency-dependent seismic anisotropy in fractured reservoir rocks 

through knowledge of rock porosity, permeability, fracture density and 

orientation, and pore fluid properties viscosity, bulk modulus and 

density. The model is based on a squirt flow mechanism in an 

anisotropic porous rock with two crack populations: randomly aligned, 

grain contact, ellipsoidal microcracks defined by the grain size; and 

aligned, mesoscale, ellipsoidal fractures which are longer than the grain 

size. For this reason the theory can account for the two different length 

scales, a problem that previous frequency-independent fracture models 

have struggled to quantify. The results of the model agree with Brown 

and Korringa (1975) in the low frequency range and Hudson (1981) in 

the high frequency range. In the absence of aligned mesoscale fractures 

the model returns to the isotropic, microcrack squirt-flow model of 

Chapman et al. (2002) which was tested against laboratory data by 

Chapman (2001).  
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A more recent application of equivalent medium theories is the 

prediction of fluid saturation from shear-wave data (Qian et al. 2007). In 

the case of fractured reservoirs, frequency-dependent seismic 

anisotropy predicts anisotropic velocity and attenuation relationships 

between fracture properties (e.g. fracture size and orientation) as well as 

fluid properties such as viscosity. A common problem in oil exploration 

is the discrimination between oil and water in a reservoir using seismic 

reflection data. However, theoretical predictions of frequency-dependent 

seismic anisotropy indicate that S-waves are more sensitive to the fluid 

viscosity in a fractured reservoir than the commonly used P-waves in 

some directions (Qian et al. 2007). The sensitivity of shear-wave 

splitting to saturating fluid has already been observed on a field scale by 

van der Kolk et al. (2001) and for this reason, mode converted S-wave 

analysis has the potential to improve fluid type predictions within 

fractured reservoirs. 

To date there have only been a handful of laboratory experiments 

that seek to validate theoretical models of seismic wave propagation in  

fractured, porous rocks.  Most famously the work of Rathore et al. 

(1995) produced synthetic porous sandstones containing aligned penny-

shaped voids with a diameter of 5.5 mm. They measured ultrasonic P- & 

S-wave velocity at 100 kHz on dry and water saturated samples as a 

function of wave propagation direction. The data were compared to the 

model predictions of Hudson (1981) and Thomsen (1995). Some 

limitations of the work included: evidence for scattering (Hudson et al. 

2001); only two saturation states were measured (dry and water); little 

emphasis on attenuation; and an unrealistic rock cement (sand grains or 

glass beads cemented with epoxy resin). Despite these limitations, their 

model predictions showed that low frequency theory could explain some 

of the experimental observations. 

The aim of this work is to take laboratory based theory validation to 

the next level of sophistication. Two sets of novel synthetic fractured 

rock were measured using the well established and accurate ultrasonic 

pulse-echo system and another using a bench-top technique. Here P- & 

S-wave velocity and attenuation coefficient were measured in synthetic 
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porous rocks with aligned, penny-shaped fractures while fully saturated 

with various fluids. The theory of Chapman (2003) was applied to the 

laboratory data with an aim to validate particular aspects of the theory. 

I begin this thesis with a review of observations of seismic 

anisotropy in crustal rocks. Initially, I describe the theoretical 

predictions between fracture density and S-wave anisotropy, the effect of 

fracture direction and pore fluid saturation. I shall then go on to show 

how these principles have been observed in both the laboratory and on 

a field seismic scale. 

Chapter three describes the theoretical predictions of the Chapman 

(2003) model. I include carefully selected model outputs that predict 

azimuthal anisotropy for velocity and attenuation and other variables 

such as pore fluid viscosity variations and sensitivity to fracture size.  

In Chapter four I introduce the ultrasonic pulse-echo system and 

describe the system advantages and disadvantages for this study, 

measurement techniques, accuracy and data processing. This chapter 

will concentrate on experiments carried out on a block of synthetic 

fractured rock produced by the China National Petroleum Corporation 

(CNPC) with comparisons between the laboratory data and theory being 

made. Particular emphasis is placed on measurements and theoretical 

predictions of shear-wave splitting and their relationship to fluid 

viscosity and fracture density.  

Chapter five describes novel samples produced at the National 

Oceanography Centre, Southampton. The samples were designed to 

provide a more realistic base rock and smaller fracture size than that of 

the CNPC samples. The manufacturing method is documented and the 

series of laboratory experiments conducted on the samples is described. 

The results show that traditional equivalent medium theory cannot be 

applied to the dataset given major differences in physical properties 

between the core samples at different orientations to the fracture 

normal. Despite this, measurements of shear-wave splitting confirmed 

some theoretical expectations. 

In chapter six I describe an experiment designed to overcome the 

inter-sample variability seen in the data collected in chapter 5. Two 
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octagonal samples were studied, one containing penny shaped voids in 

a much better constrained controlled geometry than the cores in chapter 

5. The other sample was left blank to study the background layering 

anisotropy. Both samples were made from the same material at the 

same time. The faces of both octagonal samples were 1 inch in width so 

that a bench-top laboratory arrangement could be used to study the 

velocity and attenuation anisotropy (using a duralumin reference 

sample) at atmospheric pressure for a variety of fluid saturations. Both 

samples were measured air, water and glycerin saturated. By taking into 

account the layering anisotropy found in the unfractured sample, the 

model results show good agreement with the laboratory data. A further 

finding was a corroboration of the result from chapter 4 where shear-

wave splitting observations at 45° to the fracture normal were found to 

be sensitive to fluid saturation. 

Chapter seven comprises a discussion of the significance of the 

laboratory results and their implications for seismic exploration. Finally, 

the conclusions of the thesis are summarised. 
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Chapter 2 

2 Review of seismic anisotropy in crustal rocks. 

 

Review of seismic anisotropy in crustal 

rocks. 

 

Summary: This chapter introduces the concept of seismic anisotropy, 

discusses its origins and introduces some basic theoretical ideas. 

Experiments in both the laboratory and field setting are reviewed. This 

leads to the conclusion that ultrasonic measurements on synthetic 

fractured rocks can be used to validate some aspects of low frequency 

equivalent medium theories. Once validated, these low frequency 

theories can then be used to interpret seismic anisotropy observations 

from multi-component seismic data, such as from 3D Vertical Seismic 

Profile (VSP) and 3D, three-component (3C), surface seismic surveys. 
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2.1 Wave propagation in anisotropic media. 

 

Seismic anisotropy is the dependence of the seismic properties of an 

elastic medium on direction and may be caused by a number of 

mechanisms including crystal alignment, stress-induced effects, regular 

sedimentary layers and cracks (Crampin 1981). 

The stiffness tensor ��
�� which relates stress *�
 to strain ,�� is 

related through Hooke’s law: 

 

 *�
 �  ��
��  ,�� , (2.1) 

 

where ��
�� is a forth-rank tensor and has a total of 81 components. 

However, not all components are independent and symmetries in the 

stress and strain tensors and the existence of a unique strain energy 

potential reduces the number of independent constants to 21 (Mavko et 

al. 1998). This stiffness tensor can then be written as a condensed 6 by 

6 matrix using Voigt notation. 

 

Combining Hooke’s law with Newton’s second law leads to the 

elastodynamic wave equation that relates stiffness to displacement, u: 

 

 ��
��u�,�
 � )ü�  , (2.2) 

 

where ) is the density of the material. The general expression for the 

harmonic displacement of a plane wave is given by, 

 

 u� � /� exp34+5	 6 7
�
89 , (2.3) 

 

where /� is the amplitude vector specifying the polarization of the 

particle motion, 7 � : ;⁄  is the slowness vector and + is the angular 

frequency. Substituting equation 2.3 into equation 2.2 reveals the 

eigenvalue problem: 
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 �Г�� 6  );>�/� � 0 , (2.4) 

 

with, 

 

 Г�� � ��
��:
:�  , (2.5) 

 

where : is the unit vector normal to the wavefront and " is the phase 

velocity.  Equation 2.4 is referred to as the Kelvin-Christoffel equation 

and equation 2.5 is known as the Christoffel matrix. 

Solving the eigenvalue problem reveals three eigenvalues and 

corresponding eigenvectors. The eigenvalues are equal to );> and give 

three mutually orthogonal phase body velocities and corresponding 

polarization vectors, /. Therefore in a general anisotropic medium, 

given a propagation direction, :, three body waves exist: P-, S1- and S2-

waves. The two shear waves have different velocities and polarizations 

and give rise to shear-wave splitting (see chapter 2.2). 

When the phase velocity depends on angle, group velocity will not 

be identical. In the anisotropic case the group velocity determines the 

propagation of energy along a ray and is normal to the slowness surface 

whereas phase velocity is always perpendicular to the wavefront (Figure 

2.1 adapted from Sheriff and Geldart 1999). 

 

 

 

Figure 2.1: Wavefront in anisotropic medium showing difference 

between phase and group velocity according to Huygen's principle. 
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Symmetry systems have an impact on the elastic constants in the 6 

by 6 matrix. Isotropy has the highest possible symmetry where there are 

only two independent elastic constants known as Lamé constants, ' and 

µ: 

 

 

@A
AA
AB
;CC ;C> ;C> 0 0 0;C> ;CC ;C> 0 0 0;C> ;C> ;CC 0 0 00 0 0 ;DD 0 00 0 0 0 ;DD 00 0 0 0 0 ;DDEF

FF
FG ,  

 

where ;CC �  ' H 2( , ;C> �  ( and ;DD �  (. 

 

Hexagonal symmetry, also called transversely isotropic, is 

described by 5 independent stiffness constants where the wave 

slowness surface is rotationally symmetric about the axis of symmetry 

and has the following form: 

 

 

@A
AA
AB
;CC ;C> ;CJ 0 0 0;C> ;CC ;CJ 0 0 0;CJ ;CJ ;CJ 0 0 00 0 0 ;DD 0 00 0 0 0 ;DD 00 0 0 0 0 ;KKEF

FF
FG ,  

 

The five components of the stiffness tensor need to be measured from 5 

velocity measurements (Wang 2002); V��90°�, V��0°�, V��45°�, S1�90°� and 

S1�0°� where, 
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 ;CC �  )V��90°� , 
;C> �  ;CC 6 2)S1>�90°� , 

;JJ � )V�>�0°� , 
;DD � )S1>�0°� , 

;CJ � 6;DD 

HQ4)V��45°�D 6 2)V��45°�>�;CC H ;JJ H 2;DD� H �;CC H ;DD��;JJ H ;DD� , 
;KK �  1

2 �;11 6 ;12� , 

 

 

An example of a system with a vertical symmetry axis (VTI) include 

shales (Wang 2002) and fine sedimentary horizontal stratifications in the 

long wavelength limit (Backus 1962, Berryman 1979). Transverse 

isotropy with a horizontal axis of symmetry (HTI or azimuthal) can be 

used to describe a system of aligned vertical fractures (Crampin 1986). 

The other symmetry system that is commonly used for seismic 

applications is orthorhombic symmetry which contains 9 independent 

elastic constants. This symmetry can be described by thin layered 

sedimentary beds combined with vertically aligned fractures (Ass'ad 

2005). 

 

 

2.2 Background and theory of seismic anisotropy. 

 

Seismic anisotropy was first successfully observed by Hess (1964) in 

oceanic fracture zones. He attributed the observed azimuthal variations 

of P-wave velocity to the effects of wave propagation through olivine 

crystals showing preferred orientations caused by mantle flow away 

from spreading ridges. Over the past twenty years in particular, several 

theoretical and technical breakthroughs have taken the subject of 

seismic anisotropy from one of pure academic interest to a topic of key 

importance to the industrial seismic exploration and exploitation of 

hydrocarbons (Thomsen 2001). In fact advances in the parameterisation 

of anisotropy (e.g. Thomsen 1986) combined with the move from 

poststack imaging to prestack depth migration, wider offset 3D surveys 
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and increased quality multi-component data has led anisotropy to 

become a widespread application in seismic exploration (Tsvankin et al. 

2010).  

Major theoretical breakthroughs in the study of anisotropy (e.g. 

Crampin 1981, Hudson 1981) showed that shear-wave splitting was the 

most diagnostic feature of anisotropy related to cracks and fractures in 

rocks. Shear-wave splitting occurs when shear waves (S-waves) enter a 

system of fractures and split into two orthogonally polarised waves that 

travel at different velocities (Figure 2.1); S1 (or V
SH

) polarised parallel 

with the fractures and S2 (or V
SV
) polarised perpendicular to the fractures 

(Crampin and Peacock 2005).  

 

 

 

Figure 2.2: Schematic illustration of shear-wave splitting. 

 

Work including Crampin (1981), Crampin (1985), Willis et al. (1986), 

Lynn and Thomsen (1986) demonstrated that shear-wave splitting due 

to azimuthal anisotropy was a first order influence using converted PS-

waves. To analyse the shear-wave splitting, shear-wave processing is still 
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based on Alford (1986) rotation and its various modifications (Tsvankin 

et al. 2010). 

Natural fractures are determined by the stress history of the rock. 

At depth, they will tend to be orientated normal to the direction of 

minimum in-situ stress (Schoenberg and Sayers 1995) and, below a 

critical depth of around 500 to 1000 m, it has been suggested that 

these fractures are nearly vertical (Crampin and Peacock 2005) and thus 

can cause azimuthal anisotropy. Since fracture systems dominate the 

fluid drainage pattern in many hydrocarbon reservoirs they have the 

potential to change low matrix permeability rocks into commercial 

assets (Willis et al. 2006). It is also becoming increasingly common for 

induced fracturing to take place using high pressure fluids as an aid to 

increase the natural permeability of a reservoir (e.g. Meadows and 

Winterstein 1994, Block et al. 1994). It is therefore clear to see that the 

development of mathematical models relating anisotropic seismic 

properties to the fractures is of upmost importance (Chapman 2003). 

For shear wave propagation through these fracture sets the 

polarisation direction of the fast shear wave is often interpreted as the 

principal direction of the predominant fracture set (Liu et al. 2006). 

Further information can be obtained using the time-delays between the 

split shear-waves, providing information about the average fracture 

density of the rock (Crampin 1985). 

Appropriate equivalent medium theories are needed to interpret 

suitable seismic datasets in terms of fracture properties. These theories 

relate the fracture density (��) to the amount of anisotropy measured by 

the simple expression (Crampin 1981), 

 

 �� � N�J
V  , (2.6) 

 

where N is the number of fractures in a unit volume V, and � is the 

fracture radius. This relationship is believed to be valid up to �� = 0.1 

(Crampin 1984). However, fracture density can be an ambiguous 

measurement of the fracture distribution. For example, if a rock has 
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only a few large fractures and many smaller fractures then the same 

fracture density may be observed for different proportions of large to 

small fractures (Figure 2.2). A major cause of seismic anisotropy within 

hydrocarbon reservoirs is thought to be due to both micro-scale (grain-

scale) and macro-scale (metre-scale) fractures (Liu et al. 1993). If the 

observed anisotropy could be attributed to either micro- or macro-scale 

fractures using equivalent medium theories then fluid flow modelling of 

hydrocarbon reservoirs could be improved (Maultzsch et al. 2003). 

 

 

 

Figure 2.3: The fracture density problem. Both the top and bottom 

images have the same fracture density but different fracture sizes and 

distributions 

 

Fracture modelling is typically implemented using the equivalent 

medium theories of Hudson (1981) and Thomsen (1995). Hudson’s 

(1981) model takes into account the propagation of seismic waves 

through a material with thin (compared to the wavelength of the seismic 

wave) embedded fractures with a low fracture density. The model 

assumes that fluid is trapped within the fractures and does not connect 
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between other fractures and the surrounding pores. Therefore, this 

theory is limited to the high frequency range. This assumption means 

that fluid pressure can be altered due to the stress of the propagating 

elastic wave and will be different depending on fracture orientation. The 

matrix surrounding the fractures is assumed to be isotropic, with the 

overall elastic properties becoming anisotropic if the fractures have a 

non-random orientation. 

The model of Thomsen (1995) differs from that of Hudson by 

incorporating localised hydraulic connections between the pores of the 

matrix and the fractures, with the fluid pressure being equal in both 

pores and fractures. This assumption limits the theory to low 

frequencies, since the period of the wave must be much longer than the 

time taken for the pressure to equalise. The model also takes into 

account anisotropic crack interactions described by Hoenig (1979). 

Thomsen’s theory was compared to the laboratory experimental data of 

Rathore et al. (1995), obtained on synthetic cracked sandstones (see 

Chapter 2.2). It was concluded that the flow of fluid between the 

fractures and the pores is a significant process, something not 

accounted for in the Hudson (1981) model. For this reason his 

theoretical model predictions matched the ultrasonic data of Rathore et 

al. (1995) for water saturated samples more favourably than those of 

the Hudson (1981) model. 

The theory of Chapman (2003) seeks to model frequency-

dependent seismic anisotropy in fractured reservoir rocks through 

knowledge of rock porosity, permeability, fracture density and 

orientation, and the pore fluid viscosity, bulk modulus and density. The 

model is based on a squirt flow mechanism in an anisotropic porous 

rock with two crack populations: randomly aligned, grain contact, 

ellipsoidal microcracks defined by the grain size; and aligned, 

mesoscale, ellipsoidal fractures which are longer than the grain size. For 

this reason the theory can account for the two different length scales, a 

problem that previous fracture models have struggled to quantify. The 

results of the model agree with Brown and Korringa (1975) in the low 

frequency range and Hudson (1981) in the high frequency range. In the 
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absence of aligned mesoscale fractures the model returns to the 

isotropic, microcrack squirt-flow model of Chapman et al. (2002) which 

was tested against laboratory data by Chapman (2001). An explicit 

description of the Chapman (2003) model will follow in Chapter 3. 

A more recent application of equivalent medium theories is the 

prediction of fluid saturation from shear-wave data (Qian et al. 2007). In 

the case of fractured reservoirs, frequency-dependent seismic 

anisotropy predicts anisotropic velocity and attenuation relationships 

between fracture properties (e.g. fracture size and orientation) as well as 

fluid properties such as viscosity. A common problem in oil exploration 

is the discrimination between oil and water in a reservoir using P-wave 

seismic reflection data since the two fluids have a similar bulk moduli. 

However, theoretical predictions of frequency-dependent seismic 

anisotropy indicate that S-waves are more sensitive to the fluid viscosity 

in a fractured reservoir at typical incidence angles for seismic data than 

the commonly used P-waves (Qian et al. 2007). This is due to the 

relationship between the fluid properties, known as the fluid mobility 

parameter, given by the ratio of permeability to fluid viscosity. The 

sensitivity of shear-wave splitting to saturating fluid has already been 

observed on a field scale by van der Kolk et al. (2001). For this reason, 

mode converted S-wave analysis has the potential to improve fluid type 

predictions within fractured reservoirs. 

 

 

2.3 Laboratory observations of anisotropy in fractured rock. 

 

One way to evaluate the reliability of equivalent medium theories for 

porous fractured rocks is through controlled elastic wave experiments 

on synthetic rock samples with fractures or penny-shaped voids. This 

method requires that velocities and attenuations can be measured with 

sufficient accuracy in at least three directions (e.g., 0°, 45°, 90° relative 

to the fracture normal) for transversely isotropic materials (an isotropic 

matrix containing a set of parallel fractures) and that the fracture size, 
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shape and density are known as well as the properties of the saturating 

fluid. 

In a previous study, Rathore et al. (1995) produced blocks of 

synthetic porous sandstones containing aligned penny-shaped voids 

with a diameter of 5.5 mm. The construction of the samples initially 

involved mixing Danish beach sand (with a narrow grain size spectrum, 

mean value around 200 µm) and epoxy at a ratio of 25 parts sand to 1 

part (2-component) epoxy. Fracture geometry was predefined, with 

shape (circular) size (5.5 mm diameter), thickness (0.02 mm), density (�� 

= 0.1, as defined by equation 2.1) and position specifically designed to 

test specific aspects of theoretical models. Fractures were formed by 

placing thin metallic discs in a total of 48 layers while the blocks were 

manufactured. Once the epoxy had set and dried, percolating fluids 

were used to leach out the aluminium leaving disc-shaped voids 

representing fractures. Since the leaching process liberated gas, this 

could be used as an indicator that all the aluminium had chemically 

reacted and was no longer present in the sample. Their final sample was 

a single block of length 25 cm, width 10 cm and height 10 cm. Fractures 

were concentrated in one end leaving the other end homogenous and 

fracture free. This had the advantage that any anisotropy caused by the 

manufacturing process on the background matrix could be measured. 

Once the leaching process had removed all the aluminium, water was 

then percolated through the sample for 24 hours to remove any trace of 

the acid. Finally, the sample was dried at 110 °C for over 24 hours. This 

single long sample was then cleaved into two rocks, both 10 cm long, 

one taken from each end of the original block. They were subsequently 

milled into 16 sided prisms to allow good ultrasonic transducer coupling 

at varying azimuths to the fracture direction at 22.5° increments. 

They measured three ultrasonic velocities (P-wave [V�], vertically 

polarized S-wave velocity [V�R; measured tangentially] and horizontally 

polarized S-wave velocity [V�S; measured axially]) at 100 kHz in 

transmission mode using a pair of 1 inch diameter Panametrics 

transducers with a central frequency of 100 kHz coupling either side of 
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the sample in a bench-top configuration. Both the fractured and 

unfractured samples were measured dry and water saturated (here the 

bench-top equipment was submersed under water with full evacuation 

of air to ensure total saturation) as a function of wave propagation 

direction. Velocities were calculated using,  

 

 Velocity �V� �  Z
	[\$\�]\^ 6  	_[`ab��__\^  , (2.7) 

 

where Z is the sample length and 	 the time difference between the first 

zero-crossover of the received wave (	[\$\�]\^), and the first zero-

crossover of the transmitted pulse (	_[`ab��__\^). 

 

Anisotropy in the samples was calculated from, 

 

 Percentage of anisotropy �  V�`j 6 V��aV�`j  k 100 , (2.8) 

 

The unfractured sample showed azimuthal anisotropy of 4% or lower, 

and was considered small enough for reasonable data quality. The 

fractured sample showed much larger variations in arrival times, and 

therefore velocity anisotropy, than when compared to the unfractured 

sample with respect to fracture azimuth (see Table 2.1 from Rathore et 

al. 1995). This proved that the presence of fractures was responsible for 

causing the large anisotropic velocity variations. 
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Sample  V� V�S V�R 

Fractured  

(Dry) 

Max-Vel. 

(m/s) 
2474 1512 1288 

Min-Vel. 

(m/s) 
1783 1273 1260 

Anisotropy 

(%) 
28 16 2 

Fractured 

(Saturated) 

Max-Vel. 

(m/s) 
2706 1406 1292 

Min-Vel. 

(m/s) 
2385 1186 1194 

Anisotropy 

(%) 
12 16 8 

 

Table 2.1: Velocity results from Rathore et al. (1995) on synthetic 

sandstone with disc-shaped voids (fractures) taken at 100 kHz both dry 

and water saturated. 

 

The data were compared to the model predictions of Hudson 

(1981) and Thomsen (1995) since the design of the experiment allowed 

all the required properties of the samples (e.g. porosity, fracture 

density, matrix bulk density and fluid bulk modulus) to be measured. In 

the dry case it was seen that the model of Hudson (1981) fitted the 

experimental data the best. However, when water saturated the P-wave 

data clearly fitted the cosine 2θ azimuthal variation of Thomsen (1995) 

over the cosine 4θ azimuthal variation in the Hudson (1981) model. This 

showed that fluid flow between the fractures and the equant porosity of 

the rock, as introduced by Thomsen (1995), was indeed an important 

consideration. 

Despite the success of the work, some limitations of the 

experiments are evident. Firstly there is evidence of scattering in the 

wave traces (Hudson et al. 2001). Rathore et al. (1995) quote that 
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wavelengths for P- & S-waves are around 22 mm and 14 mm 

respectively. With a fracture size of 5.5 mm, it can be noted that the 

wavelength to fracture size is at best 4.4 : 1, some way off the 10 : 1 

required for equivalent medium modelling.  

Another limitation of the study is that only two saturation states 

were measured (dry and water). This was sufficient to show the 

importance of fluid flow between fractures and equant porosity, but it 

does not allow for variations of viscosity to be modelled (e.g. to predict 

the presence of oil or water). Also, the study had very little emphasis on 

attenuation due to the laboratory set up, the samples had unrealistic 

rock cement (epoxy) and there was no error analysis for the velocity 

measurements. Despite these limitations, the theoretical model 

predictions showed that low frequency theory could explain some of the 

experimental observations. 

Another laboratory study on Carrara marble compared ultrasonic 

velocity measurements to the Hudson (1981) model (Peacock et al. 

1994b), and defined empirical relations between ultrasonic wave 

attenuation and fracture density (Peacock et al. 1994a). Measurements 

were carried out initially on unstressed samples, and then again after 

stress induced fractures had been formed. Carrara marble is 100% pure 

calcium carbonate with a very low porosity of 0.7% and little intrinsic 

anisotropy. The measurements were carried out using the pulse-echo 

system (see Chapter 4). P- and S-wave velocity and attenuation were 

measured in three samples of dry and then water saturated, unfractured, 

Carrara marble up to a confining pressure of 60 MPa. Eight samples 

were then subject to elevated stress creating fractures, then the same 

measurement procedure was followed to relate the changes in seismic 

properties to the induced fractures. 

Fractures were induced in the eight Carrara marble samples by 

subjecting them to an axial stress of up to 376 MPa (exceeding the 

elastic limit of the rock) under a confining pressure of 65 MPa inside a 

Hoek cell using a servo-hydraulic loading actuator. Small fractures were 

observed on black and white photographs (247 x 156 mm) of 30-micron 

thin sections under reflected light magnified 100 times and counted 
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visually. The calcite crystals of the marble showed up as large highly 

reflected areas separated by black lines of low reflectance. The black 

lines were seen to follow grain boundaries, some penetrating grains and 

others straight lines, all assumed to be small fractures. These lines were 

counted by laying a grid of orthogonal lines over each photograph and 

measuring the orientation and length of each fracture that intersected a 

line and assuming a circular fracture radius. The mean number of 

fractures intersecting a unit length of the grid line as related to the 

surface area of cracks per unit volume was calculated from the relation 

(assuming circular cracks), 

 

 Sl � 2Nm , (2.9) 

 

where, Sl is the surface area of fractures per unit volume of fractures, 

and Nm is the mean number of fractures intersecting a unit length of a 

grid line. 

 

The fracture density was then calculated from, 

 

 ��  � N�J
V � �Sln  , (2.10) 

 

Peacock et al. (1994b) found that Hudson’s theory systematically 

over predicted the observed fracture density in dry and water saturated 

Carrara marble samples with induced fractures. They concluded that the 

method for fracture density determination was probably at fault and that 

it was difficult to obtain accurate fracture densities from thin section 

analysis. Saturated samples gave particularity poor comparisons with 

Hudson’s theory, in agreement with Rathore et al. (1995) observations. 

Peacock et al. (1994a) presented experimental evidence for a 

correlation between  ultrasonic wave attenuation and fracture density 

using the same Carrara Marble samples. They also found that 

attenuation was frequency dependent for P- and S-waves between 400 

and 1000 kHz, that Q increased with increasing effective pressure 
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(attributed to the closure of micro-cracks), and that Hudson’s theory for 

viscous dissipation attenuation mechanisms did not predict the low Q 

values seen in the experimental data. 

The physical model study of Ass'ad, et al. (1992) recorded seismic 

waves propagating through a solid matrix containing penny-shaped 

inclusions. The matrix was comprised of epoxy resin and the inclusions 

were made from rubber with a lower density than the epoxy. They 

produced seven models: a homogenous isotropic rock, a layered solid 

block and five inclusion models. The first two models were used as 

control models to test the construction method for anisotropy and the 

five inclusion models had fracture densities (using equation 2.1) of 0.01, 

0.03, 0.05, 0.07 and 0.1. Each inclusion model was constructed from 18 

layers of equal thickness with rubber discs embedded within each layer, 

creating vertically aligned layers of inclusions. The disc radius and 

aspect ratio were kept similar for each block, and the number density 

per layer changed to alter the fracture density. 

Experiments were carried out using a sonic (30 – 60 kHz) pulse 

transmission method and specifically measured S-waves to determine 

relationships between fracture density and anisotropy. The transducers 

(located on the top and bottom of the block) were rotated at 9° intervals 

and measured the V�C (fast shear-wave) and V�> (slow shear-wave) 

arrivals. 

The measurements were again compared to the theory of Hudson 

(1981) and used the anisotropy parameter, γ (Thomsen 1986) defined 

as: 

 

 γ � 1
2 oV�C>

V�>> 6 1p � qcKK 6 cDD2cDD r . (2.11) 

 

They found that theory agrees well with the seismic observations on 

blocks with lower fracture densities (�� ≤ 0.07) finding a strong 

correlation between fracture density and anisotropy. The S1 velocity is 

well matched throughout the range of fracture density models. The S2 

velocity was more affected by the presence of the inclusions and, at 0.1 
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fracture density there was an increase of S2 velocity, attributed to 

scattering. 

There were some drawbacks with the experiment: samples were 

only measured dry; only a single fracture orientation was measured; 

scattering is likely to have influenced the results given the fracture size 

(3.18 mm) relative to the sonic wavelengths that were used (20 – 40 

mm) and no attenuation results were reported. Finally the physical 

model of sample matrix made from epoxy resin with low density rubber 

inclusions does not adequately represent a true fractured rock as a 

porous medium with crack-like voids. 

A laboratory study by Best, Sothcott and McCann (2007) using the 

pulse-echo system looked at the variations of seismic velocity and 

attenuation anisotropy in near-surface sedimentary rocks using effective 

pressures between 5 and 50 MPa on a set of varied lithological cores 

(sandstone, limestone and siltstone). The rock samples were from 

boreholes, and the cores taken were cut parallel and perpendicular to 

the borehole axis. The samples showed differing amounts of 

laminations, some showing almost none, and others appearing to be 

strongly laminated. P- and S-wave velocity and attenuation anisotropy 

were observed and seen to depend on frequency, pressure and 

lithology. Anisotropy was seen to be greatest for rocks with visible 

laminations (velocity > 20%, attenuation >70%) and the sensitivity to 

pressure was attributed to the closure of micro-cracks. The results 

found that regardless of lithology, attenuation anisotropy was much 

higher than velocity anisotropy, and as a result could prove useful for 

monitoring pressure changes in reservoir rocks. 

 

 

2.4 Field observations of seismic anisotropy. 

 

The last two decades have seen a large number of theoretical and 

practical developments in seismic anisotropy methods for hydrocarbon 

exploration and exploitation (Thomsen 2001).  Isotropic seismic P-wave 

analysis can be considered to be a mature method having been utilized 
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for several decades. However, modern processing techniques look to 

account for both P-wave and S-wave (usually from mode converted 

waves) anisotropy through the use of three component (3C) geophones 

and, even more recently, nine component surveys (three component 

geophones and three source line directions). The development of this 

technology has been relatively slow until recently but its full potential is 

beginning to be realised with the measurement of full-waveform 

attributes (e.g. amplitude, frequency, phase, attenuation and frequency 

dispersion) for both P- and S-waves (Xiyuan et al. 2009). 

One major application of quantitative seismic anisotropy is the 

characterisation of fracture systems (both natural and induced) 

associated with hydrocarbon exploration and production. This is 

particularly relevant to fractured tight gas reservoirs, where production 

is usually only commercially viable because of the conduits to fluid flow 

along open fractures (Maultzsch et al. 2009). 

Anisotropy measurements to determine fracture properties are 

carried out using the following methods: P-wave velocity anisotropy 

using azimuthal moveout and prestack amplitude analysis from vertical 

seismic profile (VSP) data, shear-wave analysis from multicomponent 

data and scattering. 

VSP data is collected by fixing a string of geophones down a 

borehole or well and shooting a seismic source either around the hole 

(walkaround), away from the hole (walkaway) or a combination of both 

(Horne 2003). The relative fixed position of the geophones means that 

variations of azimuthal P-wave velocity and reflection amplitude away 

from the geophones can indicate anisotropy. These measurements have 

advantages over well-log instruments which measure velocity in the 5 

kHz range which are much higher than field seismic sources. 

In a simple survey design the geophones are one component and 

only record P-waves. In this case P-wave walkaway data allows estimation 

of the Thomsen anisotropy parameter δ, and with larger offsets ε in the 

presence of lateral VTI media (e.g. shales) (Tsvankin et al. 2010). 

Multicomponent geophones can also be used and they allow PP and PS 

converted waves to be measured. 
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Azimuthal variations of traveltimes are one method to investigate 

anisotropy associated with natural fracture systems. Wide-azimuth shots 

create an azimuthal moveout ellipse. This shape is used to interpret 

dominant fracture direction. It has shown to be an effective tool for 

interpreting natural fracture sets (Lynn et al. 1999, Tod et al. 2007, 

Maultzsch et al. 2009). 

Prestack amplitude analysis analyses changes of reflection 

amplitude with offset (known as AVO) and/or azimuth. Reflection 

coefficients are given by the Zoeppritz (1919) for the isotropic case and 

for transverse isotropy are given by Rüger (2002). If the azimuthal 

anisotropy is assumed to be caused by a single set of vertical fractures 

(HTI symmetry) the maximum AVO gradient may be parallel or 

perpendicular to the fractures (Tsvankin et al. 2010). Despite this, 

studies have successfully used AVO to predict the dominant fracture 

direction (e.g. Gray et al. 2002, Hall and Kendall 2003). One way to 

remove the uncertainty involved in this method is to combine azimuthal 

AVO and attenuation analysis (e.g. Clarke et al. 2009). In this case the 

direction of minimum attenuation will be measured at 90° to the 

fracture normal direction (Hudson 1981, Chapman 2003, Maultzsch et 

al. 2007, Maultzsch et al. 2009). 

Multicomponent geophones can be used to analyse shear-waves in 

addition to P-waves. Most measured shear-waves are from converted P to 

S reflections; however some land field seismic studies use a shear-wave 

source. Analysis of 9C3D (three-component geophones and three source 

orientations) data by van der Kolk et al. (2001) from the Naith field, 

Oman indicated a large region of shear-wave splitting. The magnitude of 

the shear-wave splitting and associated attenuation showed a large 

increase at the gas/oil contact within a carbonate reservoir; this 

suggested that shear-wave spitting was sensitive to the fluid filling a 

fractured hydrocarbon reservoir. The sensitivity of shear-waves to 

frequency has also been shown in multicomponent data (Liu et al. 2003, 

Maultzsch et al. 2003). 

A method was devised by Willis et al. (2006) that determined the 

reflection and scattering characteristics of seismic energy from fractured 
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rocks from 3D3C seismic surveys. The method used the coda signature 

(ringing tail) of scattered seismic energy as seismic waves propagate 

through a fractured rock. It was found that the coherence of the coda 

signature was a function of the fracture spacing, the angle between the 

orientation of the fractures and acquisition direction, the wavelength of 

the seismic energy and the compliance of the fractures. The energy was 

found to be most coherent in the acquisition direction parallel to the 

strike of the fractures and had the largest amplitude when the seismic 

wavelengths were the same size as the fracture spacing. This method 

therefore could have the potential to estimate the dominant direction, 

size and openness of natural fracture sets. 

Three-dimensional seismic attribute technology is another tool 

used to characterise the subsurface geology (Gao 2011). This approach 

uses seismic attribute analysis algorithms that detect changes and 

patterns in seismic amplitudes for large scale fractures and faults. They 

are used to enhance seismic images for interpretation and are 

particularly useful to map fractures and faults within three dimensional 

seismic volumes. Seismic coherence (Bahorich and Farmer 1995) is one 

attribute known to be effective at highlighting high-angle faults and has 

been used by Hall and Kendal (2003) to correlate with P-wave AVO and 

AVA to characterise fractures. These attributes can now be used with 

“Ant-tracking” to automatically detect and illuminate fractures and faults 

within seismic data. 

 

 

2.5 Conclusions. 

 

Seismic anisotropy is a well established robust method for detecting 

fractures within crustal rocks. The presence of fractures is seen to cause 

azimuthal variations of velocity and attenuation on both a laboratory 

and field scale. Another diagnostic feature of fractures is shear-wave 

splitting. The magnitude of shear-wave splitting is theoretically believed 

to be directly proportional to the fracture density up ε = 0.1. This 

relationship is widely used in industry in the analysis of field seismic 
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data, however the few laboratory validation experiments carried out to 

date are unsatisfactory for application to natural rocks in the Earth’s 

crust. If this theoretical relationship turns out to be correct, then it is 

surely a very powerful seismic interpretation tool. However, we must 

first establish its range of validity for natural reservoir rocks with 

fractures. 

The best method available to test the theoretical fracture models is 

through elastic wave measurements on rock samples with controlled 

fracture geometries under laboratory conditions. Only a handful of 

experiments exist in the literature, which all suffer from some 

systematic failures limiting their applicability to low frequency theory. 
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Chapter 3 

3 Theory of frequency-dependent seismic anisotropy. 

 

Theory of frequency-dependent seismic 

anisotropy. 

 

 

Summary: This chapter gives an overview of the theoretical model of 

Chapman (2003) that was used to analyse the laboratory data in 

Chapters 4 and 6. Historically, the classical theory of Biot-Gassmann has 

strong experimental support for predicting body wave velocity in 

saturated porous rocks. The main failing of the Biot-Gassmann model is 

that it under predicts attenuation observed in low permeability rocks 

and sediments, such as shaley sandstones, and hence also under 

predicts the true velocity dispersion in the seismic to ultrasonic 

bandwidth of interest to exploration seismology. The introduction of 

another loss mechanism such as local (so-called squirt) fluid flow is 

necessary to explain the observations. A range of squirt flow models 

exist including the model of Chapman et al. (2002). This model was 

extended to include aligned (anisotropic) meso-scale fractures (larger 

than the grain scale) by Chapman (2003). The model considers that fluid 

flow can occur on two scales, at seismic frequencies within the large 

fractures, and at ultrasonic frequencies in the small micro-cracks on the 

grain scale. This prediction means that anisotropic velocity dispersion 

and attenuation could occur at seismic frequencies. A further prediction 

of the model is that shear-wave splitting is sensitive to frequency, fluid 

type and fracture size. 
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3.1 Introduction to poroelasticity. 

 

Poroelastic theories seek to establish the links between a porous, 

permeable elastic solid saturated with a viscous fluid and elastic wave 

propagation. The Biot-Gassmann theory of poroelasticity (Biot 1956, 

Gassman 1951) is a classic model still commonly used.  

The theory of Gassmann (1951) is the most basic in poroelasticity 

and is still commonly used to predict velocity as a result of changes in 

fluid saturation of a rock. It considers three components of a rock: the 

mineral (or minerals) that makes up the solid grains, the dry framework 

of mineral grains (also known simply as the frame), and the saturating 

fluid that fills the pore space within the frame. However, there are 

underlying assumptions that limit the applicability of the model. The 

theory assumes that the mineral and frame are elastically isotropic, that 

there is perfect pressure communication between pores (i.e., the 

porosity is completely connected and that fluid has enough time to flow 

between pores for pressure equalisation to occur during the passing of a 

seismic wave; each point of the rock has the same pressure gradient); 

and that the rock is a closed system (i.e., there is no fluid flow into or 

out of the rock volume under consideration). A final assumption is that 

no chemical interaction takes place between the fluid and the solid 

mineral grains. These limits imply that the theory is best applied to low 

frequency seismic measurements at high static pressures.  

Using these assumptions Gassmann calculated the saturated bulk 

and shear moduli in terms of the mineral bulk modulus, the dry frame 

moduli, the fluid bulk modulus and the porosity as follows: 

 

 

 b`_ �   ^[t H q1 6  ^[t � r>

Φ� � H 1 6 Φu � 6  ^[t �>
 , (3.1) 

 

 (b`_ �  (^[t , (3.2) 
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where  b`_ is the saturated bulk modulus,  ^[t is the dry frame 

moduli,  � is the mineral bulk modulus,  � is the fluid bulk modulus, Φ� 

is the porosity, (^[t is the dry shear modulus and (b`_ is the saturated 

shear modulus. 

The equations of Gassmann are widely used throughout the 

hydrocarbon industry where they are used to estimate seismic wave 

velocity in hydrocarbon reservoirs (Müller et al. 2010, Wang 2001, Smith 

et al. 2003, Mavko et al. 1998). 

The theory of Gassmann is a zero frequency theory, and the first 

attempt to extend this to the entire frequency range (dynamic) was by 

Biot (1956). Thus, the Biot theory provides theoretical formulae for 

predicting the frequency-dependent velocities of saturated rocks from 

the dry rock properties (Mavko et al. 1998). Importantly, the theory 

introduced the concepts of velocity dispersion, attenuation and the 

existence of a second ‘slow’ P-wave (observed experimentally by Plona 

1980). Velocity dispersion refers to the variation of propagation velocity 

with frequency, and attenuation, the exponential decay of wave 

amplitude with distance travelled (Müller et al. 2010). 

The frequency-dependent velocities come as a result of the concept 

of wave-induced fluid flow. This fluid flow occurs as a passing wave 

creates pressure gradients within the fluid phase and its movement 

relative to the solid matrix. This flow causes internal friction until the 

pore pressure equilibrates. Specifically, wave-induced fluid flow at the 

wavelength scale results in so called “global” flow which the Biot theory 

models resulting in viscous-internal attenuation and velocity dispersion. 

In typical sedimentary rocks this global flow can occur on a wide 

range of scales and thus can cause attenuation over a wide frequency 

band. For this reason attenuation related to global fluid-flow 

mechanisms is becoming increasingly more significant for modelling 

attenuation in the seismic frequency band (Pride et al. 2004). 

The low frequency limits for Biot velocities reduce to Gassmann’s 

formulae. The low frequency limit is typically stated as being in the 

seismic frequency range (Murphy 1984, Murphy 1985, Mavko and 
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Murkerji 1995). However, more recent observations suggest that this 

may not always be true due to the concept of fluid mobility and its 

relationship to frequency-dependent seismic velocity (Batzle et al. 2006). 

There is a transition zone between the low and high frequency 

regime given by a characteristic frequency. This characteristic frequency 

is directly proportional to fluid viscosity and generally lies between 50 

kHz and 1Ghz (Mavko et al. 1998). In the high frequency limit the 

dynamic equations generally do not match the level of dispersion 

measured in ultrasonic laboratory experiments at around 1.0 MHz (e.g. 

Winkler 1985, Winkler 1986, Best and McCann 1995). A further problem 

relates to the predictions of the model for variations in fluid viscosity. 

While the Biot-Gassmann theory predicts that velocity will reduce with 

increasing fluid viscosity, the opposite is observed in laboratory 

experiments (e.g. Jones 1986, Jones and Nur 1983, Tillotson et al. 

2011). 

The concept of squirt flow introduced by Mavko and Nur (1975) 

addressed these two fundamental shortcomings of Biot theory. Squirt 

flow predicts much higher velocity dispersion at high frequencies and 

velocities that increase with increasing fluid viscosity. Squirt flow 

considers pressure gradients caused by elastic waves passing through 

the pores of a rock, causing fluid to flow along these pressure gradients. 

Therefore the fluid is squirted out of the more compliant parts of the 

pores into the stiffer parts during compression and flows back to its 

original position during dilation. This causes the velocity and 

attenuation of the elastic waves to depend on the frequency of the wave 

required to equalise the pressure in the pores. Squirt flow can be 

sensitive to a number of factors of the pore geometry and also to other 

lithological factors including the presence of clays (Klimentos and 

McCann 1990, Best and McCann 1995). 

In the squirt flow theory, the characteristic frequency is inversely 

proportional to viscosity, the opposite of Biot, and thus shows better 

agreement with laboratory experimental data. In particular squirt flow is 

usually considered an important consideration at ultrasonic frequencies, 
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but is also thought to play a role at seismic and logging frequencies 

(Winkler 1985, Sams et al. 1997, Müller et al. 2010). 

Gassmann’s formulae were extended to the high frequency range 

by Mavko and Jizba (1991) by incorporating squirt flow theory. The 

model predicts the high frequency saturated moduli from dry rock 

properties. This model is therefore considered to be a macroscopic 

model, and does not require a description of the geometry of the pore 

scale that the microscopic models require. This theory was extended to 

the entire frequency range by Dvorkin et al. (1995) but does not include 

Biot theory as a mechanism. The model found that bulk dispersion and 

shear dispersion were proportional to each other. The model of Dvorkin 

et al. (1995) has been subsequently reformulated and refined by Pride et 

al. (2004). The new formulation is still consistent with Mavko and Jizba 

(1991), however parameterisation remains slightly ambiguous with the 

concept of the imaginary microporous grain (Müller et al. 2010). 

An alternative approach was given by Murphy et al. (1986) who 

considered a pressure-relaxation approach between the compliant pores 

and gaps at the contact points between grains. However, this model is 

not consistent with Mavko and Jizba (1991) in the high frequency limit. 

Gurevich et al. (2010) recently proposed a new model based on the 

same pressure-relaxation approach of  Murphy et al. (1986) combined 

with the tensor formulation of Sayers and Kachanov (1995). The result is 

a model which is consistent with the Gassmann and Mavko-Jizba 

equations at low and high frequencies, respectively. 

An attempt to combine both the Biot and squirt flow mechanisms 

was made by Dvorkin and Nur (1993), known as the BISQ model. 

However, this model is not consistent with Gassman theory at zero 

frequency for saturated rocks, but is believed to be more suitable for 

partial gas saturation (Mavko et al. 1998). 

The theory of Endres and Knight (1997) considers the magnitude of 

dispersion produced through squirt flow for a range of pore geometries. 

Their low-frequency findings (perfect pressure equalisation) are 

consistent with Gassmann theory and the high frequency (no fluid 

communication) with Hudson (1981). The main findings of the model 
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are that if only spherical pores are present there will be no bulk or shear 

dispersion. However, in the presence of an isotropic distribution of 

cracks and pores only the shear modulus is dispersive (for cracks with a 

constant aspect ratio). Between the two extremes bulk and shear 

dispersion are a function of the fraction of known porosity that is 

composed of cracks. Shear modulus dispersion is seen to be an 

increasing function of the crack fraction and that bulk dispersion 

reaches a maximum at a particular intermediate value of crack fraction. 

The model of Chapman et al. (2002) combines the fundamental 

concepts of Endres and Knight (1997) and applies them to the entire 

frequency range. The model is also consistent with Gassmann at zero 

frequency and predicts the Biot slow wave. The model was tested by 

Chapman (2001) using the experimental data of Sothcott, McCann and 

O’Hara (2000) who measured velocity as a function of frequency, fluid 

saturation and effective stress using the resonant bar and ultrasonic 

pulse-echo techniques. 

Although ultrasonic laboratory experiments provide accurate 

measurements of elastic wave velocity and attenuation, their 

applicability to low frequency field seismic data is difficult and requires 

a cautious approach. For this reason lower frequency systems used to 

measure the acoustic properties of fluid-saturated rocks can be of use. 

Of particular note is the work of Batzle et al. (2006) who reported P- and 

S-wave velocities between 5 Hz – 800 kHz for a series of sandstones and 

carbonates. The work used a low frequency forced-deformation 

technique for the low frequency measurements and pulse-transmission 

for the ultrasonic measurements. The work found that velocity 

dispersion and attenuation are influenced by fluid mobility (ratio of 

permeability to fluid viscosity) and may cause significant dispersion and 

attenuation even at seismic frequencies. 
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3.2 Equivalent medium theory for fractured media. 

 

Homogenous material can become heterogeneous due to the presence 

of discontinuities, such as fractures and grain boundaries, or other 

steep gradients in material property changes. If the fractures show some 

degree of alignment then the overall properties of the medium will be 

anisotropic in the long-wave length limit. The assumption of aligned 

fractures is reasonable given that fractures at depth will tend to be 

orientated normal to the direction of minimum in-situ stress 

(Schoenberg and Sayers 1995). 

Fractures within a medium are modelled using idealised shapes 

such as ellipsoids and flat discs (penny shaped) and are typically based 

on Eshelby’s (1957) theory for the elastic response of an infinite elastic 

medium with an ellipsoidal inclusion within it. Several equivalent 

medium fracture models have been derived, however the theories of 

Schoenberg (1980), Hudson (1981) and Thomsen (1995) remain the 

most popular and most commonly used. 

The simplest case for fractured reservoirs is a single set of totally 

aligned, isolated (with respect to fluid flow) fractures which are 

rotationally symmetrical (Müller et al. 2010). Schoenberg (1980) showed 

that in this case the elastic behaviour of the rock can be described by 

two parameters, the normal (vw) and tangential (vx) excess fracture 

compliances. When the fractures are dry or filled with gas vw and vx are 

of the same order (Schoenberg and Sayers 1995). However because the 

fractures are isolated, when the fractures are filled with fluid, vw 

vanishes and P-wave velocity parallel and perpendicular to the fractures 

becomes almost equal because the fluid has nowhere to flow to. 

In the linear slip model of Schoenberg (1980) the fractures are 

modelled as planes of weakness with linear-slip boundary conditions. 

The elastic constants are therefore not derived from microstructural 

parameters. The overall stiffness tensor for this theory is found by 

adding the excess compliances of the fractures, �y to the compliance of 

the background rock �z  and taking the inverse: 
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 � �  �z H �y  , (3.3) 

 

 � � �{C , (3.4) 

 

where, �y has the elements vw and vx. 

 

The approach of Schoenberg (1980) allows additional fracture sets 

to be incorporated into the background rock by adding the respective 

excess compliance associated with each fracture set. However, the 

model is frequency independent and its usefulness for interpreting 

measured seismic anisotropy in terms of actual fracture properties is 

believed to be limited (Liu et al. 2000). 

Hudson’s (1981) model takes into account the propagation of 

seismic waves through a material with thin (compared to the wavelength 

of the seismic wave) embedded penny shaped fractures with a low 

fracture density (�� ≪ 1). The model assumes that fluid (either gas, 

liquid or soft solid) is trapped within the fractures. The fluid does not 

connect between other fractures or the surrounding pores and therefore 

the model is limited to the high frequency range. The theory is a so 

called perturbation theory where the fractures are treated as a 

perturbation of the elastic moduli of the uncracked rock. The effective 

elastic tensor, ��
�� of the fractured rock is given by 

 

 ��
�� �  ��
��} H  ����
��C H  ��>��
��>  , (3.5) 

 

where, �� is the fracture density, given by equation 2.1, ��
��} is the 

isotropic stiffness tensor, ��
��C  is the first order corrections due to the 

fractures and ��
��>  accounts for interactions between the fractures. 

The first order correction, ��
��C  is a function of the elastic 

parameters of the unfractured medium and the response of a single 

isolated fracture to normal and shear tractions. This is also dependent 

on the aspect ratio of the fracture and the elastic moduli of the material 
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filling the fractures. The first order corrections are typically negative, 

and hence lower the elastic moduli from the unfractured modulus.  

The model of Thomsen (1995) differs from that of Hudson by 

incorporating localised hydraulic connection between the pores of the 

matrix and the fractures, with the fluid pressure in both pores and 

fractures equal. With the assumption that localised fluid pressure 

equalisation occurs, it is limited to low frequencies, since the period of 

the wave is much longer than it takes for the time for the pressure to 

equalise. The model also takes into account anisotropic crack 

interactions described by Hoenig (1979). Comparing this model to the 

Rathore et al. (1995) data, Thomsen (1995) concluded that the flow of 

fluid between the fractures and the pores is a significant process, 

something not accounted for in the Hudson (1981) model, and for this 

reason matched the water saturated data of Rathore et al. (1995) more 

favourably than the Hudson (1981) model did. Gurevich (2003) showed 

that the static elastic moduli of a fluid-saturated rock with equant 

porosity can be obtained directly from the unfractured porous rock and 

fracture compliances using the equations of Brown and Korringa (1975). 

This approach therefore does not require the shape of the pores or 

fractures to be specified as long as their effect on the unfractured dry 

rock is known (Müller et al. 2010). 

Both models of Hudson and Thomsen are frequency independent, 

with the Thomsen model representing the low frequency limit and the 

Hudson model the high frequency limit. There is a need for a model that 

can fill in the gap between the two frequency limits that might explain 

some seismic observations that cannot be explained by frequency 

independent behaviour (Liu et al. 2003, e.g. Maultzsch et al. 2003).  

Neither the model of Thomsen or Hudson is able to distinguish the 

size of the fractures with their prediction of fracture density from 

measurements of seismic anisotropy. Knowledge of fracture size is 

important to hydrocarbon reservoir engineers; hence a remote and 

robust estimate of the fracture size, fracture-filling fluid type and fluid 

saturation would have a huge economic appeal. 
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The model of Hudson (1981) was extended to the entire frequency 

range by Hudson et al. (1996) by considering fluid flow between 

fractures. However, anomalies occur with the model: at zero frequency it 

does not reduce to Gassmann’s theory, fluid flows along invisible fluid 

pathways between fractures and at seismic wavelengths velocity 

dispersion is only expected if the permeability of the rock is very high 

(>>1 Darcy). 

 

The theory of Chapman (2003) models frequency-dependent 

seismic anisotropy in fractured reservoir rocks. The theory models 

velocity dispersion and velocity anisotropy which is frequency 

dependent with a result that is sensitive to fracture size (through shear-

wave anisotropy) and to fluid type through a fluid mobility parameter, 

defined as the ratio of permeability to fluid viscosity. The model is 

particularly useful because it agrees with the Thomsen (1995) model 

and the Hudson (1981) model in the low and high frequency limits, 

respectively. In the absence of fractures, the low frequency limit of the 

model agrees with the formulation of Brown and Korringa (1975) and in 

the high frequency limit to the squirt flow model of Chapman et al. 

(2002). The model has ease of calibration and only requires one free 

parameter to be fitted to data (see chapter 3.4). It has also been used 

with some previous success, for example the sensitivity of shear-waves 

to frequency was shown and modelled in field seismic data by Maultzsch 

et al. (2003) and the sensitivity of attenuation anisotropy to fracture 

properties by Maultzsch et al. (2007). 

It is for these reasons that I wish to test the validity of the Chapman 

(2003) model. I now describe the original Chapman (2003) and its 

applicability to the data that was collected. 

 

 

3.3 Description of Chapman (2003) anisotropic fracture model. 

 

The theory of Chapman (2003) is a poroelastic equivalent medium 

theory that considers a background medium consisting of spherical 
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pores with an isotropic, random distribution of ellipsoidal microcracks 

(identified with the grain scale size). It is based on the isotropic squirt 

flow theory of Chapman (2001) and Chapman et al. (2002) and 

incorporates a set of aligned fractures, thus rendering the fractured 

medium transversely isotropic (hexagonal symmetry). The fractures are 

allowed to be larger than the grain scale size, but their size and spacing 

must remain smaller than the seismic wavelength to fulfil equivalent 

medium theory criteria. 

In the model by Chapman et al. (2002), fluid was exchanged 

between adjacent elements of pore space due to wave-induced pressure 

gradients according to D’Arcy’s law; the mass flow between adjacent 

elements a and b is given by 

 

 ~_�` � )}&�
% �7� 6 7`� , (3.6) 

 

where �` is the fluid mass in element, a, )} is the fluid density, & is the 

permeability, � is the grain size, % is the fluid viscosity and 7� is the 

pressure in the ith element. 

It is assumed that each element is connected to six other elements. 

Since the fractures are larger than the pores they will be connected to 

more elements. It is also assumed that each pore or microcrack is 

connected to at most one fracture, and that the fractures are not 

connected to each other. Chapman (2003) then derived the expressions 

for the expected mass flow out of an individual fracture, microcrack and 

pore as a function of the inclusion pressure and applied stress.  

Chapman (2003) then solved these expressions for the time dependent 

pressure in the individual fractures, microcracks and pores due to an 

applied stress field. 

The elastic constants were calculated using the Eshelby (1957) 

energy interaction approach for a medium with embedded inclusions. 

Using this approach, the stress and strain inside the inclusions were 

calculated using the derived time dependent pressures. 
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The elastic stiffness tensor given by Chapman (2003), ��
�� is of the 

form 

 

 ��
��  �  ��
��}  6  Фu��
��C  – �$��
��>  – ����
��J  , (3.7) 

 

where Фu is the porosity, �$ is the microcrack density, �� is the fracture 

density, ��
��}  is the isotropic stiffness tensor, ��
��C  is the contribution 

from pores, ��
��>  is the contribution from microcracks and ��
��J  is the 

contribution from fractures. 

These corrections are functions of the Lamé parameters, the fluid 

and fracture properties, frequency and time-scale factors �� and �� 

which are the squirt flow time of the microcracks and fractures, 

respectively. Fluid flow in the model occurs on two scales, the grain 

scale (associated with the microcracks and pores) and the fracture scale. 

The relaxation time associated with the grain scale is related to the 

squirt-flow frequency (��) while the flow associated with the fractures 

results in a lower characteristic frequency or time-scale constant (��) 

related to the size of the fractures. The time scales ��  
and �� are 

themselves related through 

 

 �� � �
� �� , (3.8) 

 

where �� is the fracture radius and � is the grain size. 

 

The parameter �� is given by 

 

 �� � ;]%�1 H �$�
*$&�;C  , (3.9) 

 

where ;] is the volume of individual cracks, ;C is the number of 

connections to other elements of pore space, �$ = ��
�� , the inverse of 
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crack space compressibility,  � is the fluid bulk modulus, *$= 
��[

�>�C{]�� , the 

critical stress, ! is the aspect ratio of the cracks and " is Poisson’s ratio. 

The model of Chapman (2003) is limited to a dilute concentrations 

of fractures, and therefore to a low porosity, because it uses the energy 

interaction approach of Eshelby (1957). To make Chapman’s (2003) 

model more applicable to real data, it was adapted by Chapman et al. 

(2003) by introducing the Lamé parameters '�and (�which were derived 

from the density ()) and measured velocities, V�� and V��, of the rock. The 

model also required a ��
��} �Λ, M� term, to be defined such that the 

fracture and pore corrections to velocities are applied at a specific 

frequency (�}). This allows the model to be directly calibrated against the 

Lamé parameters taken from laboratory velocity measurements on rock 

samples. Subsequently, we have 

 

 Λ � '� H Φ$,u�'�, (�, �}� , (3.10) 

 

 M � (� H Φ$,u�'�, (�, �}� , (3.11) 

 

where Φ$,u is an elastic tensor correction term that is proportional to �$ 
and Φu 

 

with, 

 

 '� � )�V���> 6 2(� , (3.12) 

 

 (� � )�V���> , (3.13) 

 

Equation (3.5) is now written as 

 

 ��
���+� �  ��
��} �Λ, M, +�– Фu��
��C �'�, (�, +� 
– �$��
��> �'�, (�, +�– ����
��J �'�, (�, +� , (3.14) 
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In this form the corrections for pores, microcracks and fractures which 

describe the frequency dependence and anisotropy of a material can be 

obtained from laboratory measurements on the rock (Maultzsch et al. 

2003). Chapman et al. (2003) also showed that the model can be 

simplified further by setting the microcrack density (�$) 
to zero in cases 

of high porosity. In this case, it is assumed that the microcrack porosity 

is much smaller than the equant porosity of the rock, which holds true 

for most sedimentary reservoir rocks. 

 

 

 

3.4 Model calibration. 

 

With the reduction in the number of parameters required for the model, 

only the microcrack relaxation �� from equation 3.7 requires fitting to 

the model. �� is calibrated using the laboratory measured P- and S-wave 

velocity data and other measured quantities such as the fracture density 

using X-Ray CT scanning and porosity and permeability using standard 

techniques (see Chapter 4). The relaxation time for the fractures, �� is 

then calculated using equation 3.6. 

 

 

3.5 Model predictions. 

 

Important aspects of the model are reviewed in the following section 

using a series of synthetic examples with input parameters given in 

Table 3.1. In the absence of fractures, the model of Chapman (2003) 

reduces to the squirt flow model of Chapman et al. (2002). 
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Table 3.1: Rock and fluid parameters used to produce model 

predictions. 

 

Figure 3.1 shows the model predictions in the absence of fractures. It 

can be seen that both P- & S-wave velocity dispersion and attenuation 

are expected in the megahertz frequency range due to microcrack fluid 

interactions. This dispersion and attenuation is related to the timescale 

parameter �� and is the traditional squirt flow frequency as predicted by 

Mavko and Jizba (1991). 

 

If a set of fractures are introduced into the rock, is it rendered 

anisotropic (or transversely isotropic). In this anisotropic case, three 

waves can exist: a P-wave and two S-waves. One pure- and one quasi 

shear wave are polarized parallel (S1) and perpendicular (S2) to the 

fracture strike direction. Figure 3.2 shows the model result for wave 

propagation through a rock at 30° to the fracture normal using the 

fracture properties shown in Table 3.1. It can be seen that the P- and S2-

waves show strong anisotropic velocity dispersion and attenuation in the 

kilohertz frequency range related to the fracture timescale parameter, 

��, in addition to the microcrack dispersion at higher frequencies. The 

P-wave velocity, V� 

S-wave velocity, V� 

Observation frequency, �} 

Bulk density of water saturated rock,  ) 

Rock porosity, Φu 

Pore fluid bulk modulus (water), &� �`_\[ 

Microcrack density, �$ 
Fracture density,  �� 
Fracture radius, � 
Fracture aspect ratio, ! 
Microcrack time scale parameter, ��  

4000 m/s 

2750 m/s 

50 Hz 

2800 kgm-3 

20% 

2.2 GPa 

0.01 

0.02 

50 mm 

0.01  

8 x 10-9 s 
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S1-wave polarized parallel to the fracture shows no dispersion due to 

the fractures. 

 

 

 

Figure 3.1: Velocity dispersion and associated attenuation for P-waves 

(a,b) and S-waves (c,d) due to grain scale microcracks (no fractures). 

 

It can be seen that shear-wave splitting (SWS) is sensitive to 

frequency in Figure 3.2. Shear-wave splitting is defined by 

 

 SWS �%� �  100 k ��1 6 �2�
�1  , (3.15) 

 

Since �� depends on fracture size, and SWS depends on frequency 

for a single fracture size, the model predicts that SWS will be sensitive to 
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both fracture size and frequency (Figure 3.3). This sensitivity of SWS to 

fracture size and frequency has been demonstrated by Maultzsch et al. 

(2003) using VSP data. 

 

 

 

Figure 3.2: Velocity dispersion and associated attenuation for P-waves 

(a,b) and S-waves (c,d) due to microcracks and aligned meso-scale 

fractures at 30° to the fracture normal. 
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Figure 3.3: Shear-wave splitting as a function of frequency and fracture 

radius at 30° to the fracture normal. 

 

Theoretical predictions of SWS and its relationship to fluid viscosity are 

shown in Figure 3.4. They show that SWS can be sensitive to fluid 

viscosity at a single frequency. This effect is caused by the fluid mobility 

parameter: the ratio of permeability to fluid viscosity. This sensitivity is 

of interest for oil/water discrimination based on fluid viscosity 

differences and could be detected using mode converted S-waves at 

typical, non-normal seismic incidence angles (30 - 45°). 

 



Chapter 3: Theory of frequency-dependent seismic anisotropy. 

 

48 

 

 

 

Figure 3.4: Shear-wave splitting at 50 Hz and at 30° to the fracture 

normal as a function of fluid viscosity. 

 

The angular variations of P- and both S-wave velocity and 

attenuations are shown in Figures 3.5a and 3.5b, respectively. P-waves 

have a cosine 2θ azimuthal variation at 50 Hz. At higher frequencies 

(above 1 kHz), P-wave velocity has a cosine 4θ angular variance, shown 

in Figure 3.6a for a frequency of 750 kHz, the frequency at which our 

laboratory measurements are taken (Chapter 4). At higher frequencies it 

is not only the P-wave that is affected but also the S-waves. At angles 

between 0° and 45° to the fracture normal at 750 kHz it can be seen 

that the S2-wave can be faster than the S1-wave (Figure 3.6a). However, 

at 50 Hz the S1-wave is always greater than or equal to the S2-wave 

velocity (Figure 3.5a).  

Attenuation due to the fractures also shows azimuthal dependence 

for P- and S2-waves relative to the fracture normal for both frequencies 

(Figures 3.5b and 3.6b). However, the S1-wave shows no attenuation at 

any azimuth with the presence of fractures for both frequencies. The 

theoretical results predict that at 750 kHz, attenuation will be larger 

than at 50 Hz for the P- and S2-waves. 
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Figure 3.5: Azimuthal variations of velocity (a) and attenuation (b) 

relative to the fracture normal direction at 50 Hz. 
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Figure 3.6: Azimuthal variations of velocity relative to the fracture 

normal direction at 750 kHz. 
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3.6 Conclusions. 

 

Modelling of seismic anisotropy due to fractures is typically carried out 

with the models of Hudson (1981) and Thomsen (1995). Both these 

models give seismic anisotropy that is independent of frequency. The 

Hudson model represents the high frequency limit, where fluid is not 

able to flow between the fractures and the equant porosity of the rock. 

The model of Thomsen (1995) represents the low frequency limit, where 

fluid is able to flow between the fractures and the equant porosity. It 

was demonstrated by Rathore et al. (1995) that the fluid flow between 

the fractures and equant porosity was indeed an important aspect to 

consider, validating water saturated predictions of the Thomsen model 

in preference to the Hudson model. 

Because neither of these models are frequency independent, shear-

wave splitting remains the same at all frequencies for a particular rock. 

The theory of frequency-dependent seismic anisotropy in porous 

fractured rocks by Chapman (2003) predicts that anisotropic velocities 

and attenuation and in-particular, shear-wave splitting SWS can depend 

on fracture size, measurement frequency and fluid mobility. The model 

has the advantage that it agrees with the Biot-Gassmann theory in the 

absence of fractures, and with the Hudson model, and Thomsen model, 

in the high and low frequency limits, respectively. The model also has 

ease of calibration, with only one parameter, the microcrack relaxation 

time that requires fitting. Some evidence for the validity of the concept 

of frequency-dependent shear-wave splitting was provided by Maultzsch 

et al. (2003). Despite this it would be desirable to validate further 

aspects of the Chapman (2003) model so it’s applicability to fractured 

reservoirs can be determined. The most sensible approach to do this 

requires laboratory experiments using rocks with controlled fracture 

geometries. To date, the only known example  was the ultrasonic 

measurements of Rathore et al. (1995)  on dry and water saturated, 

epoxy cemented rocks. 

  



Chapter 3: Theory of frequency-dependent seismic anisotropy. 

 

52 

 

 



Chapter 4: Ultrasonic Experiments I (CNPC rocks). 

53 

 

 

 

Chapter 4 

4 Ultrasonic Experiments I (CNPC rocks). 

 

Ultrasonic Experiments I (CNPC rocks). 

 

 

This chapter forms an expanded version of the published paper in 

Appendix B: 

 

Tillotson P., Chapman M., Best A. I., Sothcott J., McCann C., Shangxu W. 

and Li X. Y. 2011. Observations of fluid-dependent shear-wave splitting 

in synthetic porous rocks with aligned penny-shaped fractures. 

Geophysical Prospecting 59, 111-119, doi: 10.1111/j.1365-

2478.2010.00903.x. 

 

Summary: This chapter describes the first set of laboratory experiments 

carried out at the National Oceanography, Southampton for my thesis. 

The purpose of the experiments was to obtain accurate measurements 

of P- and S-wave velocity and attenuation using the ultrasonic pulse-echo 

system on a set of synthetic, porous, fractured rocks provided by the 

China National Petroleum Corporation. The results were compared to 

aspects of the Chapman (2003). Although the wavelength to fracture 

size ratio infringed on the scattering regime in these experiments 

(values of less than 10 are considered to fall below the effective medium 

regime), there were nevertheless a number of important correlations 

with the theory. Notably, for wave propagation at 90° to the fracture 

normal, the observed values of shear-wave splitting of about 2% were 

one hundred times the fracture density (measured from image analysis 

of X-ray CT data) as predicted by theory. Moreover, the theory predicts 
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the observed angular variations of shear-wave splitting due to pore fluid 

viscosity changes. 
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4.1 Introduction. 

 

A series of laboratory experiments were designed to analyse the seismic 

properties of a block of synthetic rock containing discrete aligned penny 

shaped voids manufactured by the Chinese National Petroleum 

Corporation’s Key Laboratory. The manufacturing method was not know, 

so tools such as X-ray diffraction analysis, X-ray CT scanning and SEM 

imaging were used to characterise the physical properties of the 

synthetic rock.  

The ultrasonic pulse-echo system was used to measure the seismic 

rock properties, namely P- & S-wave velocity (± 0.3%) and attenuation (± 

20 dB/cm) for air dry, water and glycerin saturated samples up to an 

effective pressure (effective pressure = confining pressure – pore fluid 

pressure) of 60 MPa. The pore fluid pressure was kept at 5 MPa. Of 

particular use for this study was the ability to rotate the polarisation of 

the shear-wave transducer through 360° while maintaining the sample 

under elevated pressure. This allowed direct observations of shear-wave 

splitting associated with aligned fractures. Another advantage of the 

high pressures used and the pulse-echo geometry is that they ensure 

each sample has consistent coupling between the transducers, buffer 

rods and rock sample interfaces. This makes it a particularly reliable 

system for measuring attenuation as well as velocity. 

Previous laboratory measurements on synthetic fractured rocks 

(e.g. Rathore et al. 1995) lacked sufficient accuracy for complete velocity 

and attenuation analysis and crucially lacked measurements with 

different pore fluid viscosities that can be used to validate theoretical 

models that predict the sensitivity of shear-wave anisotropy to viscosity 

in fractured rocks (e.g. Chapman 2003). The CNPC rocks in combination 

with the NOCS ultrasonic pulse-echo system offered an opportunity to 

address these issues. 

The main drawback of the pulse-echo system for anisotropy studies 

is that it can only measure wave propagation in one direction through 

each sample. For this reason the large block was cored in three 

directions (0°, 45° and 90° to the fracture normal) into small cylinders 
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(50 mm diameter, 20-30 mm length) to fit into the system. The success 

of the method therefore relied on the uniformity of the manufactured 

CNPC rocks. In practice, signal scattering from the relatively large 

fractures compared to the ultrasonic wavelength was such a problem 

that no useful data were recorded in the 0° sample. The data from the 

45° and 90° samples were affected by scattering, so could not be 

considered to be representative of long-wavelength equivalent 

behaviour. This also meant that some input parameters (that would 

otherwise have been obtained from the 0° sample) for the Chapman 

model had to be estimated. Surprisingly, despite these drawbacks, some 

interesting observations were made that reinforce some theoretical 

predictions, even in the presence of strong scattering. Hence, the 

laboratory results may be expected to apply reasonably well to lower 

frequency, seismic datasets too. 

 

 

4.2 Ultrasonic pulse-echo system overview. 

 

Elastic wave properties; P- (compressional) and S- (shear) wave velocity 

and attenuation, were measured using the pulse-echo technique 

originally described by Winkler and Plona (1982) and implemented by 

McCann and Sothcott (1992). A full description of the system and its 

calibration can be found in Best (1992), however, a brief description is 

given here. 

In the pulse-echo system these elastic properties are measured on 

pulses reflected from the top and bottom of a rock sample sandwiched 

between two Perspex (Lucite) buffer rods. The system offers significant 

improvements in accuracy and repeatability over transmission 

measurements, particularly for attenuation. For example, amplitude 

measurements are independent of any changes in the thickness of 

couplant between the transducer and buffer rod, or changes in coupling 

between the rock and buffer rods, a common problem with transmission 

measurements that require two separate experiments (one on the rock 

and another on a calibration material).  
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The main drawback of the pulse-echo system for seismic anisotropy 

studies is that it measures velocity and attenuation in a single direction 

only. For transverse isotropic materials such as the synthetically 

fractured rock samples studied here, measurements on three different 

cylindrical plugs (e.g. with waves propagating at 0°, 45° and 90° to the 

fracture normal) are required to characterise the anisotropic tensor. 

Hence, for a valid characterisation of anisotropy, all three samples must 

have identical rock properties, including fracture size and distribution, 

so that the measurements can be considered to come from one material 

as a function of different wave propagation directions only. 

A P- or S-wave transducer (see Figure 4.1) was used to transmit a 

broadband pulse through the buffer rod and record the reflected pulses 

from the top and bottom sample interfaces (ray paths A and B; Figure 

4.1). A S-wave transducer was installed in the upper, rotatable 

transducer assembly, while a P-wave transducer was installed in the 

lower transducer assembly. The broadband pulses were recorded using 

a digital storage oscilloscope/PC at effective pressures of 10, 20, 30, 

40, 50 and 60 MPa. The entire system was allowed to equilibrate for at 

least 30 minutes between pressure changes. The laboratory temperature 

and relative humidity were maintained at 20°C and 55% respectively 

using an air conditioner unit. 
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Figure 4.1: Cross-section through the ultrasonic pulse-echo system. 

 

The whole system comprises a steel transducer housing, buffer 

rods and rock sample enclosed by a rubber jacket inside a hydraulic, 

Hoek-type, pressure cell mounted in a load frame (Figure 4.2). Pore fluid 

saturation is controlled through a pore fluid inlet at the base of the 

pressure cell, which connects to the base of the sample through the 

lower buffer rod, and is typically kept at 5 MPa. The hydrostatic 

confining pressure can be elevated up to 65 MPa. Hence, effective 

pressures up to 60 MPa can be achieved (effective pressure = confining 

pressure – pore fluid pressure). 
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Figure 4.2: The ultrasonic pulse-echo system when installed inside the 

Hoek high pressure cell and steel load frame. 

 

 

4.3 Ultrasonic transducers. 

 

A Panametrics type V102 P-wave transducer and a custom made 

Panametrics type V1540 S-wave transducer, both of nominal frequency 1 

MHz, were used to generate ultrasonic pulses. The P-wave transducer 

was coupled to the lower buffer rod using Ultragel couplant, a 

commercially available, water based gel. The S-wave transducer was 

coupled using commercially available, shear-wave couplant with the 

consistency and appearance of black treacle; its viscosity is such that it 

behaves like a solid at high frequencies. 

The S-wave transducer had two semi-circular crystals polarised at 

right angles to each other. However, in these experiments only one half 

was used to transmit and receive S-wave signals. The transducer 
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housing was designed to allow the S-wave transducer to be rotated on a 

thin film of shear-wave couplant while under confining pressure (Figure 

4.3).  

 

 

 

Figure 4.3: Shear-wave transducer housing. The design allows the 

transducer to be rotated for the measurement of azimuthal S-wave 

anisotropy under elevated pressures. 

 

The transducer is held against the buffer rod using a spring inside the 

housing and rotated manually using a thin metal bar inserted into pin 

holes in a metal ring at the top of the housing. The system was 

designed so that it only fitted together one way for consistent azimuth 

angles relative to transducer orientation between experiments. 

Consistent re-assembly of the transducer housing was important 

because repeated rotation of the transducer eventually caused the 

coupling to degrade and then fail, thus affecting the signal to noise 

ratio. For this reason the transducer assembly was cleaned and S-wave 

couplant was reapplied after each experiment. 

 

 

 

 



Chapter 4: Ultrasonic Experiments I (CNPC rocks). 

 

61 

 

4.4 Pulse generator. 

 

An Avtech AVR-1-PW-C-P pulse generator was used to provide broadband 

pulses with frequency content between 500 to 1500 kHz. Spectral 

analysis was used to calculate phase velocity and attenuation within this 

frequency range. A typical broadband pulse is shown in Figure 4.4a and 

the top and base reflections spectral content in Figures 4.4b and 4.4c, 

respectively. The first pulse is from the top of the rock and buffer rod 

interface, and the second (phase reversed) from the base of the rock 

sample and buffer rod interface. The spectral content of an actual rock 

sample in Figures 4.4b and 4.4c shows the amplitude is spread broadly 

between frequencies of 200 and 1200 kHz for both the top reflection 

and base reflection. 

The pulses were viewed using a LeCroy digital storage oscilloscope 

and stacked between 500 and 1000 times to improve the signal to noise 

ratio. The signals were then saved as binary files on either a floppy 3.5” 

disk or via a direct data connection to a PC. Conversion of the binary 

files to ASCII was done using the ScopeExplorer software provided by 

LeCroy. 
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Figure 4.4: Example pulse-echo waveforms using a broadband frequency 

pulse (a). A and B refer to the ray travel paths shown in Figure 4.1. The 

red boxes in 4.4a indicate the windows for each wavelet required for 

Fourier analysis. The spectral content of top and base reflections are 

shown in (b) and (c), respectively. 
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4.5 Diffraction corrections. 

 

The phase and amplitude of waveforms transmitted by the transducers 

require corrections for diffraction effects as a result of interference 

between energy transmitted from different points on the transducer face 

(Huygen’s principle). The diffraction corrections are related to path 

length, the frequency and diameter of the transducer. The resulting 

phase changes lead to an apparent decrease in travel-time, thus giving 

rise to a higher than expected sample velocity. Diffraction effects also 

lead to higher apparent attenuations than the true values. Papadakis 

(1972) formulated P-wave phase and attenuation corrections for a finite 

circular broadband transducer. These were tabulated by Benson and 

Kiyohara (1974) and graphed by Papadakis et al. (1973).  

The corrections are computed in terms of a normalised distance, �, 

from the transducer using, 

 

 � � �'
!_> �  �V

!_>� , (4.1) 

 

where, � is the distance from the source (m), ' is the wavelength (m), !_ 
is the transducer radius (m), V is the velocity of the wave (m/s) and � is 

the frequency (Hz). 

 

Although the Benson & Kiyohara (1974) diffraction corrections 

strictly relate to P-waves radiating into an infinite medium, the same 

corrections were applied for S-waves because there are no published 

diffraction correction for them. However, Klimentos and McCann (1990) 

showed that these diffraction corrections were reliable for both P- and S-

waves. Further work by McCann and Sothcott (1992) and Best (1992) 

using aluminium and brass materials showed P-wave diffraction 

corrections gave good predictions for S-wave corrections and that 

velocity could be measured to an accuracy of ± 0.3% and attenuation to 

± 0.1 dB/cm for single head transducers and ± 0.2 dB/cm for dual head 

transducers.  
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The dual S-wave transducer is split into two semicircular halves, 

one polarized orthogonally to the other, with an effective radius of each 

half of 0.89 cm. Since this radius is smaller than for the circular P-wave 

transducer (1.27 cm) it results in a larger normalised distance, S and 

larger diffraction corrections.  

 

 

4.6 Calculation of phase velocity. 

 

The phase velocity of the rock, an initial estimate of which is needed to 

calculate the diffraction corrections, is calculated using, 

 

 V�/���� � 2Z�
q	z 6  �z���2n� 6 12�r 6 q	� 6 �����2n� r , 

(4.2) 

 

where, V�/���� is the P- or S-wave velocity (m/s) at frequency, �, Z� is the 

length of the rock sample (m), 	� is the window start time for pulse A, 	z 

is the window start time for pulse B, ����� is the Fourier phase angle 

spectrum for pulse A (radians), at frequency, � and �z��� is the Fourier 

phase angle spectrum for pulse B. The term 
C

>� is included to correct the 

base reflection for the 180° phase change. 

 

For each frequency, the corrected travel time, 	$�[[��� is given by 

 

 	$�[[��� �  	�\`b��� H  �	��� , (4.3) 

 

where, 	�\`b���
 
is the measured difference in travel time between the top 

and base reflections (s) and �	��� is the diffraction correction given by 

 

 �	��� �  ������ 6 ������
2n�  , (4.4) 
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where, ������ is the phase lag of the base reflection at normalised 

distance �z (radians) at frequency, � and ������ is the phase lag of the 

top reflection at normalised distance ��. 

 

It is important that the length of the samples is accurately 

calculated for accurate velocity and attenuation results. This was 

achieved by grinding the top and bottom faces of the rock samples 

parallel to an accuracy of ± 0.005 mm, then taking a mean of seven 

length measurements in a regular pattern around the sample using a 

digital micrometer accurate to 1µm at room temperature and pressure. 

 

 

4.7 Calculation of intrinsic attenuation coefficient. 

 

The intrinsic attenuation coefficient is defined as the loss of amplitude 

per unit distance or the fractional loss of energy per wavelength. It is 

calculated according to: 

 

 #��� �  8.686
2Z� ln �q/����

/z���r �1 6 �>����� , (4.5) 

 

where #��� is the attenuation coefficient (dB/cm) at frequency, f, /���� is 

the Fourier amplitude spectrum of the top reflection and /z��� is the 

Fourier amplitude spectrum of base reflection. ���� is the reflection 

coefficient given by the Zoeppritz’s (1919) equations for waves at 

normal incidence which reduce to (Mavko et al. 1998): 

 

 ���� �  )�V����  6  ) V ���
)�V����  H  ) V ��� , (4.6) 

 

where ) is bulk density and the subscripts � and ¡ refer to the rock 

sample and Perspex buffer rods, respectively.  
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Quality factor, Q, is defined (valid for Q > 10) by 

 

 Q��� �  n�
V� �⁄ ���#��� , (4.7) 

 

Amplitude changes caused by diffraction effects as a function of the 

normalised distance from the transducer face are listed in the Benson 

and Kiyohara (1974) tabulated data and are calculated from; 

 

 �#��� �  #����� 6  #�����
2Z�  , (4.8) 

 

where �#��� is the attenuation diffraction correction (dB/cm) at 

frequency, �, #����� is the diffraction loss (dB) for the base reflection at 

normalised distance �z���,  for base reflection and #����� is the 

diffraction loss (dB) for the top reflection at normalised distance �����.  
 

The corrected attenuation, #$�[[��� is therefore calculated using, 

 

 #$�[[��� �  #�\`b��� H  �#��� , (4.9) 

 

where #�\`b��� is the measured attenuation coefficient (dB/cm). 

 

 

4.8 Phase or group velocity. 

 

A question that arises is whether at 45° to the fracture normal, phase or 

group velocity is measured using the pulse-echo system. Dellinger and 

Vernik (1994) modelled propagation of P- and S-waves through an 

anisotropic medium. They considered the wavefronts to have a finite 

width when using an ultrasonic transducer with a radius between 6 – 10 

mm. If the wavefront is travelling parallel or perpendicular to the 

fracture normal, a true phase velocity is measured. At 45° to the fracture 

normal, the wavefront can suffer a lateral translation dependent on the 
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degree of anisotropy and propagation distance through the sample. If 

this translation is larger than the radius of the receiving transducer then 

a group velocity, not phase velocity, is measured. The lateral translation 

for P and SV-waves is given by, 

 

¢ � £ 5R¤�¥}�¦{R¤�}�¦8
>R§�D¨�¦ k 5R©ª�¥}�¦«R©ª�}�¦8{>R§�D¨�¦

�R¤�¥}�¦«R¤�}�¦�«�R©ª�¥}�¦«R©ª�}�¦�{DR§�D¨�¦ ,  (4.10) 

 

and the lateral translation for SH-waves given by,  

 

 ¢ � £ V�S�90�> 6 V�S�0�>
2V�S�45�>  , (4.11) 

 

The parameter, ¢ is the total lateral displacement (m), £ is the core 

height/length (m), V��¬� is the P-wave velocity at angle ¬ from the 

fracture normal (degrees), V�R�¬�  is the SV or S2 -wave velocity at angle 

¬ from the fracture normal (degrees), V­�¬� is V��¬� or V�R�¬� depending 

on wave under consideration, and V�S�¬� is SH or S1-wave velocity at 

angle ¬ from the fracture normal (degrees). 

 

The maximum lateral translation was calculated to be 0.31 mm for 

P-waves at 50 MPa (less than 10% of the radius of the receiving 

transducer in our experimental setup). Since S-waves suffer lower lateral 

translations than P-waves from equation 4.11, all wavefronts therefore 

have a lateral translation an order of magnitude less than the radius of 

the receiving transducer. This confirms that pulses travelling through 

the rock sample to the base buffer rod rock interface are reflecting from 

the base of the rock and not translated past the base of the rock onto 

the side of the rock. The conclusion from the calculation confirms phase 

velocity is measured at 45°. 
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4.9 Technique for measuring anisotropy. 

 

P-wave anisotropy was measured using different samples with different 

fracture orientations. This was successfully measured in the samples 

with fractures orientated at 90° and 45° to the fracture normal. The 

sample with 0° fractures was too highly attenuating for meaningful 

results.  

S-wave anisotropy was measured by rotating the S-wave transducer 

to measure the maximum and minimum travel-times in the sample with 

fractures orientated at 90° to the fracture normal (see Best et al. 2007 

for anisotropic measurement procedure) and calculated using equation 

3.13. In this case the minimum travel-time represents the S1 (fast) 

shear-wave polarized parallel to the fractures, and the maximum travel-

time the S2 (slow) shear-wave polarized perpendicular to the fractures.  

In the sample with fractures orientated at 45° to the fracture 

normal the velocity difference between the S1 and S2 wave will not be as 

obvious (since the S2 wave can theoretically be faster e.g. Figure 3.6). 

To ensure the S1 and S2 were correctly measured in the 45° sample the 

polarization of the shear-wave transducer was lined up parallel with the 

fracture strike to measure the S1-wave, and perpendicular to the fracture 

strike to measure the S2-wave. This removed any ambiguity in the S-

wave polarization direction.  

The error associated with the shear-wave splitting measurement 

was calculated by combining the errors of each velocity measurement 

involved in the calculation of shear-wave splitting (Equation 3.13). Since 

the error in velocity measurement is ±0.3%, the shear-wave splitting 

error is 0.3% + 0.3% + 0.3% = 0.9%. The largest measured shear-wave 

splitting is 2.39% (Figure 4.20b), therefore the largest error is 0.9% of 

2.39 giving ± 0.02%. This is the error associated with the shear-wave 

splitting measurements in this experiment using the pulse-echo system. 

Since this value represents the worst case scenario, it is used as an error 

for all other shear-wave splitting measurements for the experiments 

reported below. 
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4.10 China National Petroleum Corporation sample description. 

 

A block of a novel synthetic porous rock with aligned penny-shaped 

voids (fractures) was provided by the Chinese National Petroleum 

Corporation’s (CNPC) Key Laboratory for experimental investigation 

using the pulse-echo system. The block was cored into three plugs of 

diameter 50 mm and length 20-30 mm (Figure 4.5) using a diamond 

corer and water flush. 

 

 

 

Figure 4.5: Synthetic rock samples (diameter 50 mm) cored at 90° (left), 

45° (centre) and 0° (right) to the fracture normal from the same block. 

 

The plugs were subjected to the standard methods: helium porosimetry 

(porosity and density), nitrogen permeametry (Klinkenberg corrected 

permeability), X-ray diffraction analysis (mineral composition; carried 

out by Ross Williams at the National Oceanography Centre, 

Southampton), X-ray CT scanning (size, density and distribution of the 

fractures) and SEM imaging (grain size/sorting and close up images of 

the fractures). These properties are listed in Table 4.1. 
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Parameter Units Value 

Rock properties   
aEquant porosity, φ

p
 % 29  

aGrain density, ρ
g
 kg.m-3 3576 

bGrain mineralogy - Sodium Aluminium 

Oxide 
cMean grain radius, 
ζ 

µm 20 

dPermeability mD [ 1 mD = 1 x 10-15 

m2] 

25 

eFracture 

properties 

  

Fracture density, �� - 0.0201 ± 0.0068 

Fracture radius mm 1.8 ± 0.19 

Fracture aspect 

ratio, r 

- 0.01 

Microcrack density, 
ε

c
  

(see Chapman et al. 

2003) 

0 

fFluid properties   

Water density kg.m-3 998.2 

Water bulk 

modulus 

GPa 2.19 

Water viscosity cP [1 cP = 1 x 10-3 Pa.s] 1 

Glycerin density kg.m-3 1225 
gGlycerin bulk 

modulus 
GPa 4.40 

hGlycerin viscosity cP 100 

 
aHelium porosimetry,  bXRD, cSEM estimate,  dNitrogen permeametry, eX-ray CT image analysis, ffrom 

Kaye & Laby, gMeasured on sample from identical block without fractures, gMeasured in a special cell 

using P-wave velocity, hMeasured using a viscometer 

 

Table 4.1: Petrophysical and fracture properties. 

 

 

4.11 X-ray CT scanning for fracture density determination. 

 

High resolution X-ray CT scanning can be an effective tool for analysing 

internal properties of material and has been used by the medical 

industry for many years. Newer portable X-ray CT scanning devices allow 

scanning on small scale at a fast and reasonable cost. To get an internal 
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image of the CNPC rocks they were X-ray CT scanned using an X-TEK 

Benchtop CT 160Xi scanner (Figure 4.6) located in the School of 

Engineering Sciences at the University of Southampton. 

 

 

 

Figure 4.6: X-TEK Benchtop CT 160Xi scanner with sample inside. 

 

The small scanner has a resolution of about 50 µm and is ideal for 

locating and quantifying the penny shaped voids within the CNPC rock 

samples. Image analysis of the scan data was carried out using VGStudio 

MAX software by Volume Graphics. 

Two types of images were obtained: single slices (Figure 4.7), and a 

3D volume (Figure 4.8). The 3D volume was particularly useful for 

determining the fracture density since it allowed the number of fractures 

within a plug to be counted within an estimated error or ± 1. To 

calculate the radius of the samples 20 identified fractures were 

measured and a mean average found. Fracture density was then 

calculated using equation 2.10 and found to be 0.0201 ± 0.0068. The 

error was calculated using the law of combinations of errors (Barlow 

1989). 
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Figure 4.7: X-ray CT scan image slice through the CNPC rock. It shows 

the cross sectional distribution and variation in the penny shaped 

fractures. Hairline fractures can be seen between some of the penny 

shaped fractures. 

 

 

 

Figure 4.8: 3D volume image from CT scan. It shows the position of the 

fractures in the vertically fractured plug. This allowed an accurate 

calculation of the fracture density to be made. 

 

 

4.12 Scanning Electron Microscope (SEM) imaging. 

 

SEM imaging provides a useful tool for imaging the fine surface 

structure of a rock. For this work it was used to determine the average 

size of the grains and to view more closely the shape of the penny 

shaped fractures within the CNPC samples. Imaging was acquired using 

a Hitachi TM-1000 Tabletop Microscope and corresponding software. An 

example of an image used for analysis can be seen in Figure 4.9. It 
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shows that the synthetic rock is fine grained with an average grain 

diameter of around 20 µm. The image also shows that the fractures have 

some kind of detritus material in them. This is presumably from the 

manufacturing process to create the penny shaped fractures. 

 

 

 

Figure 4.9: SEM image example showing grain size variation and 

material within the penny shaped void. Note scale bar is 100 µm in the 

bottom left hand corner. 

 

4.13 Technique for saturating samples. 

 

Samples were measured air, water (1 cPoise) and glycerine saturated 

(100 cPoise). Viscosities were measured using standard viscometer 

techniques. The air saturated samples were held in a vacuum desiccator 

suspended over a saturated salt solution providing a repeatable relative 

humidity of 55%. 

Samples were saturated with either water or glycerin using a 

method devised by Jeremy Sothcott. The method ensured as complete 

saturation as possible throughout the sample. Firstly a sample is 

evacuated to 10-3 Pa by a diffusion pump and then immersed in de-

gassed distilled de-ionised water or glycerin while still under a vacuum. 

The water or glycerine pressure is then raised to 7 MPa and the sample 

is left overnight and finally stored in a jar totally filled with water or 

glycerin. 
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4.14 Laboratory results. 

 

Measurements are presented for P- and S-wave velocity on two samples 

taken at 50 MPa (to reduce any effects caused by the hairline fractures 

seen in Figure 4.7) saturated with water or glycerin. The two samples 

have fractures orientated at 90° and 45° to the fracture normal. A third 

sample with fractures orientated at 0° to the fracture normal was too 

highly attenuating to get meaningful results. 

Measurements of attenuation are only presented for P- and S-waves 

from the 90° sample. Without the full elastic tensor (i.e. no 

measurements in the 0° sample) it is not possible to correct for the 

anisotropic reflection coefficient for measurements in the 45° sample 

used to calculate attenuations (see Appendix A for a discussion of the 

anisotropic reflection coefficient). However, calculations of velocity 

remain valid as they are based on travel-time differences. 

 In particular, the shear-wave splitting observations showed good 

agreement with theory and will be the main focus of the results. 

 

 

4.14.1 Fractured rock P-wave velocity anisotropy. 

 

Measurements of P-wave velocity on the samples with fractures 

orientated at 45° and 90° to the fracture normal and at 50 MPa show that 

levels of dispersion are generally low. Changing the fracture azimuth 

from 90° to 45o is seen to reduce velocity by 49 m/s when water 

saturated (Figure 4.10a), and 43 m/s when saturated with glycerin 

(Figure 4.10b). P-wave velocity dependence on viscosity is seen to be 

high from the laboratory measurements. For example at 90° to the 

fracture normal, an increase of 227 m/s at 750 kHz is measured, while 

at 45° to the fracture normal, an increase of 233 m/s at 750 kHz is 

measured when the samples are saturated with glycerin compared to 

when they are saturated with water. 

 



Chapter 4: Ultrasonic Experiments I (CNPC rocks). 

 

75 

 

 

 

 

 

 

 

Figure 4.10: P-wave velocity versus measurement frequency in the 90° 

and 45° samples when saturated with (a) water and (b) glycerin. 
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4.14.2 Fractured rock P-wave attenuation. 

 

Attenuation in the 90° sample for both water and glycerine saturated 

show almost identical trends and magnitudes (Figure 4.11). They both 

rise from Q-1 of 0.02 (Q = 50) at 500 kHz, and flatten off with Q-1 of 

0.035 at 750 kHz up to 1000 kHz. Error bars are set at 10% of the 

measured attenuation value, representing the worst case scenario for 

the error in attenuation measurement. 

 

 

 

Figure 4.11: Water and glycerin saturated attenuation (1/Q) versus 

measurement frequency at 90° to the fracture normal. 

 

 

4.14.3 Fractured rock S-wave velocity anisotropy. 

 

The S-wave pulse reflections from the base of the samples are presented 

in Figure 4.12. For the 90° sample, significant time differences are seen 

between orthogonally polarized S-waves corresponding to inline and 

transverse directions relative to the aligned fractures (e.g., compare 

time shift between peak amplitudes of waveforms). 
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These time delays are approximately the same for both the water 

(Figure 4.12a) and glycerin (Figure 4.12b) saturated cases. However in 

the 45° sample the time delay becomes much smaller for both water and 

glycerin. When water saturated (Figure 4.19c), the waveform for S-wave 

polarization at 0° to the fracture direction arrives at the same time as the 

arrival for 90°. However when the 45° sample is glycerin saturated 

(Figure 4.12d) the waveform for S-wave polarization at 90° to fracture 

direction arrives just before that at 0°. The corresponding S-wave phase 

velocities are also presented in Figures 4.13 and 4.14 for a differential 

pressure of 50 MPa when any undesired fractures are closed leaving only 

the desired penny-shaped voids.  
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Figure 4.12: S-wave pulse reflections from the base of the 90° sample 

saturated with (a) water and (b) glycerin, and from the 45° sample 

saturated with (c) water and (d) glycerin. S-wave polarizations relative to 

fracture direction indicated in legend. 
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Shear-wave splitting (SWS) is expressed as the parameter SWS (%) = 

100 x (S1 - S2)/S1 (equation 3.13), where S1 and S2 are the parallel and 

perpendicular shear-wave velocities relative to the fracture direction, 

respectively. Significant shear-wave splitting of about 2% was observed 

in the 90° sample for both the water saturated (Figure 4.13a) and 

glycerin saturated (Figure 4.13b) cases. However, in the 45° sample the 

magnitude of shear-wave splitting is seen to change with fluid type. 

Shear-wave splitting reduces to 0.00 ± 0.02% in the water saturated 45° 

sample in Figure 4.14a, and is -0.77 ± 0.02% in the glycerin saturated 

45° sample in Figure 4.14b. 
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Figure 4.13: S-wave velocities versus measurement frequency in the 90° 

sample when saturated with (a) water and (b) glycerin. S-wave 

polarizations relative to fracture direction indicated in legend. 
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Figure 4.14: S-wave velocities versus measurement frequency in the 45° 

sample when saturated with (a) water and (b) glycerin. S-wave 

polarizations relative to fracture direction indicated in legend. 
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4.14.4 Fractured rock S-wave attenuation. 

 

Measurements of attenuation when water saturated and at 90° to the 

fracture normal show the magnitude of S2 attenuation is generally 

higher than that of the S1 (Figure 4.15a) with Q-1 for S1 around 0.04 and 

S2 around 0.06 at 750 kHz. When glycerin saturated (Figure 4.15b) that 

magnitudes of attenuation measurements are almost identical to those 

in the water saturated case. 

 

 

 

Figure 4.15: S-wave attenuations (1/Q) versus measurement frequency 

in the 90° sample when saturated with (a) water and (b) glycerin. S-wave 

polarisations relative to fracture direction indicated in legend. 
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4.14.5 Effects of scattering. 

 

Equivalent medium fracture theories such as Chapman (2003) are based 

on the assumption that the fractures are much smaller than the 

wavelength of the sound propagating through the fractured rock 

(Hudson et al. 2001). This limit is satisfied when the wavelength of the 

sound is at least 4 times that of the fracture size and preferably around 

10 times. 

The ultrasonic pulse-echo system was used to measure P- and S-

wave velocity in the 500 – 1000 kHz range. From this the wavelength, 

' ,� is calculated using, 

 

 '�,� � V�,��  , (4.12) 

 

Wavelength to fracture size ratio is therefore calculated using: 

 

 !�	4® � '�,��  , (4.13) 

 

The P-wave velocity to fracture size ratio for both the 90° (Figure 

4.16a) and 45° (Figure 4.16b) are about 2.5 at 500 kHz and reduce to 

about 1.25 at 1000 kHz. The S-wave velocity to fracture size ratio 

results show ratios of between 1.5 and 0.75 in the same frequency 

range. The ratios remain the same for the S1 & S2-waves in both the 90° 

(Figure 4.17a) and 45° (Figure 4.17b) samples. These ratios put the P- & 

S-wave velocity results into the Mie scattering regime (Mavko et al. 

1998). 
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Figure 4.16: P-wave wavelength to fracture size ratio verses 

measurement frequency for water saturated measurements in the 

sample with (a) 90° fractures and (b) 45° fractures to the fracture normal, 

respectively. 
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Figure 4.17: S-wave wavelength to fracture size ratio verses 

measurement frequency for water saturated measurements in the 

sample with (a) 90° fractures and (b) 45° fractures to the fracture normal, 

respectively. S-wave polarizations relative to fracture direction indicated 

in legend. 
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4.15 Comparison with theory. 

 

Following the description of the Chapman (2003) theory in Chapter 3, I 

now apply the theory to suitable laboratory data collected from the 

CNPC rocks. Despite the wavelength criteria for equivalent medium 

theory being violated there are still a number of strong correlations. 

 

 

4.15.1 Chapman (2003) model parameterisation. 

 

Table 4.2 shows the model parameters used to implement the theory of 

Chapman (2003). The only free variable that requires fitting to the data 

is the microcrack relaxation time ��; the fracture relaxation time �� is 

derived from this value through model relationships incorporating the 

known fracture radius �� and grain size � (equation 3.6). Chapman et al. 

(2003) showed that setting the microcrack density �$ to zero is a good 

approximation for most situations of interest, hence only the fracture 

density �� is needed in Table 4.2.  

The value of �� was sought that minimised the misfit between the 

observations and model for the water saturated 45° and 90° samples. 

The misfit was calculated from the combined relative error between the 

measured and modelled velocities at 750 kHz in the 45° and 90° samples 

for P- (compressional), S1- (shear-wave parallel to the fractures) and S2- 

(shear-wave perpendicular to the fractures) waves. This approach 

produced the best overall fitting model without biasing it towards any 

single velocity mode. 

The model was found to be insensitive to fracture aspect ratio 

(thickness/diameter), !, in the range ! < 0.01. This insensitivity comes 

through the calculation of �$ (a parameter in equation 3.7). Values of 

small aspect ratio result in �$ ≪ 1 meaning the resulting elastic 

parameters will be insensitive to ! assuming it is small enough. For 

these experiments, an aspect ratio of 0.1 was measured using the X-ray 

CT scan data at room pressure. However, under pressure, the aspect 
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ratio will be smaller and therefore it is assumed that low aspect ratio 

limit remains valid. 

 

Table 4.2: Model input parameters for the synthetic porous rock. 

 

The combined misfit curve in Figure 4.18 was generated from 

reasonable values of �� based on the grain size; a minimum is clearly 

located at �� = 8 x 10-9 s. In fact, the error curve suggests that the data 

best suit a high-frequency model because the errors are smaller at larger 

values of �� (i.e., higher values of relaxation frequency = 1/��) than at 

lower values of ��. In the high-frequency limit the fluid within the 

fractures become increasingly isolated from the surrounding pore space 

and leads to unrelaxed poro-visco-elastic behaviour. 

The best fitting model velocities are compared to the actual 

measurements at 750 kHz in Figure 4.19. The model velocities match 

well for P-waves, but slightly overestimate the measured S1-wave values 

at 45° (and the duplicated results plotted at 135°), and overestimate the 

S2-wave values at 45° and 135°. Nevertheless, the model and 

experimental results are in reasonable agreement. The fit is acceptable, 

Rock and fluid parameters used in this study 

 

P-wave velocity, V� 

S-wave velocity, V� 

Observation frequency, �} 

Bulk density of water saturated rock,  ) 

Rock porosity, Φu 

Pore fluid bulk modulus (water), &� �`_\[ 

 

Penny-shaped fractures (at 50 MPa) 

Fracture density, �� 

Fracture radius, �� 

Fracture aspect ratio, ! 

 

4475 ± 13 m/s 

2710 ± 8 m/s 

750 kHz 

2829 kgm-3 

29% 

2.19 GPa 

 

 

0.0201 ± 0.0068 

1.8 ± 0.19 mm 

0.01  
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particularly given the deviation of the model parameters from the 

assumptions of equivalent medium theory. 

 

 

 

Figure 4.18: Relative error between predicted and observed ultrasonic 

velocities at 750 kHz in the water saturated 90° and 45° samples as a 

function of microcrack relaxation time ��; note minimum located at �� = 

8 x 10-9 s. 
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Figure 4.19: Results of best fitting model (lines) to the laboratory data 

for water saturated 45°and 90° samples at 750 kHz (squares). Note the 

data at 45° are repeated at 135° on the assumption of perfect symmetry 

in order to complete the characteristic angular dependence curves. 

 

4.15.2 Modelling of fluid-dependent shear-wave splitting. 



Chapter 4: Ultrasonic Experiments I (CNPC rocks). 

 

90 

 

 

An interesting feature of the theoretical model is the prediction of 

viscosity-dependent shear-wave splitting as a function of wave 

propagation incidence angle relative to the fracture normal. For this 

reason, the experiments were designed to discover whether any such 

dependencies could be observed in the synthetic rocks.  

The measurements were repated under glycerin saturation. There 

appears to be a frame stiffening effect which results in higher P- & S-

wave  velocities than predicted by theory, but it is nevertheless 

instructive to compare shear-wave splitting results to the water 

saturated case. 

Experimental observations of shear-wave splitting from Figures 

4.13 and 4.14 are again shown in Figure 4.20, only this time plotted 

against pore fluid viscosity at a single frequency of 750 kHz. Again it is 

seen that, while shear-wave splitting is similar for water and glycerin in 

the 90° sample, shear-wave splitting is zero for water and negative for 

glycerin in the 45° sample.  Note that the experimental errors are 

smaller than the symbols used for the data points. 

Theory predicts that for wave propagation at 90° to the fracture 

normal shear-wave splitting should be unaffected by viscosity and the 

relationship between fracture density and shear-wave splitting holds 

true regardless of viscosity. At 45° to the fracture normal, shear-wave 

splitting theoretically becomes negative due to increasing viscosity since 

the quasi-shear (S2) velocity can be higher than that of the pure-shear 

(S1) at this propagation angle. It is also interesting to note that although 

the free parameter �� was fitted to the water saturated data only, it also 

shows good agreement with the observed shear-wave splitting as a 

function of fracture orientation and viscosity (i.e., in the glycerin 

saturated samples). This provides an independent check of the correct 

calibration of the model to the data. 
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Figure 4.20: Comparison of model predictions of shear-wave splitting 

with observations at 750 kHz as a function of pore fluid viscosity (a) 90° 

sample and (b) 45° sample. 
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The findings here are in accordance with the theoretical predictions 

and field data analysis made by Qian et al. (2007). They successfully 

analyzed 3D/3-C data from the Shengli oil field, detecting attenuation 

and velocity anomalies of PS converted-waves. These were found to be 

consistent with synthetic modelling results of changes in viscosity and 

they observed both the oil saturated zones and the water bearing zones 

after water injection at the location of the oil well using the field seismic 

data. 

 

 

4.16 Conclusions. 

 

Laboratory observations of shear-wave splitting in synthetic rocks with 

penny-shaped fractures show significant changes with respect to 

fracture orientation and fluid viscosity relative to experimental errors. X-

ray CT scanning of the rock samples allowed fracture size and density to 

be quantified for input to the theoretical model of Chapman (2003). 

Despite the experimental wavelength being close to the fracture size, 

the average measured magnitude of shear-wave splitting within our 

frequency range for waves propagating at 90° to the fracture normal is 

2.15 ± 0.02% when water saturated and 2.39 ± 0.02% when glycerine 

saturated. This percent shear-wave splitting in the vertical core is 100 

times the fracture density measured by CT scanning, as predicted by 

theory (Hudson 1981). The theoretical predictions of the Chapman 

(2003) model, relating the magnitude and polarity of shear-wave 

splitting to fracture orientation and pore fluid viscosity, show reasonable 

agreement with the laboratory observations. 

The results of this study provide evidence of fluid-dependent shear-

wave splitting in fractured rocks as predicted by theory. This gives 

added confidence in the use of the theory for the analysis of mode 

converted seismic wave reflection data for discrimination between, for 

example, oil and water in fractured reservoirs due to fluid viscosity 

differences. 
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Chapter 5 

5 Ultrasonic Experiments II (NOCS rocks: methodology and pulse-

echo experiments). 

Ultrasonic Experiments II (NOCS rocks: 

methodology and pulse-echo). 

 

 

This chapter forms an expanded version of the submitted paper: 

 

 

Tillotson P., Sothcott J., Best A. I., Chapman M. and Li X. Y. Experimental 

verification of the fracture density and shear-wave splitting relationship 

using synthetic silica cemented sandstones with a controlled fracture 

geometry. Submitted to Geophysical Prospecting April 2011. 

 

 

Summary: This chapter describes laboratory work carried out at the 

National Oceanography, Southampton using novel synthetic porous 

sandstones with controlled fracture geometry. The rocks closely 

resemble real reservoir sandstones in terms of grain cementation, 

porosity and permeability. The fractures are penny shaped and their size 

and position can be controlled. The development of the method for 

manufacturing the synthetic rocks is described and ultrasonic 

measurements are presented for a series of core plugs. These comprise 

three plugs fractures orientated at 0°, 45° and 90° to the fracture 

normal and a single unfractured (blank) plug. The latter was used to 

quantify the “background” anisotropy caused by the manufacturing 

process. The design of the rocks allowed them to withstand full 

saturation and pressures up to 40 MPa over three cycles with different 

pore fluid (air, water and glycerin) saturations. Despite the careful 
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manufacturing process, the three core plugs with different fracture 

directions showed inconsistent velocities that were attributed to small 

variations in grain packing and cementation between samples. Despite 

this, a number of useful observations could be made from 

measurements on individual plugs with three different pore fluids. For 

example in the core with 90° fractures, shear-wave splitting was equal to 

100 times the fracture density for each pore fluid; in the 45° core, shear-

wave splitting was seen to vary with fluid; and in the 0° core shear-wave 

splitting was zero. 
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5.1 Introduction. 

 

Chapter 4 showed that synthetic porous rocks with controlled fracture 

geometries could be used to validate aspects of theories even when 

equivalent medium criteria are violated. The work provided the next step 

in theoretical validation by measuring samples with multiple fluid 

viscosities, something that the work of Ass’ad et al. (1992) and Rathore 

et al. (1995) lacked. 

The next step taken to improve the model validation was to place 

the controlled fracture geometry within a realistic rock framework but 

keep the same ultrasonic measurement system. Hence, this chapter 

describes the development of realistic synthetic reservoir sandstones 

(i.e., with realistic mineralogy, grain size and shape, cementation, 

porosity and permeability) with a controlled distribution of penny-

shaped voids (i.e., to mimic cracks or fractures in natural rocks). These 

novel synthetic sandstones were used to conduct controlled studies of 

variations in elastic wave anisotropy with fracture size and density, pore 

fluid type, and effective pressure along similar lines to those described 

in Chapter 4. 

 

 

5.2 Creating synthetic rock samples with penny shaped fractures. 

 

The simplest and most versatile way to create penny shaped fractures 

within a rock was to use an approach similar to Rathore et al. (1995). 

They emplaced aluminium discs while building the rock in layers of sand 

grains mixed with epoxy resin. Once the epoxy had set, then acid was 

flushed through the rock to chemically leach out the aluminium discs 

and thus leave behind penny-shaped voids (at least approximately penny 

shaped due to the geometry of the surrounding, epoxy-cemented sand 

grains in contact with the aluminium discs). Previous experiments (see 

Ellis 2008) have found that cementing sand grains with epoxy resin 

produced an unsatisfactory sandstone analogue because, unless 

cemented under an applied pressure, the sandstone is highly 
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attenuating and is a poor transmitter of shear waves in particular. Even 

if a load could be applied to the rock sample before the epoxy sets, the 

epoxy itself is not very representative of natural mineral cements. 

Instead, an improvement to the Rathore et al. technique by finding a 

suitable method of creating natural mineral cement, such as calcium 

carbonate or silica was sought. While a patented method of creating 

calcite cemented porous media exists, the Calcite In-situ Precipitation 

System or CIPS (see Sherlock and Siggins 2004), calcite cement would be 

unsuitable in this case because acid leaching of the aluminium discs 

would also remove the calcite cement. Instead, we chose a silica 

cementation method to bond the sand grains because silica is not 

attacked by acid. 

An appropriate method for cementing sand grains is using a silica-

compound (sodium silicate), widely used for over one hundred years in 

the metal casting industry to make sand moulds. Aqueous sodium 

silicate is mixed with sand to give sand moulds with a degree of 

strength for foundry casting (Helmut et al. 1969). Early trials of the 

methods showed the proportions of aqueous sodium silicate and sand 

used for moulds in the metal casting industry produced synthetic rock 

that was mechanically too weak for high pressure ultrasonic 

experiments. In the metal casting industry, the mixture was designed so 

that the sand could be reclaimed for the next mould. 

It is possible to increase the strength of the sand bonds by adding 

acidic chemical setting agents, such as mineral acids and carbon dioxide 

gas, to the sodium silicate (Sheppard 1986). However, we found that 

another chemical setting agent, Kaolinitic clays, worked best for our 

requirements. At elevated temperatures the clays break down into acidic 

compounds and react with the sodium silicate to create a stronger 

chemical bond (Helmut et al. 1969). In this method the optimum 

proportions for the mixture of aqueous sodium silicate, kaolinite and 

sand were found through empirical testing. The result was, 
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 ¯®	�° ��±± ®� ±®°4²±
�  ³b`a^ H  0.25³b`a^ �±®²4
� ±4°4;�	´�
H 0.1³b`a^ � �®°4µ4	´� , 

(5.1) 

 

where, ³b`a^ is the mass of sand grains. That is, the optimum mixture 

comprises ³b`a^ plus sodium silicate equal to a mass of 0.25 ³b`a^, and 

kaolinite equal to a mass of 0.1 ³b`a^. These proportions differ greatly 

from those used in the metal casting industry (typically around 0.04 

³b`a^ mass of sodium silicate and 0.028 ³b`a^ mass of chemical setting 

agent) but were found to produce water proof synthetic rocks of 

sufficient strength to give repeatable ultrasonic velocity and attenuation 

measurements at high pressures (up to 60 MPa effective confining 

pressure). 

A batch of rocks was prepared using the same material mix based 

on equation 5.1; a blank sample and three others containing controlled 

fracture geometries with fractures orientated at 0°, 45° and 90° to the 

fracture normal, respectively. Moulds were designed so that a cylindrical 

rock core could be cut that would be suitable for the ultrasonic pulse-

echo measuring system (i.e., 50 mm diameter, 20-30 mm length).  

To reduce ultrasonic scattering as much as possible (a constant 

problem with such measurements), a small fracture diameter of 2 mm 

was chosen. Scattering problems due to relatively large fracture size 

compared to the ultrasonic wavelength were noted by Hudson et al. 

(2001) for the Rathore et al. (1995) study, and by Tillotson  et al. (2011). 

Since the fracture density is proportional to the cube of the fracture 

radius according to �� = Na3, reducing the diameter of the fractures 

increases the number of fractures required to reach the desired fracture 

density. As the rocks were assembled manually, it was important to 

keep the number of fractures to a reasonable limit and the aluminium 

disc size to something that could be handled. For this reason a disc 

diameter of 2 mm and a fracture density of �� = 0.01 was chosen. 

According to elastic wave theory, fracture densities up to �� = 0.1 should 

give shear-wave splitting (expressed as a percentage) equal to 100�� 
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(Hudson 1981). Therefore, using the planned fracture density, shear-

wave splitting should be around 1% and easily measureable using the 

ultrasonic pulse-echo system which has a velocity measurement 

accuracy of ± 0.3%. 

To create the fractured rock, 2 mm diameter aluminium discs were 

stamped out of 0.2 mm thick aluminium sheet. A predefined number of 

discs (8 per cm2) were arranged on top of each 4 mm layer of sand 

mixture in the mould (Figure 5.1). The discs were firstly scattered 

randomly over the surface and then flattened and spread out as best as 

possible. The practical difficulty of arranging such a large number of 

discs per layer meant that some disc overlap was unavoidable. 

 

 

 

Figure 5.1: Moulds filled with a single layer of material showing the 

intended penny shaped fracture locations. 

 

Once the samples had been prepared in their moulds (Figure 5.2) 

they were left to dry and then heated in a furnace to solidify the cement. 

The resultant cubic rock moulds (Figure 5.3) were then cored using a 

diamond drill bit to produce the 50 mm diameter core plugs (Figure 

5.4). 
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Figure 5.2: Moulds filled with 4 mm layers of mixed material with penny 

shaped aluminium discs. 

 

 

 

Figure 5.3: Blocks after drying and heating in furnace. 

 

 

 

Figure 5.4: Cored samples from Figure 5.3. 

 

The final stage of the process was to leach the aluminium discs 

from the “fractured” cores. This was achieved by saturating both the 

blank and fractured core samples with acid (so the blank sample 

underwent exactly the same process as the fractured sample).  As in 

Rathore et al. (1995), the acid leaching process liberated gas until all the 
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aluminium was leached from the rock. X-ray CT scans revealed that all 

the aluminium had been leached out. The core samples, after leaching, 

are shown in Figure 5.5. 

 

 

 

Figure 5.5: Acid leached, blank, synthetic silica-cemented sandstone 

sample (far left) and corresponding synthetic samples with aligned 

penny-shaped voids (90º, 45º and 0º respectively from left to right). The 

samples were cored along the grain layering which is in the same plane 

as the penny-shaped voids. Sample diameters are 50 mm. 

 

 

5.3 Petrophysics of synthetic rock samples. 

 

The core plugs were analysed using helium porosimetry for porosity and 

grain density, nitrogen permeametry for Klinkenberg corrected 

permeability, X-ray diffraction for mineral composition and SEM imaging 

for an estimate of grain size and sorting. Only the vertically fractured 

core was X-ray CT scanned to obtain fracture size, density and 

distribution due to time constraints and availability of CT scanning 

machine. The resulting measured properties are listed in Table 5.1. 
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Figure 5.6: SEM image of the synthetic silica-cemented sandstone (blank 

sample). It shows the well sorted quartz grain size (mean 120 µm) and 

the distribution of the silica cement at grain contacts. 

 

 

Table 5.1: Physical properties of the synthetic porous rock. 

Unfractured sample 

Porosity, Ф
p
 

Grain density, ρ 

Permeability, κ 

Grain size 

Mineralogy 

 

90°°°° Fractured sample 

Porosity, Ф
p
 

Grain density, ρ 

Permeability, κ 

Fracture density, �� 

Average fracture radius, a 

Average fracture aspect ratio 

 

29.2 ± 0.06% 

2590 kg/m3 

40.7 mDarcy 

120 µm 

> 90% Silica 

cement 

 

 

30.2 ± 0.06% 

2590 kg/m3 

18.1 mDarcy 

0.0298 ± 0.0077 

1.19 ± 0.15 mm 

0.088 ± 0.001 
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The SEM image (Figure 5.6) shows well sorted sand grains (mean 

diameter 120 µm) and a relatively even distribution of cement between 

the grains. XRD analysis showed that the composition of the whole rock 

was >90% Silica (SiO
2
). The porosity was ≈ 30% for every sample (see 

Table 5.1). Permeability was found to be 40.7 mDarcy in the blank 

sample and between 0.8 – 18.1 mDarcy for the fractured cores (see 

Figure 5.7). Grain density was found to be ≈ 2590 kg/m3 for all samples. 

These properties are comparable with natural high porosity sandstones 

(King 1966, Han et al. 1986, Best and McCann 1995). 

 

 

 

Figure 5.7: Grain density, Porosity and Permeability of the three 

fractured cores 
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X-ray CT scans of the vertically fractured sample (Figures 5.8 and 

5.9) show that the aligned penny shaped voids reside in distinct layers 

within the rock and form a random distribution along each layer. Image 

analysis was used to calculate the actual fracture density, ��, of the 

sample according to the method in Chapter 4 and calculated using 

equation 2.10. �� was found to equal 0.0298 ± 0.0077. This value 

includes the larger voids that were created by overlapping aluminium 

discs as well as the smaller discrete penny shaped voids (Figure 5.9). 

The error in fracture density was calculated according to the method 

described in Chapter 4. 

 

 

 

Figure 5.8: 3D X-ray CT images of the synthetic 90° rock sample 

(diameter 50 mm) showing size, density and distribution of the penny 

shaped fractures. 

 

 

 

Figure 5.9: Example X-Ray CT slices used to determine penny shaped 

fracture sizes and density. 
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5.4 Unfractured rock: Hysteresis, elastic wave velocity and 

attenuation anisotropy. 

 

Initial experiments were performed to determine the pressure sensitivity 

and layer anisotropy of the unfractured (blank) sample. The same 

laboratory methods and measurement techniques were used as 

described in Chapter 4. The blank core was water saturated and 

subjected to a full hysteresis cycle in 10 MPa steps from 10 – 60 MPa, 

and then 60 – 10 MPa differential pressure (pore pressure kept constant 

at 5 MPa). At each pressure P-, S1- (polarisation parallel to layering) and 

S2- (polarisation perpendicular to layering) wave velocity and attenuation 

were measured. By contrast, the three fractured samples were measured 

at 40 MPa only to minimise any damage that could have resulted during 

repeated pressure cycling. 

The following results are presented at a frequency of 650 kHz (the 

middle of the measurement frequency range) for clarity. The results of 

the P-wave velocity and attenuation show some hysteresis in Figures 

5.10(a) and 5.10(b), respectively, and show exponential variations with 

pressure typical of sandstones (e.g. Best 1992). The fact that P-wave 

velocity is slightly higher, and attenuation is slightly lower, on unloading 

indicates some degree of compaction within the sample between loading 

and unloading. This is unsurprising given that the samples were 

constructed at room pressure and could be a result of rotation and 

dislocation of uncemented grains leading to a stiffer framework of sand 

grains and a small reduction in porosity during loading. Stiffer frame 

moduli give higher velocity while a reduction in porosity would give 

lower attenuation. It is also possible that some low aspect ratio pores, 

such as grain contact cracks, have been permanently closed during 

loading, thus leading to lower attenuation on unloading (assuming a 

microcrack squirt flow loss mechanism; Murphy et al. (1986)). The 

measured magnitudes of P-wave velocity and attenuation are similar to 

those reported for high porosity sandstones in Mavko et al. (1998) and 

in Klimentos and McCann (1990). 
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Figure 5.10: P-wave velocity (a) and attenuation (b) versus effective 

pressure during loading and unloading of the blank synthetic sandstone 

sample when water saturated. Note hysteresis. 
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Shear-wave splitting data were collected at a differential pressure of 

40 MPa on the three fractured rock samples. This pressure was chosen 

to represent the high pressure regime in natural reservoir sandstones 

where most microcracks, such as grain contacts, are closed. However, 

shear-wave splitting could also be caused by the fine layering inherent in 

the manufacture of the synthetic sandstone samples, and this needed to 

be assessed first of all.  Hence, shear-wave velocity (V�) and attenuation 

(Q�{C) were measured parallel (S1) and perpendicular (S2) to the layering 

in the unfractured (blank) rock sample. Recall that the blank core was 

cut at 90° to the layer normal in a similar fashion to the vertically 

fractured core, which coincides with 90° to the fracture normal; layers 

and fractures are aligned in the same plane as a consequence of the 

synthetic sandstone manufacturing process. Shear-wave splitting (SWS) 

was calculated using equation 3.13. Shear-wave attenuation anisotropy 

(γ¶) was calculated from (see Zhu and Tsvankin 2006), 

 

 
γ¶ �  Q�C{C 6  Q�>{C

Q�C{C  , (5.2) 

 

Shear-wave velocities in the water saturated blank core for the S1 

and S2 directions are presented in Figure 5.11(a), and associated 

attenuations in Figure 5.11(b), for effective pressure increasing from 10 

– 60 MPa. Both S1 and S2 velocities track each other closely and increase 

almost linearly with increasing pressure up to 50 MPa, unlike the P-wave 

velocities that show an exponential increase, then reach a constant value 

up to 60 MPa. For attenuation, S1 is larger than S2 at 10 MPa, then 

becomes lower between 20 - 50 MPa, then larger again at 60 MPa; both 

S1 and S2 decrease with increasing pressure, consistent with the 

progressive closure of microcracks. 
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Figure 5.11: Shear-wave velocity (a) and attenuation (b), parallel (S1) and 

perpendicular (S2) to the layering of the water saturated blank sample, 

versus effective pressure for the loading half of the pressure cycle. 
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Figure 5.12 confirms that there is shear-wave splitting (0.25 – 0.5%) and 

attenuation anisotropy (< 0.3) caused by layering in the blank core. Both 

shear-wave splitting and attenuation anisotropy generally decreases with 

increasing effective pressure. Because the fractured core should have 

the same effect of layering as the unfractured core, then any additional 

anisotropy observed in it can be attributed to the penny-shaped voids 

(fractures). 

 

 

 

Figure 5.12: Shear-wave splitting (a) and shear-wave attenuation 

anisotropy (b) against effective pressure in the water saturated blank 
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sample showing the effect of grain layering for the loading half of the 

pressure cycle. 

 

 

5.5 Fractured rock P-wave results. 

 

P-wave velocity and attenuation were measured on the rock samples 

using the ultrasonic pulse-echo method (see Chapter 4). The broadband 

pulses gave useable frequencies between 400 - 1000 kHz. The actual 

usable frequency range is 500 – 800 kHz for this dataset. This is an 

optimised frequency range to minimize beam spreading and associated 

edge effects that appear below 500 kHz and to minimize scattering 

effects likely to occur above 800 kHz. 

The three fractured plugs were measured while saturated with air, 

water and glycerin. A differential pressure of 40 MPa (confining pressure 

45 MPa, pore fluid pressure 5 MPa) was used for the experiments to 

limit any possible damage to them (i.e., better than using 50 or 60 MPa) 

but still reduce the effects of grain contact microcracks as far as 

possible (see Figure 5.11) . P-wave velocity results are presented for the 

three samples with fractures orientated at 0°, 45° and 90° to the fracture 

normal for air (Figure 5.13a), water (Figure 5.14a) and glycerin 

saturation (Figure 5.15a). Attenuation results are only presented for the 

cores with fractures orientated at 0° and 90° to the fracture normal for 

air (Figure 5.13b), water (Figure 5.14b) and glycerin saturation (Figure 

5.15b) for reasons explained below. The full elastic anisotropic tensor 

could not be correctly calculated due to the inconsistent velocity and 

fracture orientation relationships that became apparent. 
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Figure 5.13: Air saturated P-wave velocity (a) and attenuation (b) relative 

to the fracture orientation in each core. 
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Figure 5.14: Water saturated P-wave velocity (a) and attenuation (b) 

relative to the fracture orientation in each core. 
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Figure 5.15: Glycerin saturated P-wave velocity (a) and attenuation (b) 

relative to the fracture orientation in each core. 
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It is seen that for all saturations P-wave velocity increases with 

decreasing incidence angle relative to the fracture normal direction (i.e. 

faster at 0° than at 90°). This is at odds with theories that predict 

directional velocities associated with fracture orientation (e.g. Figure 

3.5a). For this reason the anisotropic tensor cannot be calculated and 

the anisotropic reflection coefficient cannot be calculated for the 45° 

sample (see Appendix A for discussion of the anisotropic reflection 

coefficient). Hence, attenuation results, which require knowledge of the 

reflection coefficient, are incorrect for the 45º sample. Differences in 

fluid saturation lead to poro-visco-elastic behaviour with the 100 cPoise 

glycerin saturation revealing P-wave velocities that are similar to when 

air saturated, with both glycerin and air saturations being much faster 

than the water saturated case. It can be seen that the spread of 

velocities between the 0°, 45° and 90° plugs is the smallest for glycerin 

saturation. 

Attenuation results show that for each saturation the attenuation in 

the 0º core is higher than that in the 90º core. This finding is in line with 

fracture models that predict angular variations of attenuation relative to 

the fracture normal direction (Figure 3.5b). Attenuation also appears to 

reduce with increasing fluid viscosity for both fracture angles. 

It is likely that scattering is a major cause of attenuation in the 

experiments. P-wave velocities around 3600 m/s and a central frequency 

of 650 kHz gives wavelengths of around 5.5 mm. The average penny 

shaped fracture size was 1.19 ± 0.15 mm gives a wavelength to fracture 

ratio of around 4.5 : 1. The situation is much worse for the slower S-

waves (around 2200 m/s), with a wavelength of 3.4 mm and a 

wavelength to fracture ratio of 2.8 : 1 (see below). 

 

 

5.6 Fractured rock S-wave results. 

 

S-wave velocity for all three samples and attenuation for the 0° and 90° 

samples only (due to unknown reflection coefficients; see above) were 

also measured using the ultrasonic pulse-echo method. Shear-wave 
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splitting was measured according to the methods in Chapter 4. To 

ensure the S1- and S2-waves were correctly measured in the 45° sample, 

the polarization of the shear-wave transducer was lined up parallel with 

the fracture strike to measure the S1-wave, and perpendicular to the 

fracture strike to measure the S2-wave. This removed any ambiguity in 

the S-wave polarization direction. In the 0° sample, S-wave anisotropy 

was measured by recording S-wave signals at 90° to each other using a 

reference line marked on the sample to maintain the consistency of the 

measurements for each pore fluid. 

Example raw data base reflection waveforms are presented in 

Figure 5.16 from the sample with 90° fractures when saturated with air 

(Figure 5.16a), water (Figure 5.16b) and glycerin (Figure 5.16c). The 

waveforms show that for each saturation distinct shear-wave splitting is 

observed as a result of rotating the shear-wave transducer from parallel 

to the strike of the fractures (S1) to perpendicular (S2). 

The S-wave velocities broadly show the same velocity trends as the 

P-waves with regards to the velocity variations between the samples with 

differing fracture normal directions (i.e. faster at 0° to the fracture 

normal) for all saturations. 

The air saturated S-wave velocities (Figure 5.17a) show that 

significant shear-wave splitting is measured in both the 45° and 90° 

samples and that no shear-wave splitting is seen in the 0° sample. This 

is echoed in the air saturated attenuation data (Figure 5.17b). In the 90° 

sample the S2-wave attenuation is markedly higher than the S1-wave 

attenuation. Both S-waves measured in the 0° sample show similar 

attenuation to the S2-wave at 90°. 

The water saturated and glycerin saturated S-wave velocities show 

similar trends to each other (Figures 5.18a and 5.19a) with significant 

shear-wave splitting only being measured in the 90° sample. On the 0° 

and 45° samples shear-wave splitting is almost zero. Attenuation results 

mirror those of the air saturated measurements. 

 

 



Chapter 5: Ultrasonic Experiments II (NOCS rocks: methodology and pulse-echo experiments). 

115 

 

 

 

 

Figure 5.16: S-wave pulse reflections from the base of the 90° sample 

while saturated with air (a), water (b) and glycerin (c). 
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Figure 5.17: Air saturated S-wave velocity (a) and attenuation (b) relative 

to the fracture orientation in each sample. Solid lines indicate S1-waves 

and dashed lines S2-waves. 
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Figure 5.18: Water saturated S-wave velocity (a) and attenuation (b) 

relative to the fracture orientation in each sample. Solid lines indicate 

S1-waves and dashed lines S2-waves. 

 

 

 



Chapter 5: Ultrasonic Experiments II (NOCS rocks: methodology and pulse-echo experiments). 

118 

 

 

 

 

 

 

 

Figure 5.19: Glycerin saturated S-wave velocity (a) and attenuation (b) 

relative to the fracture orientation in each sample. Solid lines indicate 

S1-waves and dashed lines S2-waves. 
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5.7 Observations of fluid-dependent shear-wave splitting. 

 

The limitations of this dataset are clear. The measurements from each 

core plug do not agree with established fracture anisotropy theory that 

predicts, for example, that P-wave velocities should be faster at 90° to 

the fracture normal than at 0°. For this reason, a sensible approach to 

the data analysis is to treat the data from each plug separately to see if 

there are any fluid-dependent effects that are consistent with the theory 

in the three fracture directions. 

Theory predicts that shear-wave splitting should be zero for shear-

wave propagation at 0° to the fracture normal. Figure 5.20 shows the S1 

and S2-wave velocities (a) in the 0° plug for the three saturations and 

corresponding shear-wave splitting (b). It can be seen that the shear-

wave splitting results, within error bars, match the broad theoretical 

prediction that for each saturation shear-wave splitting should be zero. 

No layering shear-wave splitting correction has been applied because an 

unfractured sample with layering cored at 0° to the layering normal was 

built. Nevertheless, with theory predicting that shear-wave splitting 

should be zero at this incidence angle in the layered case the fracture 

core results should remain valid. 

A key finding from chapter 4 was this dependence on fluid viscosity 

at 45° to the fracture normal. Figure 5.21 reveals that shear-wave 

splitting does appear to be dependent on saturating fluid at 45° to the 

fracture normal. To what extent this relates to theoretical predictions 

cannot be known. 

The other key finding from chapter 4 was the robust nature of the 

relationship between shear-wave splitting and fracture density. Analysis 

of the shear-wave splitting in the synthetic sandstone core with fractures 

orientated at 90° to the fracture normal (Figure 5.22) shows that this 

relationship remains true, namely that percentage shear-wave splitting is 

100 times the fracture density as determined using X-ray CT scanning. It 

should be noted that the shear-wave splitting in the 90° fractured core is 
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corrected for layering anisotropy at 40 MPa from the water saturated 

blank sample (0.48%; Figure 5.11a). 

 

 

 

Figure 5.20: (a) Shear-wave velocities (S1 & S2) versus measurement 

frequency at 40 MPa effective pressure in the 0° sample with penny-

shaped voids (i.e., wave propagation at 0° to fracture normal) when 

saturated with air, water and glycerin. (b) Shear-wave splitting versus 

fluid viscosity. 
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Figure 5.21: (a) Shear-wave velocities (S1 & S2) versus measurement 

frequency at 40 MPa effective pressure in the 45° sample with penny-

shaped voids (i.e., wave propagation at 45° to fracture normal) when 

saturated with air, water and glycerin. (b) Shear-wave splitting versus 

fluid viscosity. 
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Figure 5.22: (a) Shear-wave velocities (S1 & S2) versus measurement 

frequency at 40 MPa effective pressure in the 90° sample with penny-

shaped voids (i.e., wave propagation at 90° to fracture normal) when 

saturated with air, water and glycerin. (b) Shear-wave splitting versus 

fluid viscosity. The fracture density (��) with error bars measured from X-

ray CT image analysis is indicated (i.e., 100 times fracture density). 
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5.8 Conclusions. 

 

Laboratory validation of seismic fracture theories requires synthetic 

rocks with controlled fracture properties to suit the idealised fracture 

shapes and distributions of various theoretical models. To date there 

have only been a handful of published experiments of this nature, but 

all suffer from results on somewhat unrealistic synthetic rocks. Hence, a 

method for making realistic synthetic sandstones that contain a known 

distribution of penny-shaped voids for further verification of theory was 

attempted. Methods adapted from the metal casting industry were used 

to prepare samples of silica cemented quartz sandstone with porosity 

≈30% and permeability ≈30 mDarcy. By arranging aluminium discs 

during the manufacture process and subsequently removing the 

aluminium with acid, it was possible to make a sample with a regular 

distribution of penny-shape voids. The size of these voids was chosen 

with practical considerations in mind, but also to be much larger than 

the sand grain size and yet small enough to minimise ultrasonic 

scattering in our experiments. The manufacturing process reported here 

is capable of producing realistic, silica-cemented, synthetic sandstone 

which exhibits ultrasonic velocity and attenuation properties essentially 

the same as for natural sandstone samples of similar porosity, 

permeability and cement content. 

Despite careful duplication of preparation methods for the blank 

sample and the three fractured samples, the measured ultrasonic 

velocities did not conform to accepted theoretical predictions between 

samples. This indicated some randomness in the synthetic sandstone 

manufacturing process, probably caused by different degrees of grain 

compaction before cementation under atmospheric pressure. An 

improved method for future investigation would be to cement the quartz 

grains while under a uniform effective pressure, although this was not 

possible in the timeframe of this project. Hence, it was not possible to 

consider the four samples as having the same rock frame properties, 

and so the full elastic moduli tensor due to fracture anisotropy could not 

be derived. Despite this, it was still possible to make meaningful 
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observations of shear-wave splitting on individual samples and how it 

varied with pore fluid. 

The measured shear-wave splitting due to layering in the blank 

sandstone sample was less than 0.5%, while the shear wave splitting 

measured in the fractured sample (i.e., with penny-shaped voids and 

minus the blank sample layering anisotropy) was much larger, equal to 

2.72 ± 0.58% for water saturation. Furthermore, shear-wave splitting did 

not vastly change with fluid saturants air and glycerin, and in all cases 

was similar to 100��, where �� is the fracture density due to penny-

shaped voids measured from X-ray CT scans of the core sample. This 

result confirms theoretical predictions for porous rocks and for high 

porosity sandstones in particular. Hence, percentage shear-wave 

splitting (SWS) can be taken as a reliable indication of fracture density 

(i.e., SWS equal to around 100 times the fracture) in high porosity 

sandstones, a relationship that is independent of fluid in agreement with 

the conclusions of chapter 4. 

To overcome the inter-sample variability seen in this chapter, it was 

decided to build larger sandstone blocks so that all the measurements 

could be obtained on a single sample. This necessarily meant 

abandoning the highly accurate pulse-echo system which requires 5 cm 

cylindrical samples and pressures greater than about 5 MPa for 

consistent coupling. Hence, bench top anisotropy measurements are the 

topic of the next chapter. 
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Chapter 6 

6 Ultrasonic Experiments III (NOCS rocks: octagonal samples and 

bench-top experiments). 

Ultrasonic Experiments III (NOCS rocks: 

octagonal samples and bench-top 

experiments). 

 

 

This chapter forms an expanded version of the submitted paper: 

 

Tillotson P., Chapman M., Sothcott J., Best A. I. and Li X. Y. Analysis of P- 

and S-wave anisotropy in silica cemented sandstone with a controlled 

fracture geometry. Submitted to Geophysical Prospecting June 2011. 

 

 

Summary: This chapter describes a third set of laboratory ultrasonic 

measurements. The measurements used a bench-top setup to measure 

P- & S-wave velocity and attenuation through octagonal shaped rocks 

samples. Two samples were manufactured using the methods outlined 

in chapter 5. One sample was left unfractured to measure the layering 

anisotropy associated with the manufacturing. The other sample 

contained a controlled fracture geometry consisting of well positioned 

penny shaped voids. Both samples were measured air, water and 

glycerin saturated by placing transducers on opposing faces of the rock. 

The results showed that layering anisotropy was small, but was 

significant enough to cause more anisotropy than expected in the 

fractured samples. Measurements of the fractured rock showed that P- & 

S-wave velocity and attenuation anisotropy was present. Maximum P-

wave velocity, minimum P-wave attenuation and maximum shear-wave 
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splitting all occurred at 90° to the fracture normal. Poro-visco-elastic 

effects were also clear. For example at 45° to the fracture normal fluid-

dependent shear-wave splitting was observed shown by a polarisation 

flip between water and glycerin saturation. By accounting for the 

background anisotropy in the Chapman (2003) model it was possible to 

model the anisotropy observed in the fractured rock for the three fluid 

saturations. The model was able to predict angular observations of 

shear-wave splitting between water and glycerin and to also predict 

Thomsen’s anisotropy parameters, epsilon, gamma and delta for air, 

water and glycerin saturations. 
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6.1 Introduction. 

 
A new method for creating synthetic silica cemented sandstones with a 

controlled fracture geometry was reported in chapter 5. The results in 

chapter 5 showed that although the method could produce realistic 

silica cemented sandstones with a controlled fracture geometry, the 

inter-sample variability caused velocity variations that did not agree with 

expected theoretical variations. This inter-sample variability was 

attributed to cementation variations between the separate samples. In a 

bid to remove this variability, larger samples, one unfractured to 

measure background anisotropy and a fractured sample were 

constructed in a bid to acquire all measurements on the single samples 

with respect to the fracture direction. 

Given that the size of the samples that could be reasonably 

manufactured was found to be approximately 7 cm3. This was not 

sufficiently large enough to allow three core plugs taken at different 

angles to the fracture normal. A decision was made to use a new bench-

top laboratory arrangement taking direct transmission measurements in 

different directions though a single sample at atmospheric pressure. 

The samples were ground into octagonal prisms that had faces 

wide enough (25 mm) to place 1 inch transducers on opposing faces 

allowing the full anisotropic tensor to be measured (see Appendix A). By 

using an ultrasonic broadband pulse (central frequency 500 kHz), 

comparison of the transmission spectrum recorded through the rock 

with that of a known reference material (duralumin) meant that phase 

velocity and attenuation could be calculated. 

Velocity (P-, S1 and S2-wave) and attenuation (Q
P

-1, Q
S1

-1 and Q
S2

-1) 

was measured in the two samples while saturated with air, water and 

glycerin for azimuths at 0°, 45°, 90° and 135° to the layer and fracture 

normals (0° = 180°).  

The measurements found that the unfractured sample showed small 

levels of P- and S-wave velocity anisotropy for all saturations and as a 

result increased the expected anisotropy measured in the fractured 

sample. By incorporating the measured background anisotropy into the 
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Chapman (2003) model it was possible to quantify the measured 

anisotropy seen in the fractured rock by using comparisons of 

Thomsen’s anisotropy parameters, epsilon, gamma and delta. In 

addition to this, fluid-dependent shear-wave splitting was seen at 45° to 

the fracture normal consistent with observations seen in chapters 4 and 

5. 

 

 

6.2 Creating octagonal shaped samples. 

 

Two synthetic sandstones were built with the composition given in 

equation 5.1. The same mixture of material was used and layers were 

filled alternatively between the two moulds which were 7 x 7 x 7 cm in 

internal dimensions. One sample was left blank (to measure matrix 

anisotropy) and the other contained a controlled fracture geometry. 

Transducers with a central frequency of 500 kHz were used for the 

experiments. For this reason larger diameter penny-shaped voids were 

planned and as a result the number of fractures required for the fracture 

density decreased. The fractured samples in chapter 5 suffered from 

overlap of aluminium discs at the manufacturing stage.  

Penny shaped discs were punched out of 150 µm thick aluminium 

with a diameter of 5 mm and positioned carefully using two templates: 

one for odd layers (Figure 6.1) and the even numbered layers (Figure 

6.2). The layers were 5 mm in thickness. This configuration was 

designed to minimise scattering that could occur due to coincident 

fractures in each layer. 
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Figure 6.1: Aluminium disc arrangement in the odd numbered layers in 

the fractured sample. 

 

 

 

 

Figure 6.2: Aluminium disc arrangement in the even numbered layers in 

the fractured sample. 
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Figure 6.3: Moulds filled with 5 mm layers of mixed material. Left 

containing aluminium shaped discs, right blank. 

 

 

 

 

Figure 6.4: Blocks after drying and heating in the furnace. Aluminium 

discs on the top of the left block only act as a reminder to it being the 

fractured block. 
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The samples were then built up in layers until the moulds were full 

(Figure 6.3) and then dried and heated as per chapter 5 (Figure 6.4). The 

same Jones and Shipman grinding machine used to ensure the pulse-

echo core samples are ground flat was used to grind the cube samples 

into octagonal prisms with 25 mm wide faces (large enough to press a 

transducer against) at increments of 45° to the fracture normal (Figure 

6.5). 

 

 

 

Figure 6.5: Octagonal shaped blocks, left containing aluminium discs 

and the right blank before acid leaching. 

 

To create the voids the same method as chapter 5 was used. Both 

samples were immersed in acid to ensure they underwent the exact 

sample process causing leaching of the aluminium discs. Due to the 

larger size of the samples it took longer for the bubbling to reduce in 

the fractured sample. However, a low resolution fast X-ray CT scan at 

Southampton General Hospital was used to show that all the aluminium 

had been dissolved within the fractured sample meaning that both 

samples were ready to be measured. The final samples are shown in 

Figure 6.6. 
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Figure 6.6: Acid leached samples containing penny shaped voids (left) 

and blank sample (right). 

 

 

6.3 Petrophysics of octagonal synthetic rock samples. 

 

The octagonal shaped rock samples were analysed using SEM imaging 

(with diagnostic probe) for grain size, sorting, cementation variation and 

composition, probe permeametry and X-ray CT scanning for fracture 

property analysis. The physical properties are listed in Table 6.1. 

An example of an SEM image is shown in Figure 6.7. This figure shows 

that the grain size, distribution and levels of cementation compare well 

with the samples manufactured in chapter 5 (see Figure 5.6). The Hitachi 

TM-1000 SwiftED-TM analyser showed >90% silica was present in the 

rock; this is in line with the XRD analysis carried out in chapter 5. 
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Figure 6.7: SEM image of the octagonal synthetic silica-cemented 

sandstone (blank sample). It shows the well sorted quartz grain size 

(mean 120 µm) and the distribution of the silica cement at grain 

contacts. 

 

X-ray CT scanning was carried out at the µ-VIS centre based at the 

University of Southampton. The fractured rock was scanned and the data 

gave a resolution of 42 microns. The 3D data constructions were 

analysed in 1D slices (Figures 6.8 and 6.9) and using 3D volumes (Figure 

6.10). These scans were used to determine the fracture density of the 

sample (and associated error) in the same manner as chapters 4 and 5. 

The fracture density was found to be, �� = 0.0314 ± 0.0059. 

Probe permeametry was carried out using the methods of 

Halvorsen and Hurst (1990). A number of flow readings were taken on 

each face of the octagonal rocks. These readings were correlated with 

rocks of known permeability also measured with the probe 

permeameter. Permeability was found to vary from face to face, but the 

average for both samples was found to be 21 mDarcy. 

Density was calculated in the fractured rock by dividing the 

saturated weight by the volume measured in the X-ray CT scan. The 

volume of the unfractured sample was calculated using Archimedes 

principle in a water bath. The porosity of each sample was calculated 



Chapter 6: Ultrasonic Experiments III (NOCS rocks: octagonal samples and bench-top experiments). 

134 

 

from the dry and water saturated weight differences and a density of 

1000 kg/m3 assumed for the saturating water. 

 

 

 

 

Figure 6.8: X-ray CT scan image showing a cross section through the 

middle of the fractured sample. 
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Figure 6.9: Zoomed in section from X-ray CT scan. Distance tool shows 

this individual penny-shaped fracture is 5.64 mm in length. 

 

 

 

 

 

Figure 6.10: 3D volume image from CT scan. It shows the position of 

the fractures in the octagonal fractured plug. This allowed an accurate 

calculation of the fracture density to be made. 
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Table 6.1: Physical properties of the synthetic porous rock. 

 

 

6.4 Ultrasonic bench top measuring technique. 

 

Sample size constraints meant that blocks of insufficient size to core 

three directions relative to the fractures could be made (using the 

current construction technique). For this reason P-, S1 and S2-wave 

velocity and attenuation were measured through the octagonal shaped 

samples using a bench top configuration (Figure 6.11). In this 

configuration a transmitting transducer and receiving transducer were 

placed on opposing sides of the sample and pressed against the rock 

faces using a pneumatic ram to ensure consistent coupling between 

Unfractured sample 

Porosity, Ф
p
 

Permeability,  & 

Grain size 

Bulk density of air saturated rock, ρ
air 

Bulk density of water saturated rock, ρ
water 

Bulk density of glycerin saturated rock, ρ
glycerin

 

 

Fractured sample 

Porosity, Ф
p
 

Permeability,  & 

Bulk density of air saturated rock, ρ
air 

Bulk density of water saturated rock, ρ
water 

Bulk density of glycerin saturated rock, ρ
glycerin 

Fracture density, �� 

Average fracture radius, a 

Average fracture aspect ratio, r 

 

30% 

21 mDarcy 

120 µm 

1826 kg/m3 

2130 kg/m3 

2193  kg/m3 

 

 

33% 

21 mDarcy 

1903 kg/m3 

2232  kg/m3 

2298 kg/m3 

0.0314 ± 0.0059 

2.91 ± 0.06 mm 

0.0429 ± 0.0008 
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experiments (Figure 6.12). The ram placed 0.5 MPa of pressure to the 

system. 

A Panametrics PR500 pulse generator was used to drive a P-wave 

(Panametrics V101 transducer) or S-wave (Panametrics V151) transducer 

with central frequency of 500 kHz through the rock sample. The 

waveforms were recorded on a digital oscilloscope. As in the pulse-echo 

system coupling was required to ensure a signal could propagate 

between the transducer and rock contacts. For P-wave couplant, honey 

was used and for S-waves the same shear-wave couplant as used in the 

pulse-echo system was used. 

To vary the measurement relative to the fracture normal the pressure 

was simply dropped and the rock rotated by 45° and the pressure 

reapplied. For each measurement direction a P-wave and both S1 

(parallel to the fractures) and S2 (perpendicular to fractures) waveforms 

were recorded. Waveforms were not recorded until the amplitudes 

remained stable. They were stacked at least 500 times to improve the 

signal to noise ratio and then converted to ASCII as described in chapter 

4. Velocity and attenuation were then calculated by comparing the 

recorded waveforms with that of a reference material (duralumin) in the 

Fourier domain (see chapter 6.5). 
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Figure 6.11: Bench top measuring system. 

 

 

 

Figure 6.12: Air saturated sample between the two transducers. 

Coupling pressure is controlled by a pneumatic ram and couplant is 

used on the transducer faces. 
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For fluid saturated measurements, the samples were saturated with 

either water or glycerin using the methods described in chapter 4. To 

ensure that the combined properties of the rock matrix and saturating 

fluid were measured the samples were jacketed in a single layer of tin 

foil (10 µm thick; Figure 6.13). Without a jacket the measurements 

would have to be carried out in a bath of saturating fluid and the 

resultant measurements would be a function of the saturated rock and 

fluid within the bath (Gassman 1951). The increased length of the 

jacketed sample was accounted for in the velocity calculation. Any 

amplitude loss caused by the foil was corrected by re-measuring the 

duralumin sample waveforms with aluminium foil placed on each end of 

the sample. 

The advantages of the system over the pulse-echo system are that it has 

a lower frequency (500 kHz compared to around 800 kHz), the full 

anisotropic elastic tensor can be measured from a single sample and 

that an anisotropic reflection coefficient is not required to calculated 

attenuation at 45° to the fracture normal. However, the system 

represents a non-optimum, but acceptable compromise between the 

accuracy of the pulse-echo system, taken to be double the error 

(velocity, 0.6% and attenuation, 0.2 dB/cm). The largest drawback of the 

system is not being able to measure samples under confining pressure. 
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Figure 6.13: Fluid saturated sample with single thickness aluminium foil 

jacket. 

 

 

6.5 Calculation of phase velocity. 

 

The waveforms recorded through the rock sample are subject to time 

delays intrinsic to the measuring system caused by electrical delays 

within the transducers and oscilloscope. For this reason using a first 

break, or first zero crossing based on a speed = distance multiplied by 

time approach will give highly inaccurate values. Typically transmission 

experiments use an identical sized reference sample to rock sample to 

calibrate the measurements since only one single direction is measured 

through a sample. However, in this experiment, despite best efforts the 

distance between opposing sides on the octagonal samples were slightly 

different. It is possible to use a different length reference material to 

calibrate the rock sample using simple mathematical relations as long as 

the length and velocity of the reference material are known (Figure 

6.14). 



Chapter 6: Ultrasonic Experiments III (NOCS rocks: octagonal samples and bench-top experiments). 

141 

 

 

 

 

Figure 6.14: Transmission experiment using a different sized rock and 

reference sample. 

 

The travel times though the rock sample (	C) and reference 

duralumin sample (	>) with different lengths �C, and �>, respectively are, 

 

 	C �  	^\�`t H �CVC H 	^���C , (6.1) 

 

 	> �  	^\�`t H �>V> H 	^���> , (6.2) 

 

where, 	^\�`t is the time delay associated with both experiments 

(assumed to be constant between samples), 	^���C and 	^���> are 

diffraction effects caused by beam spreading (see chapter 4.5) which are 

different for each sample. VC and V> is the velocity (P- or S-wave) of the 

rock sample (unknown) and duralumin, respectively. The velocity of 

duralumin is taken to be 6398 m/s for P-waves, and 3122 m/s for S-

waves for all frequencies (Kaye and Laby 1995). 
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Phase velocity of the sample is calculated by taking the difference 

in travel time, thus cancelling out the unknown, but common delay 

times gives, 

 

 �	 �  	C 6 	> � q�CVC 6 �>V>r H 5	^���C 6 	^���>8. (6.1) 

 

Let �	^��� �  	^���C 6 	^���>, and rearrange equation 6.3 to give, 

 

 VC � �C
�	 6 �	^��� H �>V>

 , (6.2) 

 

However, 	C, 	>, 	^���C, 	^���> and VC are functions of frequency. A Fourier 

transform can be used to analyse the phase angle spectra in the rock 

sample and reference sample.  

 

The time spectra now become, 

 

 	C��� � 	� 6 �C���
2n�  , (6.3) 

 

 	>��� � 	z 6 �>���
2n�  , (6.4) 

 

where, 	� and 	z are the start times of the windows (see Figures 6.15a 

and 6.16a), �C��� is the Fourier phase angle spectrum for the rock 

sample (radians), at frequency, � and �>��� is the Fourier phase angle 

spectrum for the reference sample. 

 

Frequency-dependent phase velocity is therefore given by, 

 

 VC��� � �C
�	��� 6 �	^������ H �>V>

 . (6.5) 
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The diffraction corrections are calculated using the Benson & Kiyohara 

(1974) tables as described in chapter 4.5. 

 

 

6.6 Calculation of intrinsic attenuation coefficient. 

 

By using a non-dispersive material with a known attenuation coefficient 

for the reference sample it is possible to compare the Fourier amplitude 

spectrums of the rock and reference sample, account for the differences 

in length and diffraction corrections to calculate the attenuation 

coefficient based on a spectral ratio method. 

The Fourier amplitude spectrums of the rock sample (Figure 6.16b), 

AC, and reference sample (Figure 6.15b), A>, are given by, 

 

 AC � A}e{¸¹j¹e{º¹j¹  , (6.6) 

 

 A> � A}e{¸¦j¦e{º¦j¦  , (6.7) 

 

where, A} is the initial amplitude, αC (nepers/m) is the attenuation 

coefficient of the rock sample, α> is the attenuation coefficient of the 

reference sample. dC is the amplitude diffraction correction for the rock 

sample and d> is the amplitude diffraction correction for the reference 

sample. 

 

It follows that, 

 

 A>AC � e{¸¦j¦«¸¹j¹{º¦j¦«º¹j¹ , (6.8) 

 

hence, 
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 ln qA>ACr � 6#>�> H #C�C 6 d>�> H dC�C . (6.9) 

 

Rearranging gives, 

 

 #C � 1
�C �ln qA>ACr H #>�> H dC�C 6 d>�>� . (6.10) 

 

Inverse quality factor, QC{C���, in dB/m, is therefore given as, 

 

 QC{C��� �  8.686 oVC���#C���
n� p . (6.11) 

 

An example duralumin P-wave wavelet showing windowing and 

corresponding Fourier amplitude spectrum are shown in Figures 6.15a 

and 6.15b. This can be compared to an example P-wave wavelet, 

windowing and Fourier amplitude spectrum from the water saturated 

fractured rock in Figures 6.16a and 6.16b, respectively. 

The amplitude spectrums show that the duralumin has a larger 

amplitude than the wavelet from the rock. The peak of the amplitude 

spectrum for the duralumin is around 400 kHz and the rock sample a bit 

lower at around 325 kHz. These peaks are around the minimum 

threshold for edge effects and will exhibit large diffraction corrections. 

For this reason 500 kHz is used as the central frequency of the 

experiment, where both amplitude spectrums are still much larger than 

their minimum values. 
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Figure 6.15: Example duralumin wavelet and windowing (a) with its 

corresponding Fourier amplitude spectrum (b). 
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Figure 6.16: Example P-wave wavelet and windowing (a) with its 

corresponding Fourier amplitude spectrum (b) from the fractured rock 

sample when water saturated. 
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6.7 Phase or group velocity. 

 

As in chapter 4, the wavefronts will suffer a lateral shift for the 

measurements at 45° to the fracture normal. Using equations (1) and (2) 

from Dellinger and Vernik (1994) the lateral translation at 45° was 

calculated for P-, S1- and S2-waves in the water saturated fractured rock. 

The translation for P-waves was found to be 2.91 mm for P-waves, 1.25 

mm for S1-waves and -0.11 mm for S2-waves. The diameter of the 

transducer was 25.4 mm, therefore for all wavefronts, the lateral 

translation is much smaller than the radius of the receiving transducer 

and phase velocity is measured at 45° to the fracture normal. 

 

 

6.8 Laboratory results. 

 

Measurements are presented of P- and S-wave velocity and attenuation 

for both the unfractured and fractured samples. The samples were 

measured while saturated with air, water and glycerin saturation. Both 

samples were octagonal prisms, allowing four measurements at 

different angles to the layer and fracture normals to be made. The 

results show that the unfractured sample has measurable seismic 

anisotropy. By accounting for this extra anisotropy, the measurements 

of the fractured rock could be explained. 

 

 

6.8.1 Unfractured rock velocity and attenuation anisotropy. 

 

The experiments of chapter 5 showed that under raised effective 

confining pressures (10 – 60 MPa) the background anisotropy of the 

layered unfractured sample was small (< 0.5% shear-wave splitting). 

However, due to the nature of the bench-top experimental setup used in 

this chapter, measurements could only be carried out at atmospheric 

pressure; thus the anisotropy was expected due to the layering of the 

rock. 
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P-wave velocity is seen to vary between air (Figure 6.17a), water 

(Figure 6.18a) and glycerin (Figure 6.19a) saturations. The air saturated 

velocity is the slowest, and glycerin the fastest. Each saturation state 

shows that there is subtle variation of velocity with angle to the layer 

normal with the fastest velocity found at 90° to the layer normal, and 

the slowest at 45° to the layer normal. 

P-wave attenuation magnitude is seen to vary for air (Figure 6.17b), 

water (Figure 6.18b) and glycerin (Figure 6.19b). In this case the water 

shows the largest attenuation and glycerin the smallest. However, it can 

be noted that for each saturation attenuation is seen to be the same for 

each angle to the layer normal within error. 
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Figure 6.17: Air saturated P-wave velocity (a) and attenuation (b) relative 

to the layer normal direction. 

 

 

 

 



Chapter 6: Ultrasonic Experiments III (NOCS rocks: octagonal samples and bench-top experiments). 

150 

 

 

 

 

 

 

 

Figure 6.18: Water saturated P-wave velocity (a) and attenuation (b) 

relative to the layer normal direction. 
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Figure 6.19: Glycerin saturated P-wave velocity (a) and attenuation (b) 

relative to the layer normal direction. 
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The S-wave velocity results for the unfractured rock show similar 

trends to the P-waves. In the air (Figure 6.20a), water (Figure 6.21a) and 

glycerin (Figure 6.22a) shear-wave splitting was observed. For example 

the water saturated results show shear-wave splitting is a maximum of 

1.45 ± 1.18% at 90° to the layer normal, and a minimum of 0.00 ± 1.20% 

at 0° to the layer normal. 

S-wave attenuation shows the smallest magnitude and small 

angular variations in the air saturated case (Figure 6.20b). However, in 

the water (Figure 6.21b) and glycerin (Figure 6.22b) the magnitudes are 

much larger and no angular variation is seen due to the layering. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



Chapter 6: Ultrasonic Experiments III (NOCS rocks: octagonal samples and bench-top experiments). 

153 

 

 

 

 

 

 

 

Figure 6.20: Air saturated S-wave velocity (a) and attenuation (b) relative 

to the layer normal direction. 
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Figure 6.21: Water saturated S-wave velocity (a) and attenuation (b) 

relative to the layer normal direction. 
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Figure 6.22: Glycerin saturated S-wave velocity (a) and attenuation (b) 

relative to the layer normal direction. 
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6.8.2 Fractured rock velocity and attenuation anisotropy. 

 

The magnitude of P-wave velocity is seen to vary between air (Figure 

6.23a), water (Figure 6.24a) and glycerin (Figure 625a) saturations; the 

air saturated velocity is the slowest and the glycerin saturated velocity is 

the fastest. It is evident that for all saturations significant velocity 

anisotropy is present with the fastest P-waves being measured at 90° to 

the fracture normal and slowest at 0° to the fracture normal for all 

saturations. The magnitudes of the measured velocity anisotropies will 

be discussed in the modelling section. 

The P-wave attenuation measurements also show strong trends. For 

example, the overall magnitude of attenuation is seen to be the highest 

for air saturation (Figure 6.23b), intermediate for water (Figure 6.24b) 

and lowest for glycerin (Figure 6.25b). The variations with fracture 

direction mirror those of the P-wave velocity. The minimum attenuation 

is measured at 90° to the fracture normal and maximum at 0° to the 

fracture normal for all saturations. 

Both the velocity and attenuation trends are consistent with 

interpretations of multi-azimuth field seismic data. The fracture strike is 

often interpreted as the direction of minimum P-wave travel-time (or 

fastest P-wave velocity) and attenuation (e.g. Hall and Kendall 2003, 

Clarke et al. 2009, Maultzsch et al. 2007, Maultzsch et al. 2009). 

 

 

 

 

 

 

 

 

 

 

 



Chapter 6: Ultrasonic Experiments III (NOCS rocks: octagonal samples and bench-top experiments). 

157 

 

 

 

 

 

 

 

Figure 6.23: Air saturated P-wave velocity (a) and attenuation (b) relative 

to the fracture normal direction. 
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Figure 6.24: Water saturated P-wave velocity (a) and attenuation (b) 

relative to the fracture normal direction. 
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Figure 6.25: Glycerin saturated P-wave velocity (a) and attenuation (b) 

relative to the fracture normal direction. 
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S-wave velocity measurements also show the same magnitude of 

velocity changes as the P-waves for air (Figure 6.26a), water (Figure 

6.27a) and glycerin (Figure 6.28a) saturation. These poro-visco-elastic 

interactions are responsible for controlling shear-wave anisotropy 

variations seen between the three fluid saturations as a function of 

fracture direction. For all saturations maximum shear-wave splitting is 

found at 90° to the fracture normal, for air = 5.65 ± 1.13%, for water = 

6.57 ± 1.12% and for glycerin = 5.13 ± 1.14%. This result shows that 

shear-wave splitting is independent of fluid saturation for S-wave 

propagation at 90° to the fracture normal. Shear-wave splitting at 0° to 

the fracture normal does not exceed 0.42 ± 1.19% for all saturations in 

agreement with theory that predicts 0% at this angle (e.g. Hudson 1981). 

However, it is at 45° to the fracture normal where interesting variations 

are seen. At this angle shear-wave splitting is found to be for air = 4.58 

± 1.15%, water = 2.56 ± 1.17% and glycerin -0.67 ± 1.21%. Of particular 

interest is the positive to negative shear-wave splitting flip measured 

between the water and glycerin saturated measurements. This is 

discussed in more detail below. 

The S-wave attenuation measurements also show the same angular 

variations as the P-wave attenuation measurements; the minimum 

attenuations measured for air (Figure 6.26b), water (Figure 6.27b) and 

glycerin (Figure 6.28b) are all found at 90° to the fracture normal. 

Maximum attenuation was also found for all saturations at 0° to the 

fracture normal. It is also interesting to note that the individual 

attenuations for the S1- and S2-waves mirror each other (within 

experimental error) in their azimuthal variations. 
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Figure 6.26: Air saturated S-wave velocity (a) and attenuation (b) relative 

to the fracture normal direction. 
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Figure 6.27: Water saturated S-wave velocity (a) and attenuation (b) 

relative to the fracture normal direction. 
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Figure 6.28: Glycerin saturated S-wave velocity (a) and attenuation (b) 

relative to the fracture normal direction. 
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6.9 Modelling results. 

 

The data collected from the unfractured sample showed that the 

background unfractured layered rock showed anisotropy. To explain the 

results I will apply a modified version of the Chapman (2003) model 

which includes background anisotropy. The results will only concentrate 

on velocity and not attenuation. The reason for this is because some of 

the attenuation measurements in the unfractured sample were larger 

than in the fractured sample. For this reason the background and 

fracture induced attenuation effects cannot be distinguished. This may 

have been caused poor coupling in particular for the water saturated 

measurements. The angular variations of attenuation were negligible in 

the unfractured layered sample but showed pronounced changes with 

fracture direction, therefore a qualitative interpretation about this can 

be made.  Despite this, the velocity results based on travel time changes 

remain valid and will be the focus of the modelling. 

 

 

6.9.1 Accounting for background anisotropy in the Chapman 

(2003) model. 

 

It is evident from Figures 6.18a and 6.21a that the background 

unfractured layered rock properties show transverse isotropy. For this 

reason, to model the anisotropy due to the fractures, the anisotropy of 

the layering must also be taking into account. The full elastic stiffness 

tensor of the background unfractured rock can be calculated from 5 

velocity measurements relative to the symmetry of transverse isotropy, 

in this case the layering. The required velocities are V
P
(0°), V

P
(45°), 

V
P
(90°), V

S1
(90°) and V

S1
(0°) or V

S2
(90°). These were all measured at 500 

kHz, the same as for the fractured rock measurements. The five 

independent constants making up the stiffness tensor can be calculated 

using the equations of Mavko et al. (1998) and form the new, measured 

tensor, ��
���`$�½[�¾a^ . Their fit to the unfractured water saturated data are 
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shown in Figure 6.29. We therefore modify equation 3.14, replacing 

��
��} �Λ, M, +� with 3��
���`$�½[�¾a^ H Ф$,u��
��C �'�, (�, +, À�	´!�9 to allow the 

model to predict new fluid saturations from the water saturated 

measurements, giving 

 

  ��
���+� �  Á��
���`$�½[�¾a^ H  Ф$,u��
��C �'�, (� , +, À�	´!�Â 
– Фu��
��C �'�, (�, +, �°
4²� – ����
��> �'�, (� , +, �°
4²�  
–  �$��
��J �'�, (�, +, �°
4²�. 

(6.12) 

 

The final ��
�� tensor now takes account of the anisotropy associated 

with the layering and fractures. The corrections associated with porosity 

and the fractures are still calculated based on an isotropic background 

medium and use isotropic input V�� and V�� velocities to greatly simplify 

the equations. Any errors associated with the assumption of an isotropic 

background for the fracture corrections will be minimal since the small 

deviations in '� and (� caused by the background anisotropy are both 

multiplied by the fracture density (�� = 0.0314). Note �$ is set to zero. 
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Figure 6.29: Fit of the background anisotropy to the unfractured water 

saturated P-wave (a) and S-wave (b) velocity data. 
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6.9.2 Model parameterisation. 

 

Table 6.2 shows the model parameters used to implement the theory of 

Chapman (2003). The only free variable that requires fitting to the data 

is the microcrack relaxation time, ��. The fracture relaxation time, ��, is 

derived from this value through model relationships incorporating the 

known fracture radius a and grain size ς (equation 3.8). 

 

Table 6.2: Model input parameters for the water saturated synthetic 

porous rock. 

 

The value of �� was sought that minimised the relative difference 

between the measured and model predictions of the Thomsen 

anisotropy parameters (see Thomsen 1986), “epsilon” (ε), “gamma” (γ) 

and “delta” (δ) for the water saturated fractured measurements at 500 

kHz. The measured and modelled elastic tensors were used in 

condensed voigt notation form. This approach produced the best overall 

fitting model without biasing it towards any single velocity mode. 

The parameter ε represents the difference in P-wave velocity 

between the vertical (90°) and horizontal (0°) directions and is given by 

 

 
ε � ;CC 6 ;JJ2;JJ  . (6.13) 

 

P-wave velocity, V�� 

S-wave velocity, V�� 

Observation frequency, f
0
 

Pore fluid bulk modulus (air), k
air

 

Pore fluid bulk modulus (water), k
water

 

Pore fluid bulk modulus (glycerin), k
glycerin

 

Pore fluid viscosity (air), η
air

 

Pore fluid viscosity (water), η
water

  

Pore fluid viscosity (glycerin), η
glycerin

 

3261 m/s 

1902 m/s 

500 kHz 

0.000141 GPa 

2.19 GPa 

4.40 GPa 

0.00182 cP 

1 cP 

100 cP 
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γ represents the difference in S1-wave velocity between the vertical (90°) 

and horizontal (0°) directions and is given by 

 

 
γ � ;KK 6 ;DD2;DD  . (6.14) 

 

δ is a combination of elastic moduli and controls the near-vertical 

anisotropy; it does not include any horizontal velocity terms. It is 

considered a critical measure of anisotropy for application to field 

seismology but is rarely measured in experimental data (Thomsen 

1986). It is given by 

 

 
δ � �;CJ H ;DD�> 6 �;JJ 6 ;DD�>

2;JJ�;JJ 6 ;DD�  . (6.15) 

 

The relative difference between the measured and model predicted 

Thomsen parameters as a function of �� are shown in Figure 6.30. A 

minimum is clearly located at �� = 2.4 x 10-8 s. In fact, the curve 

suggests that the data best suit a high-frequency model because the 

differences are smaller at larger values of �� (i.e., higher values of 

relaxation frequency = 1/��) than at lower values of ��. In the high-

frequency limit the fluid within the fractures become increasingly 

isolated from the surrounding pore space and leads to unrelaxed poro-

visco-elastic behaviour. 
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Figure 6.30: Relative difference between the predicted and observed 

Thomsen parameters as a function of microcrack relaxation time τ
m
; 

note minimum at τ
m
 = 2.4 x 10-8 s. 

 

The best fitting model to the water saturated fractured velocity data 

is shown in Figure 6.31. It can be seen that the observed P-wave 

velocities (Fig. 12a) are slightly under estimated, however the shape and 

degree of anisotropy matches the data well. This difference in velocity 

comes as a result of using ��
���`$�½[�¾a^ from the unfractured rock as it has 

a slightly different density to the fractured rock (see Table 1). S-wave 

velocities (Fig. 12b) show a better fit to observations in terms of velocity 

magnitude and the model successfully predicts the shape of angular 

variations for the S1 and S2-waves. 
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Figure 6.31: Best fitting model to the water saturated fractured rock P-

wave (a) and S-wave (b) velocity data. 
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A frame stiffening effect appears to be responsible for the high 

glycerin velocities (Marketos and Best 2010). This effect results in higher 

velocities than can be predicted by theory. However, it is still instructive 

to evaluate the variations of velocity anisotropy with fracture normal 

direction as a result of viscosity and bulk modulus effects. 

The magnitude of attenuation measured is also an order too high 

to be modelled using theory. This is attributed to scattering effects 

caused by the seismic wavelengths being close to the fracture size. 

Despite the bench-top measuring system using a lower frequency than 

the previous Tillotson et al. (2011) study (500 kHz as opposed to750 

kHz), a larger fracture size results in seismic wavelength to fracture size 

ratios of around 1.1 : 1 for P-waves and 0.6 : 1 for S-waves. Despite 

these ratios, the laboratory results show clear azimuthal trends and 

minimum attenuation in the fracture strike plane showing potentially 

how robust these observations could be. 

 

 

6.9.3 Fluid-dependent shear-wave splitting. 

 

A key finding of Chapter 4 was an observation and quantification of the 

sensitivity of shear-wave splitting to fluid viscosity at 45° to the fracture 

normal. This sensitivity of shear-waves to fluid viscosity could have 

implications for the discrimination of oil and water in fractured 

reservoirs (Qian et al. 2007). For these measurements the results are 

analysed in the same manner.  

The aspect ratio of the fractures, r = 0.0429, was constrained to a 

high accuracy using X-ray CT scanning at atmospheric pressure, the 

same pressure as the ultrasonic measurements. Modelling results 

showed that at this aspect ratio both fluid viscosity and bulk modulus 

appear to be responsible for the observed variations of anisotropy. 

Figure 6.32 shows the model sensitivity to aspect ratio, fluid viscosity 

and bulk modulus. It can be seen that at larger aspect ratios (r = 0.1), 

shear-wave splitting is sensitive to both k
f
 = 2.19 GPa, and k

f
 = 4.4 GPa 
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over a range of viscosities, however at smaller aspect ratios (0.001) this 

sensitivity disappears. 

 

 

 

Figure 6.32: Sensitivity of shear-wave splitting at 45° to the fracture 

normal to fracture aspect ratio (r) at, fluid viscosity and fluid bulk 

modulus (kf) as predicted by the Chapman (2003) model. 

 

Figure 6.33 shows the measured and model predicted shear-wave 

splitting as a function of fracture direction for water and glycerin 

saturation. The measurements show that at 0° to the fracture normal, 

shear-wave splitting is close to zero for both saturations, in line with 

model predictions. At 90° to the fracture normal, both saturations 

measure around 6% shear-wave splitting, broadly matching the model 

which predicts that percentage shear-wave splitting will be one hundred 

times the fracture density plus background anisotropy. At 45° to the 

fracture normal shear-wave splitting is distinctively different between 

the two fluid saturations. The water saturated shear-wave splitting is 

measured to be 2.56 ± 1.17% and glycerin, -0.67 ± 1.21%. A polarisation 

flip was also seen at this angle to the fracture normal for variations of 

shear-wave splitting due to fluid viscosity in Tillotson et al. (2011). It can 

be seen that the model predicts a polarisation flip based on both 
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changes in viscosity and bulk modulus at angles around the same as our 

measured values. 

 

 

 

Figure 6.33: Comparison of model predictions of shear-wave splitting 

with observations relative to the fracture normal and fluid saturation. 

Black line indicates 0% shear-wave splitting. 

 

 

6.9.4 Thomsen parameter modelling. 

 

Thomsen’s anisotropy parameters (Thomsen 1986) are a neat 

convenient way to describe the anisotropy in a transversely isotropic 

medium. We compare the measured and model predictions for ε, γ and δ 

based on changes in bulk rock density, fluid viscosity and fluid bulk 

modulus. 

ε, the P-wave anisotropy parameter, is predicted by the model to 

decrease with increasing fluid viscosity and bulk modulus (Figure 6.34). 

We show that the measured values compare well to the predicted values 

for water and glycerin saturation. Qualitatively, the air saturated 

measurement and model predictions agree that epsilon should be much 

larger than the water and glycerin saturations. 
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Figure 6.34: Comparison of model predictions and observations of ε for 

air, water and glycerin saturation. 

 

γ, the S-wave anisotropy parameter is predicted to be independent 

of saturating fluid properties (Figure 6.35). Our measurements show 

that the air and glycerin gamma show a very good match with the model 

predictions, and that water broadly matches the prediction. 

 

 

 

 



Chapter 6: Ultrasonic Experiments III (NOCS rocks: octagonal samples and bench-top experiments). 

175 

 

 

 

Figure 6.35: Comparison of model predictions and observations of γ for 

air, water and glycerin saturation. 

 

The final parameter we measure and model is δ, a complex 

combination of elastic terms that describe the near vertical motion of P- 

and S1-waves. As with the model and measured epsilon, we are able to 

match the water and glycerin predictions with the measured data (Figure 

6.36). The air saturated model and measurements are both a magnitude 

higher than the water and glycerin saturations and show fair agreement. 
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Figure 6.36: Comparison of model predictions and observations of δ for 

air, water and glycerin saturation. 

 

 

6.10 Conclusions. 

 

To date only a handful of laboratory validations of fracture theories exist 

and have all suffered from unrealistic rock properties. To test these 

theories, rocks with controlled fracture properties including shape, size 

and distribution, are required. Using the method outlined in Chapter 5, 

synthetic silica cemented rocks with a controlled distribution of penny-

shaped voids were produced. By using larger, 7 cm diameter, octagonal 

shaped rocks with 25 mm wide faces and a bench-top ultrasonic pulse 

transmission system it was possible to measure, using a reference 

sample, P-, S1- and S2- phase velocity and attenuation for air, water and 

glycerin saturation. By measuring velocity in all the required directions 

the full anisotropic elastic tensor of the unfractured and fractured rock 

samples was measured. The unfractured rock showed small levels of 

anisotropy and as a result was incorporated into the modelling. 

The laboratory velocity and attenuation results qualitatively confirm 

previous understanding. For example field seismic data that shows 
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azimuthal anisotropy is often interpreted as system of aligned fractures. 

The fracture strike is interpreted as the direction of minimum 

attenuation and maximum P- & S1-wave velocity. The maximum shear-

wave splitting direction can also give the fracture strike and density. 

These interpretations are all independent of fluid saturation. Our 

laboratory velocity and attenuation results confirm all these techniques 

for three different fluid saturations, however our maximum percent 

shear-wave splitting was found to equal 100 times the fracture density 

plus background layering anisotropy. We note the robustness of the 

results given the similarity of the wavelength to fracture size ratio 

resulting in high levels of scattering. 

By incorporating the measured background anisotropy into the 

Chapman (2003) model we modelled both shear-wave splitting as a 

function of fracture normal direction and more general predictions of 

the model using the Thomsen anisotropy parameters. Despite equivalent 

medium criteria being violated (the wavelengths were about the same as 

the fracture size) the theory is able to explain the observed variations in 

anisotropy related to fluid viscosity and bulk modulus.  

A shear-wave splitting polarisation flip is seen at 45° to the fracture 

normal for glycerin saturation. This flip is theoretically attributed to 

both fluid viscosity and fluid bulk modulus given the fracture aspect 

ratio and shows good agreement with the laboratory data. The same 

theory was used to quantify fluid-dependent shear-wave splitting by 

Tillotson et al. (2011). The agreements in the findings between the two 

studies imply that the analysis of reflected S-wave data for 

discrimination between, for example, oil and water in fractured 

reservoirs should be studied in detail and could offer a robust 

alternative to traditional fluid substitution methods based on P-wave 

reflection data. 

Theory was also used to predict the anisotropic response of the 

fluid saturated rock using Thomsen’s anisotropy parameters. Using a 

single model fitting based on the water saturated model, it was possible 

to accurately predict ε and δ based on variations of fluid viscosity and 

bulk modulus for air and glycerin saturation. Of particular note was the 
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large variation for air saturation where these parameters have significant 

separation from the water and glycerin saturation measurements. 

Thomsen’s S-wave anisotropy parameter, γ, was as expected, found to 

be independent of model fitting. This is particularly of interest since it is 

possible to directly predict gamma from analysis of X-ray CT scanning 

without needing to know the velocity of the rock.  

The theory relates the anisotropic response of the rock based on 

the physical size of the fractures and saturating fluid properties. These 

findings therefore give some confidence to the use of the theory for 

quantitative analysis of seismic anisotropy in fractured reservoirs based 

on the physical fracture properties. This is in contrast to a common 

perception that only fracture compliance can be deduced and 

interpreted from seismic data. 
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Chapter 7 

7 Discussion and conclusions. 

 

Discussion and conclusions. 

 

 

7.1 Introduction. 

 

In this thesis I have measured and analysed laboratory ultrasonic 

measurements of P- & S-wave velocity and attenuation from three 

different synthetic porous fractured rock samples. The experiments 

broadly showed that, despite the violation of equivalent medium criteria 

the Chapman (2003) theory was able to describe several aspects of the 

ultrasonic results. For clarity, I summarise the main conclusions of the 

thesis below for each experiment. 

 

 

7.2 Summary of results. 

 

7.2.1 Experiment I (Chapter 4). 

 

The first experiment used the pulse-echo system. In this experiment 

measurements were performed on two cores (50 mm diameter, 20 - 30 

mm in length) from a single block of porous synthetic fractured material 

manufactured by the Chinese National Petroleum Corporation (CNPC). 

Successful measurements were made in the cores orientated at 45° and 

90° to the fracture normal and measured water and glycerin saturated. A 

third core at 0° to the fracture normal was too highly attenuation to give 

meaningful results. 
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The measurements in the 45° and 90° to the fracture normal cores 

were carried out under water (1 cPoise) and glycerin (100 cPoise) 

saturations. The aim of the two different saturations was to observe any 

poro-visco-elastic effects on the rock acoustic properties including the 

magnitude of anisotropy, and to use these observations to validate 

theory. 

S-wave anisotropy was measured for the different fluids and 

fracture directions. The core with fractures orientated at 90° to the 

fracture normal showed percentage shear-wave splitting equal to one 

hundred times the fracture density and this relationship was insensitive 

to fluid saturation. Sensitivity of shear waves to saturating fluid was 

seen using the laboratory data in the core with fractures orientated at 

45° to the fracture normal when comparing the water and glycerin 

saturated measurements. The difference in shear-wave splitting between 

the two fluid saturations was quantified using the Chapman theory. 

Although the changes at 45° to the fracture normal were seen to be 

subtle, the result showed that shear-wave splitting at this angle became 

negative with a more viscous saturating fluid. 

 

 

7.2.2 Experiment II (Chapter 5). 

 

The second experiment set out to improve two aspects of the CNPC 

rocks: the realism of the rocks and seismic wavelength to fracture size 

ratio. A method was reported for how to manufacture novel synthetic 

silica cemented sandstones with a controlled fracture geometry. The 

method was able to produce realistic silica cemented reservoir 

sandstones which contained penny-shaped voids with realistic seismic P- 

and S-wave velocities. Four cores were made. One was unfractured and 

the others were orientated at 0°, 45° and 90° to the fracture normal. 

The pulse-echo system was used to measure the P- and S-wave 

velocity and attenuation of the novel synthetic silica cemented 

sandstone cores with a controlled fracture geometry for air, water and 
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glycerin saturations. The results showed that velocity measurements 

between the separately made cores could not be compared with each 

other as the velocities did not conform to typical variations associated 

with transversely isotropic materials. This difference was attributed to 

variations in cementation and grain packing during the manufacturing 

stage. 

Nevertheless, by comparing shear-wave splitting results from 

individual cores for all saturations a number of strong correlations were 

revealed. Initially, the unfractured core was analysed for layering 

anisotropy and found that at a differential pressure of 40 MPa, shear-

wave splitting of less than 0.5% was measured. For the core with 

fractures orientated at 0° to the fracture normal, 0% shear-wave splitting 

was measured for all saturations. For the core with fractures at 90° to 

the fracture normal, shear-wave splitting of around 3% was found for all 

saturations. These last two observations are both in line with theory that 

predicts shear-wave splitting should equal 100�� and should be 

independent of fluid saturation. Both of these findings agree with 

theoretical predictions of shear-wave splitting at the respective angles to 

the fracture normal for a transversely isotropic medium. Interesting but 

unquantifiable variations of shear-wave splitting were seen in the core 

with fractures at 45° to the fracture normal with respect to fluid 

saturation. 

 

7.2.3 Experiment III (Chapter 6). 

 

In a bid to remove the inter-sample variations seen in the second 

experiment, two larger samples were made; one unfractured and the 

other containing a controlled fracture geometry. They were ground into 

octagonal prisms to allow transducers to be placed directly on the faces 

to give measurements in four directions relative to the layer and fracture 

normal in a bench-top, pulse transmission arrangement. The pulse-echo 

system can only measure in one direction for a single sample and 

therefore requires three core plugs to fully quantify the anisotropy. This 
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bench-top arrangement was seen as the best compromise between 

accuracy and the requirement for all measurements to be made on a 

single sample. Drawbacks to the bench-top system included loss of 

elevated pressure data and difficulties in maintaining saturation of 

samples. By using a reference material to compare the wavelets 

recorded from the rock, both P- & S-wave phase velocity and attenuation 

were measured to an adequate degree of accuracy, something previous 

bench-top studies of synthetic fractured rocks failed to do (e.g. Rathore 

et al. 1995). 

Measurements in the fractured rock showed azimuthal variations of 

velocity consistent with transverse isotropy, something that the samples 

from the second experiment did not. Shear-wave splitting was measured 

at each angle by rotating the shear-wave transducer so that it was 

polarised parallel (S1) and perpendicular (S2) to the fracture strike. 

Shear-wave splitting was seen to vary at all angles to the fracture normal 

and found to be sensitive to fluid saturation at 45° to the fracture 

normal. At 0° to the fracture normal, shear-wave splitting was found to 

be approximately 0% for all saturations and at 90° to the fracture 

normal, shear-wave splitting was found to approximately equal the 

layering anisotropy plus the fracture density. At 45° to the fracture 

normal, particular attention was paid to the differences between the 

water and glycerin saturations for a direct comparison with the 

observations seen in the first experiment. The observations in the third 

experiment also observed fluid-dependent shear-wave splitting at this 

angle and also showed a polarisation flip of shear-wave splitting with an 

increase of fluid viscosity. Modelling results showed, for the aspect 

ratios of the fractures within the samples, that both viscosity and bulk 

modulus were responsible for the observed changes of shear-wave 

splitting. 

Using the best fitting model for the water saturated sample, ε, δ 

and γ were modelled for air and glycerin saturation and compared to the 

measured data. Modelling of these Thomsen parameters found that the 

subtle difference between water and glycerin for ε and δ could be 
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modelled. More interestingly, air saturation was predicted and measured 

to be much higher than both water and glycerin for these parameters. γ 

was predicted to be independent of fluid saturation and matched the 

measured data very well showing that the layering anisotropy plus 

fracture density could explain the overall S-wave anisotropy found in the 

fractured sample.  

 

 

7.3 Discussion and conclusions. 

 

It can be seen that the third experiment made a significant step 

forwards in model validation in comparison to the first experiment. For 

example, the full anisotropic tensor was measured for both the 

unfractured and fractured rocks and for three saturation states. It is 

interesting to note that the values of �� for both experiments were 

found independently and are both of similar magnitude, although �� for 

the third experiment is larger than for the first. Since the grains making 

up the rock are larger in size, one might expect any grain contact 

microcracks to be similarly larger than in the first experiment (CNPC 

rocks) giving rise to lower relaxation times; this is consistent with theory 

and acts as a small reality check. 

Another thing common to the modelling in both the first and third 

experiment is the inability to model the velocities associated with the 

glycerin saturation even when using squirt flow modelling, which 

predicts that velocity should increase with increasing fluid viscosity. For 

this reason it appears a frame stiffening effect is occurring for the 

glycerin saturated measurements. Such an effect was observed on 

glycerin saturated sandstones in the laboratory by Marketos and Best 

(2010) with reference to the BISQ squirt flow model (Dvorkin and Nur 

1993; Dvorkin et al 1994). Nevertheless, variations of anisotropy with 

respect to fluid viscosity and bulk modulus can still be assessed. 

The suitability of the Chapman model to analyse this type of 

dataset is key. For example, the Hudson (1981) and  Thomsen (1995) 

models are frequency independent and will not predict variations of 
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shear-wave splitting with fracture direction and fluid type. The Hudson 

(1981) model was extended to the full frequency range by Hudson et al. 

(1996) where the normal traction on a fracture in the first order 

corrections was frequency dependent. However the model reduces to 

the Hudson (1981) model at zero frequency in contradiction with 

Gassmann’s formulae. Another unsatisfactory and questionable physical 

aspect with the extension was that fluid was allowed to flow between the 

cracks along mechanically “invisible” pathways. This becomes 

particularly apparent at the seismic wavelengths of a field survey as the 

model predicts fluid flow of tens of metres over these “invisible” 

pathways.  

The laboratory measurements have provided validation for 

particular aspects of the Chapman model. One aspect is the shear-wave 

splitting variations with fluid at non-vertical seismic incidence observed 

in all three experiments. Implications and the results of the model 

predictions and laboratory measurements could be used directly for oil-

water discrimination in fractured reservoirs. For example if the 

polarisation flip in shear-wave splitting could be seen between water and 

oil bearing layers, it has the potential to be used as an analytical tool for 

fluid determination using multicomponent field seismic data. 

This laboratory study has confirmed the robust relationships used 

by the seismic exploration industry to interpret fracture properties: 

maximum P-wave velocity, minimum attenuation and maximum shear-

wave splitting in the fracture strike direction. Measurements from the 

high pressure pulse-echo system also showed that shear-wave splitting 

was 100�� and independent of fluid saturation for wave propagation at 

90° to the fracture normal at high confining pressures. 

Perhaps one of the most important findings of the work is evidence 

that it is possible to infer more than information regarding the fracture 

compliance from seismic data. The theory of Chapman (2003) relates 

the anisotropic response of the rock based on the physical size of the 

fractures and saturating fluid properties. This model was successfully 

applied to the data of the first and third experiment and used to model 
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the anisotropic response of the rock based directly on the size of the 

fractures. In all three experiments it was possible to relate the fracture 

density, calculated through physically measured parameters to shear-

wave splitting. These findings are in direct contradiction with beliefs 

that only fracture compliance can be derived and interpreted from 

seismic data and provide evidence that accounting for the physical 

properties of the fractures within models is a key aspect to consider. 

The experiments carried out in this thesis open the door for a 

series of further laboratory validation experiments. It is clear that the 

manufacturing method for the rocks allows any number of fracture 

distributions to be created. However, the ultimate result would be to be 

able to produce rocks without background layering anisotropy that can 

be cored in three directions and measured in the pulse-echo system. A 

study of this nature could look at not just fracture and fluid effects but 

also pressure effects. It was shown by Best et al. (2007) that the 

response of attenuation anisotropy to pressure was much more sensitive 

than velocity anisotropy. With this in mind, it would be particularly 

useful to measure frequency-dependent velocity related fluid effects 

with changes of attenuation in a multicomponent time-lapse field 

seismic survey to determine both fluid and pressure changes in 

reservoirs. 

Another important future advance would be the design of 

laboratory experiments capable of obtaining accurate elastic wave 

anisotropy data for wavelengths much greater than the fracture size, in 

order to isolate the true poro-visco-elastic phenomena modelled by 

Chapman (2003) in the absence of wave scattering effects. On the other 

hand, one could take the present study results as somewhat realistic to 

the field case where there may always be some geological features that 

are larger than the seismic wavelength (e.g., fracture sets occur on a 

wide range of scales) and hence lead to scattering. Probably the most 

significant finding of this laboratory study is that despite strong 

scattering effects, many of the poro-visco-elastic effects on elastic wave 

anisotropy that are predicted by the theory do in fact predominate and 
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are readily observable. This is a most encouraging prospect for seismic 

exploration of fractured reservoirs. 
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Appendix A 

A. Anisotropic reflection coefficient. 

Anisotropic reflection coefficient. 

 

 

The partition, reflection and transmission of plane waves at boundaries 

can be described for an isotropic/isotropic case using the Zoeppritz 

(1919) equations and reduces to equation 4.6 in Chapter 4 at normal 

incidence (such as in the pulse-echo system for isotropic samples). This 

formula is sufficient for transversely isotropic materials in the symmetry 

planes (e.g. 0° and 90°) since the waves suffer no lateral translation. 

However, at angles away from this (e.g. the 45° sample) the transversely 

isotropic rock base reflection interface with the isotropic buffer rod will 

cause an anisotropic reflection (Figure A.1). 

 

 

 

Figure A.1: Reflected and transmitted seismic waves caused by a P-wave 

incident at a boundary between two materials with different anisotropic 

properties (adapted from Mavko et al. (1998)). 
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Schoenberg and Protázio (1992) gave solutions of the Zoeppritz 

equations in anisotropic media which can be used to calculated the 

anisotropic reflection coefficient  with symmetry up to monoclinic. 

In order to calculate the anisotropic reflection coefficient the full 

elastic stiffness tensor is required. For transversely isotropic materials 

the tensor has the form 

 

 

@A
AA
AB
;CC ;C> ;CJ 0 0 0;C> ;CC ;CJ 0 0 0;CJ ;CJ ;CJ 0 0 00 0 0 ;DD 0 00 0 0 0 ;DD 00 0 0 0 0 ;KKEF

FF
FG .  

 

 

This can only be calculated for transversely isotropic materials by 

measuring velocity in three directions; 0°, 45° (or some other 

intermediate angle) and 90° to the symmetry axis. The five components 

of the stiffness tensor can be measured from 5 velocity measurements 

(Wang 2002); V��90°�, V��0°�, V��45°�, S1�90°� and S1�0°� where, 

 

 ;CC �  )V��90°� , 
;C> �  ;CC 6 2)S1>�90°� , 

;JJ � )V�>�0°� , 
;DD � )S1>�0°� , 

;CJ � 6;DD 

HQ4)V��45°�D 6 2)V��45°�>�;CC H ;JJ H 2;DD� H �;CC H ;DD��;JJ H ;DD�  , 
;KK �  1

2 �;11 6 ;12� . 

 

 

Exact reflection coefficients can be simplified from the Schoenberg 

and Protázio (1992) form in the limit of weak transverse isotropy i.e. 

that ε and δ << 1.  The parameters ε and δ are two of Thomsen’s 

anisotropy parameters given by (Thomsen 1986). Thomsen’s shear-wave 

anisotropy parameter, γ, is also required for the S1-wave reflection 

coefficient. These anisotropy parameters are given by: 
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 ε � ;CC 6 ;JJ2;JJ  ,  

 

 
δ � �;CJ H ;DD�> 6 �;JJ 6 ;DD�>

2;JJ�;JJ 6 ;DD�  ,  

 

 γ � ;KK 6 ;DD2;DD  .  

 

 

The reflection coefficients are described by Thomsen (1993) and 

modified by Rüger (1997) and are of the form (Tsvankin 2001): 

 

 ��¬� � ��b��¬� H �`a�b��¬� , (A.1) 

 

where ��b��¬� is the reflection coefficient in the reference isotropic 

medium (ε = 0, δ = 0) given by e.g. Aki and Richards (1980). �`a�b��¬� is 

the contribution of the anisotropy. The parameter ¬ represents the 

incidence angle, or for our experiments the angle to the fracture normal. 

 

For P-waves, �`a�b�, �¬� is given by (Rüger 1997): 

 

 �`a�b�, �¬� � 1
2 �δ> 6 δC�sin>¬ H 1

2 �ε> 6 εC�sin>¬tan>¬ . (A.2) 

 

Subscripts 1 and 2 refer to the material above and below the interface 

(see Figure A.1). 

 

For S1-waves, �`a�b�,�C�¬� is given by Rüger (2002): 

 

 �`a�b�,�C�¬� � 1
2 5γ> 6 γC8tan>¬ . (A.3) 

 

Rüger (2002) also shows that for S2-waves, �`a�b�,�>�¬� is given by: 
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 �`a�b�,�>�¬� � 1
2

VÃ�}>
VÃ�}> ��ε> 6 δ>� 6 �εC 6 δC��sin>¬ , (A.4) 

 

where VÃ�}>  and VÃ�}>  are the average velocities above and below the 

reflector. 

 

It can be seen in the pulse-echo system that measuring samples 

with fractures at an angle between 0° and 90° to the fracture normal will 

lead to an anisotropic base reflection (see Figure 4.1). Seismic waves will 

be travelling through a transversely isotropic rock and the reflection will 

come from the interface with the isotropic buffer rod. For this reason, 

equations A1.3 could be used to correct the reflection coefficient used 

in equation 4.5 (Chapter 4). Hence, the intrinsic attenuation coefficient 

can be calculated correctly. However, without P-wave velocity being 

measured at 0° to the fracture normal, the full tensor cannot be 

calculated since parameters ε and δ cannot be determined. 
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ABSTRACT
P- and S-wave velocity and attenuation coefficients (accurate to ±0.3%
and ±0.2 dB/cm, respectively) were measured in synthetic porous rocks with aligned,
penny-shaped fractures using the laboratory ultrasonic pulse-echo method. Shear-
wave splitting was observed by rotating the S-wave transducer and noting the
maximum and minimum velocities relative to the fracture direction. A block of syn-
thetic porous rock of fracture density 0.0201 ± 0.0068 and fracture size 3.6 ±
0.38 mm (measured from image analysis of X-ray CT scans) was sub-sampled into
three 20–30 mm long, 50 mm diameter core plugs oriented at 0◦, 45◦ and 90◦ to the
fracture normal (transversely isotropic symmetry axis). Full waveform data were col-
lected over the frequency range 500–1000 kHz for both water and glycerin saturated
cores to observe the effect of pore fluid viscosity at 1 cP and 100 cP, respectively. The
shear-wave splitting observed in the 90◦ core was 2.15 ± 0.02% for water saturated
and 2.39 ± 0.02% for glycerin saturated, in agreement with the theory that suggests
that the percentage splitting should be 100 times the fracture density and independent
of the saturating fluid. In the 45◦ core, by contrast, splitting was 0.00 ± 0.02% for
water saturation and −0.77 ± 0.02% for glycerin saturation. This dependence on
fracture orientation and pore fluid viscosity is consistent with the poro-visco-elastic
theory for aligned, meso-scale fractures in porous rocks. The results suggest the pos-
sible use of shear- or converted-wave data to discriminate between fluids on the basis
of viscosity variations.
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INTRODUCTION

A major cause of seismic anisotropy within hydrocarbon reser-
voirs is thought to be due to micro-scale (grain-scale) and
macro-scale (metre-scale) fractures (Liu et al. 1993). Since
fractures can significantly affect the flow of reservoir fluids
during hydrocarbon extraction they are important features to
quantify for optimal production (Sayers 2009). One approach
is to use mode converted seismic reflections (PS-waves) to
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remotely determine fracture density and orientation through
observations of shear-wave splitting. Crucially, appropriate
equivalent medium theories are needed to interpret the data
in terms of fracture properties. These theories relate the frac-
ture density (ε) to the amount of anisotropy measured by
the expression ε = Na3 (Crampin 1981), i.e., the number of
fractures per unit volume (N) multiplied by the cube of the
fracture radius (a). This is believed to be a valid relationship
for fracture densities up to ε = 0.1 (Crampin 1984). How-
ever, fracture density can be an ambiguous measurement of
the fracture distribution. For example, if a rock has only a
few large fractures and many smaller fractures then the same
fracture density may be observed for different proportions of
large to small fractures. If the observed seismic anisotropy
could be attributed to micro- or macro-scale fractures then
fluid flow modelling of hydrocarbon reservoirs could be im-
proved (Maultzsch et al. 2003).

A more recent application of equivalent medium theories
is the prediction of fluid saturation from seismic data (Qian
et al. 2007). In the case of fractured reservoirs, frequency-
dependent seismic anisotropy predicts anisotropic velocity
and attenuation relationships between fracture properties
(e.g., fracture size and orientation) as well as fluid proper-
ties such as viscosity. A common problem in oil exploration
is the discrimination between oil and water in a reservoir us-
ing seismic reflection data. However, theoretical predictions of
frequency-dependent seismic anisotropy indicate that S-waves
are more sensitive to the fluid viscosity in a fractured reservoir
than the commonly used P-waves (Qian et al. 2007). The sen-
sitivity of shear-wave splitting to saturating fluid has already
been observed on a field scale by van der Kolk, Guest and
Potters (2001) and for this reason, mode converted S-wave
analysis has the potential to improve fluid type predictions
within fractured reservoirs.

One way to evaluate the reliability of equivalent medium
theories for porous rocks is through controlled elastic wave ex-
periments on synthetic rock samples with fractures or penny-
shaped voids. This requires that velocities and attenuations
can be measured with sufficient accuracy in at least three di-
rections for transversely isotropic materials (e.g., 0◦, 45◦, 90◦

relative to the fracture normal) and that the fracture size, shape
and density are known as well as properties of the saturating
fluid. In a previous study, Rathore et al. (1995) produced
synthetic porous sandstones containing aligned penny-shaped
voids with a diameter of 5.5 mm. They measured ultrasonic
P- and S-wave velocity at 100 kHz on dry and water saturated
samples as a function of wave propagation direction. The data
were compared to the model predictions of Hudson (1981)

and Thomsen (1995). Some limitations of the work included:
evidence for scattering (Hudson, Pointer and Liu 2001); only
two saturation states were measured (dry and water); little em-
phasis on attenuation; and an unrealistic rock cement (sand
grains cemented with epoxy resin). Despite these limitations,
their model predictions showed that the low-frequency theory
could explain some of the experimental observations.

In this study velocity and attenuation were measured on
synthetic porous rock samples with aligned penny-shaped
voids using the ultrasonic pulse-echo system. In particular,
the shear-wave splitting observations showed good agreement
with the theory and are presented here. Data were collected for
rocks saturated with water (viscosity 1 cP [1 cP = 10−3 Pa.s])
and glycerin (100 cP) and were compared to the frequency-
dependent seismic anisotropy theory of Chapman (2003).

The wavelengths used were comparable to the fracture ra-
dius. Strictly speaking, the equivalent medium theory should
not be applicable to this situation but we nevertheless find a
number of important correlations with the theory. Notably,
for wave propagation at 90◦ to the fracture normal, the ob-
served values of shear-wave splitting and the theoretical pre-
dictions were about 2%, which was 100 times the fracture
density (measured from the image analysis of X-ray CT data).
Moreover, the theory predicts the observed angular variations
of shear-wave splitting due to pore fluid viscosity changes.
These laboratory results provide supporting evidence for the
application of such theoretical models to the analysis of mode
converted shear-wave reflections for oil-water discrimination
in fractured reservoir rocks.

L A B O R A T O R Y M E A S U R E M E N T S

Rock samples

A block of synthetic porous rock with aligned penny-shaped
voids (fractures) was provided by the Chinese National
Petroleum Corporation’s (CNPC) Key Laboratory for exper-
imental investigation using the pulse-echo system. Three sub-
samples were cored at 0◦, 45◦ and 90◦ to the fracture nor-
mal using a diamond drill bit; each sample had a diameter
of 50 mm and a length of between 20–30 mm (see Fig. 1).
Porosity, permeability, grain size and mineralogy (found to
be a sodium aluminium oxide compound from XRD analysis)
were measured using standard methods; X-ray CT scans were
obtained for fracture size and density quantification (Fig. 2).
The measured rock and fracture characteristics needed for
input to the theoretical model are given in Table 1.
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Figure 1 Synthetic rock samples (diameter 50 mm) cored at 90◦ (left), 45◦ (centre) and 0◦ (right) to the fracture normal from the same block.
An unwanted hairline fracture is just visible in the 0◦ sample joining the (planned) penny-shaped fractures.

Figure 2 X-ray CT images of the synthetic 90◦ rock sample (diameter 50 mm) showing size, density and distribution of the penny shaped
fractures.

Table 1 Model input parameters for the synthetic porous rock

Rock and fluid parameters used in this study
P-wave velocity (Vp) 4475 ± 13 m/s
S-wave velocity (Vs) 2710 ± 8 m/s
Observation frequency (f 0) 750 kHz
Bulk density of water saturated rock (ρ) 2829 kgm−3

Rock porosity (�p) 29%
Pore fluid bulk modulus (water) (κ fwater) 2.19 GPa

Penny-shaped fractures (at 50 MPa)
Fracture density (εf ) 0.0201 ± 0.0068
Fracture radius (af ) 1.8 ± 0.19 mm
Fracture aspect ratio 0.01

Experimental procedure

Elastic wave velocity and attenuation were measured on
the rock samples using the ultrasonic pulse-echo method.
The broadband pulses gave useable frequencies between
500–1000 kHz. Shear-wave splitting was measured by rotat-
ing the piezoelectric shear-wave transducer (while the sample
was under elevated pressure) and observing the minimum and
maximum velocities and their associated attenuations rela-
tive to the fracture direction (see Best, Sothcott and McCann

(2007) for anisotropic measurement procedures). The rock
samples were saturated with de-aired de-ionized distilled wa-
ter (1 cP) and with glycerin (100 cP) using the methods de-
scribed in McCann and Sothcott (1992) and measured in the
pulse-echo rig at differential pressures between 10–50 MPa
(differential pressure = confining pressure minus pore fluid
pressure); the pore fluid pressure was kept constant at 5 MPa.
The system was allowed to equilibrate for 30 minutes at each
pressure before each measurement and the temperature in the
laboratory was controlled at 20◦C. Both P- and S-wave veloc-
ity and attenuations were corrected for diffraction effects and
calibrated against aluminium and brass standards (McCann
and Sothcott 1992; Best 1992) to give absolute accuracies
of ±0.3% for velocity and ±0.2 dB/cm for the attenuation
coefficient giving inverse quality factors (Q−1) accurate to,
for example, ±10% at Q−1 = 0.02 (Q = 50). The ultrasonic
pulses reflected from the top and base interfaces of the rock
were Fourier analysed for phase velocity and attenuation in
the frequency range 500–1000 kHz. This is an optimized fre-
quency range to negate beam spreading and associated edge
effects that appear below 500 kHz. Meaningful results were
obtained for the 45◦ and 90◦ samples only; the signals were
too highly attenuated in the 0◦ fractured sample.
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Figure 3 S-wave pulse reflections from the base of the 90◦ sample saturated with a) water and b) glycerin and from the 45◦ sample saturated
with c) water and d) glycerin. S-wave polarizations relative to the fracture direction indicated in legend.

The velocities measured on these synthetic samples give
P- and S-wavelengths of approximately 6 mm and 3.5 mm
respectively. Since the fractures have a diameter of about
3.6 mm, very close to the shear wavelength, the inevitable
scattering effects make the experimental data less than ideal
for equivalent medium modelling (a similar problem to the
data of Rathore et al. (1995)). However, even under these non-
ideal experimental conditions, there were still some important
aspects of the theory that agreed with the measurements.

A question that arises is whether at 45◦ to the fracture nor-
mal phase or group velocity is measured using the pulse-echo
system. Dellinger and Vernik (1994) modelled propagation of
P- and S-waves through an anisotropic medium considering
the wavefronts to have a finite width when using an ultrasonic
transducer with a radius between 6–10 mm. If the wavefront
is travelling parallel or perpendicular to the fracture normal,
a true phase velocity is measured. At 45◦ to the fracture nor-

mal, the wavefront can suffer a lateral translation dependent
on the degree of anisotropy and propagation distance through
the sample. If this translation is larger than the radius of the
receiving transducer then a group velocity, not phase velocity,
is measured. Using equations (1) and (2) from Dellinger and
Vernik (1994) the lateral translation at 45◦ was calculated to
be 0.31 mm for P-waves at 50 MPa (less than 10% of the
radius of the receiving transducer in our experimental setup).
Hence, for all wavefronts the lateral translation is an order of
magnitude less than the radius of the receiving transducer and
phase velocity is measured at 45◦.

L A B O R A T O R Y R E S U L T S

The S-wave pulse reflections from the base of the samples
are presented in Fig. 3. For the 90◦ sample, significant time
differences are seen between orthogonally polarized S-waves
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corresponding to in-line and transverse directions relative to
the aligned fractures (e.g., compare time shift between peak
amplitudes of waveforms). These time delays are approxi-
mately the same for both the water (Fig. 3a) and glycerin
(Fig. 3b) saturated cases. However, in the 45◦ sample the
time delay becomes much smaller for both water and glycerin.
When water saturated (Fig. 3c), the waveform for S-wave po-
larization at 0◦ to the fracture direction arrives at the same
time as the arrival for 90◦. However when the 45◦ sample is
glycerin saturated (Fig. 3d) the waveform for S-wave polariza-
tion at 90◦ to fracture direction arrives just before that at 0◦.
The corresponding S-wave phase velocities are also presented
in Figs 4 and 5 for a differential pressure of 50 MPa when any
undesired fractures are closed leaving only the desired penny-
shaped voids (some hairline fractures were seen joining the
penny-shaped voids, possibly introduced as an artefact during
the CNPC Key Laboratories rock manufacturing process).

Shear-wave splitting (SWS) is expressed as the parameter
SWS (%) = 100 × (S1 − S2)/S1, where S1 and S2 are the par-
allel and perpendicular shear-wave velocities relative to the
fracture direction, respectively. Significant shear-wave split-
ting of about 2% was observed in the 90◦ sample for both
the water saturated (Fig. 4a) and glycerin saturated (Fig. 4b)
cases. However, in the 45◦ sample the magnitude of shear-
wave splitting is seen to change with fluid type (viscosity).
Shear-wave splitting reduces to 0.00 ± 0.02% in the water
saturated 45◦ sample in Fig. 5(a) and is −0.77 ± 0.02% in the
glycerin saturated 45◦ sample in Fig. 5(b).

DESCRIPTION OF T HE CHAPMAN (2003 )
THEORY

The theory of Chapman (2003) seeks to model frequency-
dependent seismic anisotropy in fractured reservoir rocks
through knowledge of rock porosity, permeability, fracture
density and orientation and pore fluid properties viscosity,
bulk modulus and density. The model is based on a squirt
flow mechanism in an anisotropic porous rock with two crack
populations: randomly aligned, grain contact, ellipsoidal mi-
crocracks defined by the grain size; and aligned, mesoscale,
ellipsoidal fractures that are longer than the grain size. The
results of the model agree with Brown and Korringa (1975)
in the low-frequency range and Hudson (1981) in the high-
frequency range. In the absence of aligned mesoscale fractures
the model returns to the isotropic, microcrack squirt-flow
model of Chapman, Zatsepin and Crampin (2002), which
was tested against laboratory data by Chapman (2001).

Figure 4 S-wave velocities versus measurement frequency in the
90◦ sample when saturated with a) water and b) glycerin. S-
wave polarizations relative to the fracture direction indicated in
legend.

The stiffness tensor given by Chapman (2003), Cijkl, re-
lating the contributions from the isotropic elastic tensor (C0,
with Lamé parameters, λ and μ), C1 (pores), C2 (microcracks)
and C3 (fractures) multiplied by the porosity (�p), microcrack
density (εc) and fracture density (εf ) is of the form:

Ci jkl = C0
i jkl − �pC1

i jkl − εcC2
i jkl − ε f C3

i jkl . (1)

These corrections are functions of the Lamé parameters, the
fluid and fracture properties, frequency and time-scale factors
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Figure 5 S-wave velocities versus measurement frequency in the 45◦

sample when saturated with a) water and b) glycerin. S-wave polar-
izations relative to the fracture direction indicated in legend.

τm and τ f that relate to the squirt flow time associated with
the microcracks and fractures, respectively.

To make Chapman’s (2003) model more applicable to real
data it was adapted by Chapman et al. (2003) using Lamé pa-
rameters λo and μo derived from the density (ρ) and measured
velocities, Vo

p and Vo
s , of the rock. Also required is C0(�, M),

to be defined such that the velocities are obtained at a specific
frequency (f 0). This allows the model of Chapman (2003) to
have the Lamé parameters taken from laboratory measure-
ments for direct calibration of the model. Subsequently, we

have

� = λo + �c,p(λo, μo, f0), M = μo + �c,p(λo, μo, f0), (2)

where �c,p refers to corrections to the elastic tensor, which
are proportional to εc and �p, with λo = ρ(Vo

p )2 − 2μo; μo =
ρ(Vo

s )2.
Equation (1) can now be written as

Ci jkl (ω) = C0
i jkl (�, M, ω) − �pC1

i jkl (λ
o, μo, ω)

− εcC2
i jkl (λ

o, μo, ω)
− ε f C3

i jkl (λ
o, μo, ω). (3)

In this form the corrections for pores, microcracks and frac-
tures that describe the frequency dependence and anisotropy
of a material can be obtained from laboratory measurements
on the rock (Maultzsch et al. 2003).

Fluid flow in the model occurs on two scales, the grain scale
(associated with the microcracks and pores) and the fracture
scale. The relaxation time associated with the grain scale is
related to the squirt-flow frequency (τm) while the flow as-
sociated with the fractures results in a lower characteristic
frequency or time-scale constant (τ f) related to the size of the
fractures. The time scales τm and τ f are related through

τ f = a f

ς
τm, (4)

where af is the fracture radius and ς is the grain size. τm is
given by

τm = cvη(1 + Kc)
σcκςc1

, (5)

where η is the fluid viscosity, κ is the permeability, cv is the
volume of the individual cracks, Kc = σ c/κ f is the inverse of
the crack space compressibility, κ f is the fluid bulk modulus,
c1 is the number of connections to other elements of pore
space and σ c = πμr/[2(1 − v)] is the critical stress with r

representing the aspect ratio of the cracks and v is Poisson’s
ratio.

The model relates the frequency-dependent seismic re-
sponse to fluid mobility and fracture scale lengths by allowing
anisotropic velocity dispersion and attenuation (Qian et al.

2007).

MODEL PARAMETERIZATION AND M ISF IT
MINIMIZING

Table 1 shows the model parameters used to implement the
theory of Chapman (2003). The only free variable that re-
quires fitting to the data is the microcrack relaxation time
τm; the fracture relaxation time τ f is derived from this value
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Figure 6 Relative difference between predicted and observed ultra-
sonic velocities at 750 kHz in the water saturated 90◦ and 45◦ sam-
ples as a function of microcrack relaxation time τm; note minimum
located at τm = 8 × 10−9 s.

through model relationships incorporating the known frac-
ture radius af and grain size ς (equation (4)). Chapman et al.

(2003) showed that setting the microcrack density εm to zero
is a good approximation for most situations of interest, hence
only the fracture density εf is needed in Table 1. A value of
τm was sought that minimized the misfit between the observa-
tions and model for the water saturated 45◦ and 90◦ samples.
The misfit was calculated from the combined relative differ-
ence between the measured and modelled velocities at 750
kHz in the 45◦ and 90◦ samples for P- (compressional), S1-
(shear-wave parallel to the fractures) and S2- (shear-wave per-
pendicular to the fractures) waves. This approach produced
the best overall fitting model without biasing it towards any
single velocity mode.

The model was found to be insensitive to the fracture aspect
ratio (thickness/diameter), R, in the range R < 0.01. We expect
that under pressure our aspect ratio will be small and therefore
assume that we are in the low aspect ratio limit.

The combined misfit curve in Fig. 6 was generated from
reasonable values of τm based on the grain size; a minimum is
clearly located at τm = 8 × 10−9 s. In fact, the curve suggests
that the data best suit a high-frequency model because the
differences are smaller at larger values of τm (i.e., higher values
of relaxation frequency = 1/τm) than at lower values of τm. In
the high-frequency limit the fluid within the fractures become

Figure 7 Results of best fitting model (lines) to the laboratory data
for water saturated 45◦ and 90◦ samples at 750 kHz (squares). Note
the data at 45◦ are repeated at 135◦ on the assumption of perfect
symmetry in order to complete the characteristic angular dependence
curves.

increasingly isolated from the surrounding pore space and
leads to unrelaxed poro-visco-elastic behaviour.

The best fitting model velocities are compared to the ac-
tual measurements at 750 kHz in Fig. 7. The model veloc-
ities match well for P-waves but slightly overestimate the
measured S1-wave values at 45◦ (and the duplicated results
plotted at 135◦) and overestimate the S2-wave values at 45◦

and 135◦. Nevertheless, the model and experimental results
are in reasonable agreement. We believe the fit is acceptable,
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particularly given the deviation of the model parameters from
the assumptions of the equivalent medium theory.

MODELLING OF FLUID-DEPENENT
SHEAR-WAVE SPL I T T I N G

An interesting feature of the theoretical model is the predic-
tion of viscosity-dependent shear-wave splitting as a function
of wave propagation incidence angle relative to the fracture
normal. For this reason, the experiments were designed to dis-
cover whether any such dependencies could be observed in the
synthetic rocks.

We repeated the measurements under glycerin saturation.
There appears to be a frame stiffening effect that results in
higher P- and S-wave velocities than predicted by the theory
but it is nevertheless instructive to compare shear-wave split-
ting results to the water saturated case.

Experimental observations of shear-wave splitting from
Figs 4 and 5 are again shown in Fig. 8, only this time plotted
against pore fluid viscosity at a single frequency of 750 kHz.
Again it is seen that, while shear-wave splitting is similar for
water and glycerin in the 90◦ sample, shear-wave splitting is
zero for water and negative for glycerin in the 45◦ sample.
Note that the experimental errors are smaller than the sym-
bols used for the data points.

The theory predicts that for wave propagation at 90◦ to the
fracture normal, shear-wave splitting should be unaffected by
viscosity and the relationship between fracture density and
shear-wave splitting holds true regardless of viscosity. At 45◦

to the fracture normal, shear-wave splitting theoretically be-
comes negative due to increasing viscosity since the quasi-
shear (S2) velocity can be higher than that of the pure-shear
(S1) at this propagation angle. It is also interesting to note
that although the free parameter τm was fitted to the water
saturated data only, it also shows good agreement with the
observed shear-wave splitting as a function of fracture orien-
tation and viscosity (i.e., in the glycerin saturated samples).
This provides an independent check of the correct calibration
of the model to the data.

The findings here are in accordance with the theoretical pre-
dictions and field data analysis made by Qian et al. (2007).
They successfully analysed 3D/3C data from the Shengli
oilfield, detecting attenuation and velocity anomalies of PS
converted-waves. These were found to be consistent with syn-
thetic modelling results of changes in viscosity and they ob-
served both the oil saturated zones and the water bearing
zones after water injection at the location of the oil well using
the field seismic data.

Figure 8 Comparison of model predictions of shear-wave splitting
with observations at 750 kHz as a function of pore fluid viscosity a)
90◦ sample and b) 45◦ sample.

CONCLUSIONS

Laboratory observations of shear-wave splitting in synthetic
rocks with penny-shaped fractures show significant changes
with respect to fracture orientation and fluid viscosity rela-
tive to experimental errors. X-ray CT scanning of the rock
samples allowed fracture size and density to be quantified
for input to the theoretical model of Chapman (2003). De-
spite the experimental wavelength being close to the fracture
size, the average measured magnitude of shear-wave splitting
within our frequency range for waves propagating at 90◦ to
the fracture normal is 2.15 ± 0.02% when water saturated
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and 2.39 ± 0.02% when glycerine saturated. This percent
shear-wave splitting in the vertical core is 100 times the frac-
ture density measured by CT scanning, as predicted by theory
(Hudson 1981). The theoretical predictions of the Chapman
(2003) model, relating the magnitude and polarity of shear-
wave splitting to fracture orientation and pore fluid viscosity,
show reasonable agreement with the laboratory observations.

The results of this study provide evidence of fluid-dependent
shear-wave splitting in fractured rocks as predicted by the
theory. This gives added confidence in the use of the theory
for the analysis of mode converted seismic wave reflection
data for discrimination between, for example, oil and water
in fractured reservoirs due to fluid viscosity differences.
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