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GPU BASED AEROACOUSTIC COMPUTATION WITH PREFACTORED COMPACT SCHEMES

by Shuming Miao

In this work a computational aeroacoustic (CAA) solver, based on finite difference method, used for
sound propagation in engineering practice, is accelerated on graphics processing units (GPUs) by
using CUDA FORTRAN. The high-fidelity CAA solver is governed by linearized Euler equations (LEE),
which features high-order, optimized prefactored compact schemes with low dissipation and
dispersion. Solving prefactored compact schemes gives rise to bidiagonal matrices and it is the
dominant computational cost in the CAA solver. Multiple methods for solving the bidiagonal matrix
are investigated on GPUs. The numerical methods achieve different performance in the x, y and z
directions due to anisotropic memory access pattern. The anisotropic memory access pattern refers
to coalesced memory access in a direction, which increases the computational performance, and
redundant memory access in the other directions, which increases the computational cost. A new
hybrid method is proposed in terms of the anisotropic memory access and a strategy is formulated
for solving the bidiagonal matrix in 3D computations. In addition, multiple-GPU implementation is
added to the solver. Different parallel strategies are applied to different subroutines in accordance
with different memory access patterns. The data transfer between multiple GPUs is also optimized
by a direct data transfer between GPUs. Based on a comparison of the wall-clock time on the same

amount of CPU cores and GPUs, speed-ups of 40-80 are achieved in double precision.

The new solver is used to investigate the scattering of propeller noise off a cylinder and the
refraction effect of boundary layer. It is found that the propagation of thickness noise concentrates
on the ring plane whereas that of loading noise concentrates on the ring plane and inclines
upstream. In addition, the refraction effect of the boundary layer is weak and negligible at M =
0.205 whereas it is significant at M = 0.75. An extension of computation shows that the refraction

effect of the boundary layer becomes important when M > 0.3.



Finally, the new solver is employed to predict the scattering of propeller noise off an ATR-72 like
wing-body at a full scale. Results show that the current solver can be used to predict the large-scale

engineering cases and an acceptable wall-clock time and speed-up is achieved.
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Chapter 1: Introduction

1.1 Overview

With the development of civil aircraft design requirements, noise generated by aircrafts has
become an increasingly important issue for a number of reasons. First, the continuously growing
air traffic and a rise in public awareness of its impact on the environment have forced the
government to make new regulations on airport noise emission [1]. Second, noise emission is
treated as an important performance aspect of the airplane. For example, the whole European
aviation industry aims to reduce noise by 50% by 2020 and by 65% by 2050, compared to typical
new aircrafts manufactured in 2000 [2, 3]. Lastly, many airports regard noise as a major problem
[1, 4]. Effective measures of noise reduction have to be adopted if a long-term increase in air traffic
is to be sustained and this will require further investigation into the physics of aerodynamically

generated noise.

With the increasing demand for understanding the physics of aerodynamically generated sound as
well as the development of computational power of computers and numerical techniques,
computational aeroacoustics (CAA) is increasingly employed to study airframe/engine noise.
Computational aeroacoustics focuses on the generation, propagation and radiation of aerodynamic
sound and requires time-accurate simulations [5]. Compared to that of an aerodynamic flow field,
the amplitude of aeroacoustic field is small (normally five or six orders smaller) [6]. However, it
travels a long distance [7]. Consequently, the numerical methods in CAA must be of high-order
accuracy, and have low dissipative and dispersive properties. The resolution of a discretized mesh
has to be kept high up to observer points to accurately capture the sound wave. These factors result
in high cost and long runtime of CAA simulations, which can deter CAA methods from being applied

to real engineering problems.

A generic CAA engineering problem is the prediction of the propeller/turboprop noise scattering
off an aircraft. The computational domain is large and the grid resolution has to be high enough to
capture the necessary harmonics of the blade passing frequencies (BPF) with high sound energy. In
addition, complex geometry and requirements for the stencil size of high order schemes at
boundaries also increase the total mesh amount. Some studies have shown that direct computation
of turboprop noise generation and propagation with real-sized wings using an unsteady Reynolds-
averaged Navier-Stokes (URANS) is prohibitively expensive [8], let alone for a wing body. Therefore,
a hybrid method is preferred in some studies [9, 10]. A CAA hybrid method splits a computational

domain into different coupled regions and applies different governing equations to each region.
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Appropriate assumptions and simplifications are made in the propagation and radiation regions so
that the computational cost is reduced significantly. By using optimized CAA high-order schemes
[11-14], the total size of mesh points can be reduced further. The CAA high-order schemes provide
high-order accuracy, low dissipation and dispersion properties and resolve acoustic waves on a
much coarser mesh. Consequently, the computational cost is reduced by using CAA high-order
schemes. Given a harmonic wave e'®*, the resolved harmonic wave can be described by @, in
which «, called true wave number, is a real number whereas @, called resolved wave number, is a

complex [11-14]. The resolved wave can be expressed in real and imaginary parts:
eia — ei(a,,+ia,) — efa,eia,. — rei”’" (11)

In which, r defines the dissipation error while (@, — ) defines the dispersion error. The CAA high-
order schemes endeavour to make r as 1, which means low dissipation, and (a,. — ) as 0, which
means low dispersion, at an extent of a. Though CAA codes use parallel processing, e g., message-
passing interface (MPI) [15] on a high performance computing (HPC) cluster, the unsteady
simulations, millions or even tens of millions of mesh points, and high-order schemes make the
computational cost expensive and high demand on computing resources, which prevents CAA from

being extensively applied to real engineering problems.

To address the complexity of aerodynamic noise phenomena and to meet the stringent accuracy
requirements of numerical schemes employed in sound computation, significant improvements in
the available computing resources are necessary. HPC plays an indispensable role in modern
numerical simulations. A graphics processing unit (GPU), common in desktop computers, has higher
floating-point operation performance and memory bandwidth than a multi-core central processing
unit (CPU) [16]. These features have motivated numerous studies in the area of general-purpose
computing on GPUs (GPGPU). Recent developments in the use of GPGPU applications in
computational fluid dynamics (CFD) [17-22] and room acoustics [23-25] have encouraged the

author to extend these efforts to the CAA field.

The aims of this research were to first accelerate a high-order, transient acoustic scattering
program, which features high-order, low-dissipation and dispersion schemes based on finite
difference method, with multiple GPU implementations. Second, employed this new efficient solver
to investigate the propeller noise scattering off a cylinder and the refraction effect of the boundary
layer computationally. Finally, predicted the propeller noise scattering off a wing-body at a full scale

and evaluated the speed-up on the large-scale engineering case with complex geometry.
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1.2 Literature Review

CAA simulations are transient and computationally expensive. Multiple aspects of efforts which
cover the governing equations on physics, the numerical schemes and HPC on implementation are
performed to reduce the computational cost and wall-clock time. On physical models, a hybrid
method is used to reduce the computational cost in the sound propagation and radiation regions.
On numerical methods, the CAA high-order low-dissipative and low-dispersive schemes are
employed to reduce the mesh resolution. Finally, on HPC aspects, HPC computers and GPUs are

used to accelerate CAA applications. This section reviews relevant methods used in this research.

1.2.1 Computational Aeroacoustics

CAA investigates sound generation, propagation and radiation in airflows by using numerical
methods. The CAA hybrid method splits a computational domain into different coupled regions and
applies different governing equations to each region as shown in Figure 1.1. This research focuses

on the propagation model.

Source region

ound propagation

~ . o
~ Sound radiation -

Figure 1.1 Schematic of three sound regions in hybrid method.

1.2.1.1 Source Region

In the sound source region, a strong coupling exists between aerodynamic field and acoustic field.
Both fields interacts with each other and cannot be separated [5]. Non-linear effects and viscous
effects normally play an important role in sound generation and propagation in this region. The
source region is normally governed by the Navier-Stokes equations to include the non-linear effect
and viscous effect. In the low Mach number flow, the wavelength of turbulence close to a solid
object is much smaller in comparison to the acoustic length [26], thus the mesh resolution is very

high, which makes the simulation computationally expensive. The source region must be kept as
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small as possible for the sake of efficiency yet large enough to include all the important sound

sources.

1.2.1.2 Propagation Region

The propagation of sound forms a link between the generation and the radiation of noise if there
are shielding objects outside the source region as shown in Figure 1.1, because the acoustic analogy
[27] based on free-space Green’s function cannot be employed directly. The control surface used
in the computation of sound radiation has to be placed sufficiently far away so that it includes the
shielding objects. The shielding objects cause sound reflection and refraction effects. Consequently,
acoustic far-field directivities and the near-field sound pressure levels (SPL) can change due to the
shielding objects. In the propagation region, a weak coupling exists between the aerodynamic field
and acoustic field [5]. Sound is regarded as a small disturbance propagating in a non-uniform flow
field with solid geometries. The feedback of the sound field onto the flow field is ignored [26]. In
the propagation model, the noise source can be extracted from simulations in the source region,
obtained from experiments and modelled by analytical methods. The noise sources are introduced
by the inflow boundary condition or source terms at right hand side (RHS) of the governing
equations. Therefore, aeroacoustic installation effects of aircraft components can be quantified in
comparison to the noise in free space. Some innovative configuration designs, such as Rear Fuselage
Nacelle, Scarfed Aft Fan and ‘flying wing’ [28], which use airframe components as shielding objects
to reduce the sound energy received by observers on the ground, can be studied efficiently.
Another considerable advantage of the propagation model is that linear disturbance equations are
used as the governing equations, ignoring sound non-linear effects, viscosity and feedback on the
background mean flow field. This reduces the computational cost in comparison to a sound
generation solver. Based on the simplifications above in the propagation region, the general
governing equations of sound propagation in the non-uniform flow field can be described by
linearized Euler equations (LEE). LEE is used extensively in some CAA communities, such as DLR [10,
29, 30], NASA Langley Research Centre (LaRC) [31], Institute of Sound and Vibration (ISVR) [32, 33]
and Airbus Noise Technology Centre (ANTC) [34-37]. LEE can describe three types of perturbation
waves: acoustic, vortical and entropy waves. It is hard to distinguish between them by using
numerical methods. When the perturbations only contain sound waves or when other waves can
be ignored, LEE can be used to simulate the sound propagation. When numerical methods are
employed to solve LEE it is a key point for numerical schemes to keep the same wave numbers as
partial differential equations [11]. This involves high-order, low-dissipative and low-dispersive CAA

schemes used in current research which will be discussed in section 1.2.2.
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1.2.1.3 Radiation Region

The radiation region is free of solid objects, thus acoustic analogies (AA) based on free-space
Green’s function are used to predict radiation efficiently when the volume quadrupoles are ignored
[27, 38]. In the radiation region, acoustic disturbance is typically travelling in a uniform mean flow.
No coupling exists between aerodynamics and acoustics [5]. A control surface, which encompasses
all the important sound information, is used to collect the sound information. Subsequently, the

control surface is regarded as a sound source surface which radiates sound outwards.

1.2.2 CAA Numerical Schemes

Because a sound wave travels a long distance [7], spatial derivative and time integral schemes have
to be high-order, low-dissipative and low-dispersive [11-14, 39, 40]. Those acoustic waves which
are not resolved with fidelity, called spurious short waves, have to be damped by high-order filters
[41-43]. These high-order, low-dissipative and low-dispersive schemes resolve higher wave
numbers in comparison to low-order schemes in some CFD codes which mainly focus on the flow
field close to a solid object and the mean quantity such as lift coefficient. Consequently, the total
mesh amount can be reduced because fewer mesh points are required to resolve an acoustic wave
with a given frequency. Combined with a high-order low-dissipative and low-dispersive time-
marching method, the time-marching step size in time-accurate simulations is also increased in
terms of the stability and accuracy requirement [11, 40]. Therefore, the computational cost is

reduced significantly since the total steps of iteration are reduced.

1.2.2.1 High-Order Methods

In engineering field, solvers using the second-order schemes based on finite volume methods on
unstructured meshes are successful, robust and have become industry-standards in a broad range
of engineering problems for a long time [44]. High-order methods are not necessary for those
problems that low-order methods can provide required accuracy and efficiency. However, the
emerging revolutionary design of aircraft, which tries to predict the phenomena at the limits of
flight envelope, aeroacoustics and the unsteady, vortex-dominated flow, requires high-fidelity
simulations. These CFD/CAA simulations cannot be handled efficiently by low-order methods [45];
otherwise, dissipation and dispersion properties of the low-order schemes will require huge
amount of mesh size, which imposes unacceptable computational cost [46]. At these situations,
using high-order method is necessary. High-order method is a research field which focuses on the
unsteady, accurate, vortex-dominated phenomenon and aeroacoustics [44-46]. There are some
typical high-order, low-dissipative and low-dispersive spatial schemes based on different

discretization methods. It can be realized by finite difference method, finite volume method,
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Discontinuous Galerkin (DG) method and spectral difference (SD) method. In the following
paragraphs, the advantages and drawbacks of different discretization method, tabulated in Table

1-1 below, are reviewed and summarized.

Table 1-1 Features of high order methods implemented by FD, FV, DG and SD methods.

Features of high order methods FD Fv DG SD
Easy to construct high order accuracy ++ - + +
Low dissipation and dispersion ++ + ++ ++
Compactness of stencil + - ++ ++
Parallelization ++ - ++ ++
Unstructured mesh - + + +

Mesh quality requirement - + ++ ++
Computational cost ++ - - -
Memory requirement ++ + - -

Robust - + + +

Programming complexity + - - -

Note: “++”,”+”,”-" denote the best, good and bad respectively.

Finite difference method discretizes conservation laws in the differential form on a structured mesh
[47]. By using a structured mesh, the computation of derivatives is decoupled between x, y and z
directions. High order accuracy is easily achieved by adding the stencil size of schemes in the
pointwise direction. As shown in Table 1-1, the main strength of finite difference method is that
high order accuracy is easy to construct and program, and algorithms are efficient in terms of
computational cost [48]. In addition, the numerical property of schemes has been well analysed
and a variety of schemes, such as DRP scheme [11] and optimized prefactored compact scheme [13,
14], optimized in terms of dissipation and dispersion, are available. Consequently, it is normally
used in computationally costly problems, such as direct numerical simulations (DNS) and
aeroacoustics [6, 46]. Its drawback is restricted to structured mesh. Smooth, high quality structured
mesh has to be used for stability reasons, which results in high effort on mesh generation for
complex geometries [47]. The high-order solvers based on finite difference method are the most
widely used in CAA, such as PIANO in DLR [10, 29, 30], sAbrinA in ONERA [49, 50], which employ

DRP schemes and SotonLEE [34-37] that utilizes prefactored compact schemes.

Finite volume method discretizes governing equations in integral formulations [47]. The fluxes
through mesh boundaries are evaluated. High order accuracy is obtained with the aid of
reconstruction procedure [47, 48] which uses the intermediate solution in adjacent cells to achieve

high order accuracy. The mesh cells in the reconstruction is called reconstruction stencil. The most
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attractive advantage of finite volume method is its well fit to unstructured meshes as shown in
Table 1-1. Therefore, the mesh generation of complex geometries is much easier. However, the
drawbacks also exist. First, the reconstruction stencil size is large. A lot of information has to be
exchanged between different CPUs therefore it is not efficient for parallelization. Second, the high-
order scheme is expensive in terms of wall-clock time and is quite complex to program, especially
in 3D computations. Third, real high-order schemes are still hard to implement on irregular meshes.

Most of high-order schemes are based on smooth, regular meshes [47].

In finite element method, the differential form of governing equations is multiplied by a test
function, which is usually a polynomial, and is integrated by parts. It splits the physical domain into
a collection of elements (which can be regarded as coarse unstructured meshes). The solution is a
linear combination of basis functions, often piecewise polynomials [47]. In finite element method,
DG method is an attractive frequently used approach in aeroacoustics [48]. In DG, no global
continuity is required between mesh elements and solution is discontinuous between mesh
elements. Conservation and high order accuracy is achieved locally in a mesh element. Double-
valued solutions exist on element interfaces. A Riemann solver [47] is used to handle the numerical
flux and couple the solutions between elements and provide dissipation for stability. In DG, test
functions are used as basis functions. First, high order accuracy is easy to construct and depends on
the degree of chosen polynomial test functions. Second, the discretization stencil is compact and
no reconstruction procedure is required. Therefore, it is well suited for parallelization and hp-
adaptations, in which h denotes to increase mesh density whereas p denotes to increase polynomial
degree to enhance solution accuracy. Third, it fits well to unstructured meshes. However, the
computational cost and programming complexity is high in comparison to finite difference method.

In addition, the memory requirement is quite high if an implicit time stepping is used.

Spectral method is another kind of high-order method which features the spectral (exponential)
convergence. In traditional spectral methods, unknown variables are expressed as a truncated
series expansion in terms of the basis function [46]. The basis functions, which are infinitely
differentiable global functions, frequently employ trigonometric functions or Chebyshev and
Legendre polynomials [51]. Two types of formulations are available: modal formulations and nodal
formulations. The modal formulations are more computationally expensive, therefore the nodal
formulations are preferred, in which unknowns are nodal values of unknown variables at so-called
collocation points. Fluxes are computed at nodal points using nodal values of unknowns. The major

shortcoming of traditional spectral methods is the restriction to simple domains [51, 52].

Recent researches [51, 52] have extended the spectral methods to complex geometries, including

spectral element (SE) method, spectral volume (SV) method and SD method, in which the SD
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method is the most efficient and requires less memory in comparison to the SE and SV methods.
SD is a type of nodal spectral method for unstructured meshes, in which in each mesh structured
nodal unknowns and fluxes distribute. In SD, the high-order local representations are employed to
achieve conservation and high-order accuracy in a manner similar to DG [46, 51]. The conservative
unknowns are defined at quadrature points so that the volume integral is simplified and
approximated to the desired order and the computational cost is reduced in comparison to the
surface integral in SV. Flux derivatives are obtained by a polynomial reconstruction of fluxes at
certain flux points located at surface quadrature points. The advantages and shortcomings of SD
are similar to those of DG. In addition, SD is more efficient than DG since the differential form of

conservation laws is used which results in a reduction in the computational cost in surface integrals.

It can be concluded that finite difference method, DG and SD fit better to high-order methods in
comparison to finite volume method. The most attractive advantage of finite difference method is
that it is easy to construct and the properties of the numerical schemes are well analysed [11-14,
39]. The computational cost is the lowest and programming complexity is relatively low. However,
the biggest drawback is its restriction to high-quality, smooth, structured meshes and is not robust.
In comparison, DG and SD fit well to and are relatively robust on unstructured meshes. However,
the computational cost is expensive and memory requirement is high. In addition, the programming
complexity is high. Finally, the choice of high-order methods also depends on the CAA code
available. The current available CAA code in ANTC is SotonLEE [34-37] which is based on finite

difference method. SotonLEE contains features below:

e  Written in FORTRAN9O

e Based on Linear Euler Equations

e Multi-block curvilinear structured mesh

e Ashcroft and Zhang’s fourth-order optimized prefactored compact scheme [14] and Hixon’s
sixth-order prefactored compact scheme [13]

e Tenth-order and sixth-order explicit filters [41, 42]

e Hu’s alternating 4-6 stages low-dissipation and low-dispersion Runge-Kutta time-marching
scheme [40]

e Outflow buffer zone condition [53]

e Indouble precision format

e |n non-dimensional format

Consequently, SotonLEE, based on finite difference method, is selected as the CAA solver in this
study. The governing equations, time-marching schemes and boundary conditions in SotonLEE in

ANTC are almost the same as two other widely used CAA propagation solvers, PIANO [10, 29, 30] in
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DLR and sAbrinA [49, 50] in ONERA. In PIANO and sAbrinA, DRP schemes are used. SotonLEE
distinguishes from these solvers by using optimized prefactored compact schemes [14], which

resolve acoustic waves better if the stencil size is the same.

1.2.2.2 CAA Numerical Schemes in Finite Difference Method

In terms of low-dissipation and low-dispersion schemes discretized by finite difference method,
there are two prototypes: explicit schemes, such as DRP schemes, and compact schemes, which are
globally dependent on the whole domain. The dissipation and dispersion of compact schemes is
lower in comparison to that of DRP schemes if the same stencil size is given [13, 14]. However, the
implementation is more complex and the requirement on the boundary conditions is more
stringent since compact schemes is globally dependent. Optimized prefactored compact scheme is
a kind of CAA high-order schemes proposed by Hixon [13] and Ashcroft and Zhang [14]. It is an
optimization of compact schemes which is globally dependent on the elements in the whole
domain. However, the coefficients in stencil computation are obtained and fixed by the
optimization of wave propagation. In sound generation and propagation areas, prefactored
compact schemes offer lower-dissipation, lower-dispersion properties and higher-order accuracy
in comparison to the explicit schemes used in the engineering field. Furthermore, it reduces
boundary stencil size in comparison to compact schemes since it splits a coefficient system into a
couple of smaller ones, which facilitates numerical implementation near boundaries [14]. A
prototype, fourth-order prefactored compact scheme used in this research can be expressed in the

following form:

Loor B
D[,j,k = E(Q,k + D[,j,k ) (1.2)
1
aDi]-il,j,k + ﬂl)szk = E |:aFfi+l,j,k + bFfi,j,k + CFfi-l,j,k ] (1.3)
1
ﬁij,k + aDﬁl,/,k = A |:a3fi+1,j,k +bpf ik tCsfina ] (1.4)

in which, Di,j,k:ij,k and ij,k denote the unknown primitive derivative, the forward derivative
and the backward derivative on a mesh point respectively, whereas f; ; ;. represents the known
primitive field. The coefficients, a, 8, af, b, ¢, as, bs and cs, are constants. For a given j and k, i
varies in descending order from Nx - 1 to 2 in Eq. (1.3) and i varies in ascending order from 2 to Nx
-1inEq. (1.4). The system is coupled and globally dependent. The resolved wavenumber of fourth-
order optimized prefactored compact scheme is compared with those of typical finite difference

schemes as shown in Figure 1.2:
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Figure 1.2 Resolved wavenumbers of typical finite difference schemes.

Note: The resolved wave numbers of all finite difference schemes are: second-order central scheme with 0.314; sixth-
order central scheme with 1.005; 7 point DRP scheme with 0.880; Hixon’s sixth-order compact scheme with 1.382;

Ashcroft and Zhang’s fourth-order scheme with 1.700.

Figure 1.2 illustrates that CAA finite difference schemes, such as the DRP scheme [11] and Ashcroft
and Zhang’s optimized prefactored compact schemes [14] can greatly enhance the extent of
resolved wave number, thus greatly reducing points per wavelength (PPW) and mesh resolution.
Central schemes do not give rise to any dissipation error but only dispersion error since the resolved
wave numbers of central schemes are real as shown in Eq. (1.1). When 0.001 [12, 40] is selected as
the largest tolerance between the resolved wave number and the true wave number, the red points
in Figure 1.2 indicate exact values of the maximum resolved wave numbers for all finite difference
schemes. Ashcroft and Zhang's fourth-order optimized prefactored compact scheme offers the best
spectral performance in Figure 1.2. The maximum resolved wave number of the fourth-order
optimized prefactored compact scheme achieves 1.700, whereas it is 0.314 for the second-order
central scheme. This difference makes the PPW 3.7 for the fourth-order optimized prefactored
compact scheme and 20.0 for the second-order central scheme. Consequently, the mesh element
amount can be decreased roughly by 5 times in one dimension and 125 times in a 3D computation.
In addition, the larger mesh element size results in larger time-marching step size in unsteady
simulations if the same Courant-Friedrichs-Lewy condition (CFL) is used and the same accuracy is
required. In conclusion, the CAA high-order low dissipative and low dispersive finite difference
schemes can decrease the total amount of mesh element and computational cost significantly.

However, the compact schemes and optimized prefactored compact schemes result in tridiagonal

10
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and bidiagonal matrices, as shown in Egs. (1.3-1.4), which are spatially global-dependent and make

themselves hard to solve in parallel.

As can be seen from Figure 1.2, short waves with large wave numbers cannot be resolved with
fidelity. The waves which are not resolved with fidelity by high-order finite difference schemes are
called spurious waves. Spurious waves have to be removed from solution, otherwise the solution is
contaminated and can even crash [11]. High-order spatial filters are usually used to remove the
spurious short waves from the solution [12, 41-43]. The filtering properties of two generic high-

order explicit filters are shown in Figure 1.3 below:

08
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Figure 1.3 Filtering performance of explicit filters.

In Figure 1.3, the tenth-order filter attenuates a signature more sharply than the sixth-order filter.
When 0.001 again is chosen as the maximum wave attenuation tolerance, the resolved wave
numbers, which are denoted by black circles, are 1.320 for the tenth-order filter and 0.880 for the
sixth-order filter. Because the maximum resolved wave numbers are 1.700 for the fourth-order
optimized prefactored compact scheme and 1.38 for Hixon’s sixth-order prefactored compact
scheme, the tenth-order explicit filter with effective wave number 1.320 is used in collaboration in

this research.

In addition to spatial-scheme optimization, time schemes in CAA are also optimized to achieve low-
dissipation, low-dispersion and high-order accuracy [40]. The multi-stage Runge-Kutta (RK) scheme
is a kind of high-order time scheme and is widely used in CFD codes. However, RK schemes in CFD
are obtained to keep the maximum formal order rather than to achieve low dissipation and

dispersion, which is similar to spatial finite-difference schemes. To accommodate RK schemes with

11
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CAA applications, RK schemes have to be optimized in terms of dissipation error and dispersion

error. The dissipation error and dispersion error are defined in terms of an amplification factor of a

—ick(t+At)

wave. The amplification factor is defined as the ratio of a wave e at the next time step

—ickt

between e at current time step [40]. The ratio between numerical amplification factor,

e Ik (t+AD) /o —ickt jn \which k* is the numerical wavenumber, and exact amplification factor,

e ~Ick(t+AL) /o —ickt i which k is the true wavenumber, is defined below:

r=r,/r, =|r1><e_’b (1.5)

in which, r is a complex number. r, and r. denote the numerical and exact amplification factor
respectively; | r| is the dissipation error, whereas o is the dispersion error. Both of these errors for

typical schemes are plotted in Figure 1.4 Figure 1.5 below:
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Figure 1.4 Dissipation error of RK schemes.
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Figure 1.5 Dispersion error of RK schemes.

Again, as in the spatial finite-difference schemes and explicit filters, 0.001 [40] is chosen as the
maximum deviation tolerance of dissipation and dispersion errors. As illustrated in Figure 1.4Figure
1.5, optimized six-stage Runge-Kutta schemes and alternating four-six-stage Runge-Kutta (LDDRK)
schemes offer the largest accuracy limit ck*At which is denoted by black points. c is speed of sound
while k* is the resolved wavenumber by a finite difference scheme. At is the time step size. In real
practice, the LDDRK scheme is much more stable than the optimized RK6 scheme and is preferable
[40]. If the LDDRK scheme is used on a uniform mesh in collaboration with Hixon’s sixth-order
prefactored compact scheme with the maximum resolved effective wave number 1.382, then the
time step size At, which is derived from the accuracy limit ck*At < 1.64, can achieve 1.194 which is
much larger in comparison to the classical RK4 scheme. It improves time-marching efficiency

significantly.

In conclusion, the above CAA schemes based on finite difference method, which are designed for
acoustic computation and distinguish CAA solvers from traditional low-order CFD solvers, greatly
reduce the computational cost and enhance the computational efficiency of simulations. However,
these high-order schemes suffer from the stability problem which requires the high-quality, smooth
meshes and imposes much more complex implementation on boundary conditions and
programming. Therefore, though the high order methods can reduce the computational cost, a
careful implementation is necessary to apply to problems with very complex geometries in

engineering field.
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1.2.3 High Performance Computing

A hybrid method, which combines sound generation, propagation and radiation predictions, can
improve computational efficiency and reduce computational cost significantly. On numerical
schemes, by using CAA high-order spectral-like schemes the computational cost can be reduced
even further. However, CAA simulations still demand huge computing resources. To reduce design
time in real engineering applications, HPC is an indispensable tool in current numerical simulations.
The wall-clock time of CAA simulations can be significantly reduced by using HPC on high

performance computers.

To fully explore the performance of HPC computers, a CFD/CAA researcher has to focus on efficient
implementation strategies on HPC computers. In addition, efficient parallel algorithms on HPC
computers have to be developed if existing algorithms cannot achieve high efficiency in new HPC
computers. In CFD/CAA fields, a physical domain is discretized into a collection of mesh points which
are stored in data arrays in codes. Intensive computations are performed on mesh elements and
the computation on each mesh element is almost the same except for the boundary condition
operations, the cost of which can be ignored compared to other operations such as spatial
derivatives. Therefore, the computational workload can be scaled by the amount of mesh elements.
The total mesh elements are partitioned into some groups as evenly as possible and assigned to
each working task to achieve load balancing. This kind of computing fits well with today’s HPC multi-
core computers. Traditional HPC in CAA/CFD fields can be categorized into three parallel
programming models: shared memory model [54], distributed memory model [15, 55] and hybrid
model [56-58]. The parallel programming model is an abstraction above hardware and memory
architectures. Since there are many kinds of parallel programming models based on different points
of view, this review only focuses on relevant programming models based on available computing

resources.

1.23.1 Distributed Memory Model

The most mature and extensively used programming model is the distributed memory model based
on HPC clusters in CAA and CFD, based on the workload partition strategy mentioned above and on
the available hardware. Computing clusters are the most extensively used HPC architecture [59].
Computing clusters occupy roughly 86% of the architecture system share according to the latest
statistics [59]. A computing cluster is a collection of computers connected by fast network
connections [60]. Each computer is called a computing node and multiple CPU cores are equipped
in each node. The implementation of the distributed memory model is MPI [15, 55], which is the
industry standard for distributed memory implementation. Three key aspects are explained in the

distributed memory model (MPI): process, memory model and data exchange. A process is a
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fundamental entity implemented on a computer and each CPU core is assigned to an MPI process
normally. A process can be regarded as a computational task on a CPU core. In the distributed
memory model, many tasks (MPI processes) are set up to run a CAA/CFD application across a
number of computing nodes in parallel. These nodes together are regarded as a single super
computer with many CPU cores and large memory volume. Each task is assigned a sub-domain
(mesh blocks in structured grid) where the computation is carried out. Each task has its own local
memory and is invisible to other processes. A sketch of the distributed memory model is shown

below in Figure 1.6 Sketch of distributed memory model.:

Memory Memory
Process Process
Network

Figure 1.6 Sketch of distributed memory model.

As shown in Fig. 1.6, the distributed memory model regards that the memory between processes
is connected via the network; therefore, data exchange is realized by sending and receiving
messages between tasks. For CFD/CAA computations, data exchange is necessary close to mesh
block interfaces for sub-domains in different processes. The data exchange is realized by calling MPI
communication routine libraries. In a CAA/CFD simulation, when the flow field at a neighbouring
sub-domain is required, the process first sends its own flow field close to the interface and then
waits for the flow field from the neighbouring blocks. Once the send and receive operations
complete, the computation starts. An MPI process keeps computing until the next time the flow
field in a neighbouring sub-domain is required. In addition to sending/receiving messages, data
exchange can also be achieved by visiting globally common memory, which is essentially the shared

memory model.

1.2.3.2 Shared Memory Model

In shared memory programming, thread model is the most popular and the most supported [54].
The most widely used implementation of the thread model is Open Multi-Processing (OpenMP)
[54]. It is compiler directive-based therefore easy to use. It is the compiler’s task to automatically
generate parallel codes according to the directives and compiling flags [54]. A sketch of the shared

memory model is shown below in Figure 1.7:
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Thread Thread

Figure 1.7 Sketch of shared memory model.

In the thread model (shared memory), there are also three key aspects: thread, memory model and
data exchange. A thread can be regarded as an instruction stream from a CPU’s perspective though
the concept is more complicated in an operating system. A single ‘high-cost’ process has multiple
concurrent ‘low-cost’ threads. A process acquires all necessary system resources and it is ‘high-
cost’. A process performs serial work and creates multiple concurrent threads to do the parallel
work. Each thread shares the resources and memory address of a process and has local data. The
data exchange is performed through the global memory in a process. Consequently, a data race
may occur if the code is not well designed. In the thread model, two parallel strategies can be
employed on CAA/CFD applications. The first one is similar to that used in the distributed memory
model. Each thread is assigned a physical sub-domain and computations are performed on the sub-
domain. Based on the available cluster specifications [60], there are 16 CPU cores on each node.
Therefore, threads over 16 have no additional benefit in this parallel strategy. The second parallel
strategy involves using the concurrent multiple threads to solve a CAA/CFD application in each sub-
domain in parallel. As mentioned in the distributed memory model, many sub-domains are solved
by MPI processes simultaneously. However, the computation in each sub-domain is done serially.
Using multiple concurrent threads to solve each sub-domain in parallel can extend the maximum

degree of parallelism. This kind of model is called a hybrid model.

1.2.3.3 Hybrid Model

A hybrid model is a combination of the distributed memory and shared memory models [56-58]

sketched in Figure 1.8 below:
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Figure 1.8 Sketch of hybrid programming model.

As shown in Figure 1.8 in the hybrid model, there are two levels of parallelism. One consists of
parallel computations among different sub-domains. The physical domain is partitioned into a set
of sub-domains which are assigned to and solved by many MPI processes. The other consists of
concurrent intensive computations in each sub-domain. In each MPI process, multiple OpenMP
threads are set up to perform the intensive computation on each sub-domain concurrently. The
hybrid model is characterised by each MPI process being used to acquire a collection of mesh blocks
and memory volume. An MPI process is responsible for data exchange between sub-domains
through the network. The OpenMP threads are mainly used to perform the intensive computations
concurrently in each sub-domain. The hybrid model is well suited to current, common HPC clusters

with multi-core nodes.

In comparison to the distributed memory model, the advantage of the hybrid model is mainly the
reduction in message passing cost. The performance of an application running in parallel is always
proportional to the amount of used CPU cores (MPI processes in the distributed memory model).
However, due to load balancing, there must be at least one mesh block in a process, which means
the number of available MPI processes is limited to the number of mesh blocks. If more CPU cores
are to be used, the physical domain must be divided further into additional, smaller mesh blocks.
For a problem with mesh distributed among many small blocks, the granularity is fine-grain in
comparison to the same problem partitioned by fewer large mesh blocks. This indicates that higher
computational costs are accrued by data communications and related operations like buffer

packing and index transformation between two blocks.

In comparison to the shared memory model, the advantage of the hybrid model is that more CPU
cores can be used in parallel. Based on the thread model and current available IRIDIS 4 cluster [60],
the maximum thread number is 16 (usually equal to CPU cores on a single node). Therefore, if only

the shared memory model is used, the application cannot run any more than 16 times faster. The
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number of CPU cores available in the hybrid model is a product of the MPI process amount and CPU

core amount on each node, which is much larger.

However, there are also drawbacks in hybrid models. First, the hybrid model programming will
increase coding complexity and effort, though this is not a major issue if the MPI code is already
available. Second, the number of available threads is limited by the number of CPU cores in a
computing node, normally 16 in a cluster, whereas the mesh size in a mesh block can be tens of
thousands or even larger. The number of available CPU cores in each sub-domain hinders the
maximum performance benefit in a single mesh block in the hybrid model. An alternative solution
is a heterogeneous model in which ‘accelerators’ are used to improve the performance in a mesh

block. This is increasingly popular in high-end supercomputingin the world’s largest computers [59].

1.23.4 General Purpose Computing on GPUs

A heterogeneous model that uses ‘accelerators’ to accelerate the computation can be used to
exploit the maximum degree of parallelism within mesh blocks distributed on different processes.

A sketch of the heterogeneous model is shown below in Figure 1.9:

Accelerator‘<—>‘ Memory Accelerator«—f Memory‘
Process Process
Network ‘

Figure 1.9 Sketch of heterogeneous programming model.

The accelerators in Figure 1.9 refer to some hardware architectures that are different from CPU and
offer higher computational performance. The architectures of accelerators vary and include many
types, such as GPUs [16], Intel Phi co-processors [61], and accelerated processing units (APU) [62].
GPUs and Intel Phi co-processors are the most extensively used [59]. Using accelerators to increase
the performance of an HPC cluster is an important feature in recent HPC. The performance of the
latest GPU is higher than that of the latest co-processor and GPUs are more extensively used in HPC
clusters [16]. In addition, the choice of hardware also depends on the computing resources
available. Since this research started in March 2012, there were only GPU nodes on the IRIDIS 3
cluster [60] and no Intel Phi co-processor nodes were available. In this research, GPUs are selected

as the accelerator.
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A GPU is an indispensable component of a personal computer and is used to process graphic

information for displaying. A GPU has higher floating operation power and memory bandwidth than

a multi-core CPU, as shown in Figure 1.10 andFigure 1.11 below:
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Figure 1.10 Socket floating-point operations per second (FLOPs) for CPUs and GPUs [16].
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Figure 1.11 Socket memory bandwidth for CPUs and GPUs [16].

As shown in Figure 1.10, the latest GPU’s double precision performance is about twice that of a CPU.

The memory bandwidth gap between the GPU and CPU is roughly 4.6 times in Figure 1.11. In this
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research, the Intel Xeon E5620 CPU and Tesla M2050 GPU were used on the IRIDIS 3 cluster, while
Intel Xeon E5-2670 CPU and Tesla K20m GPU are used on the IRIDIS 4 cluster. The double precision

operation performance and memory bandwidths are listed in Table 1-2.

Table 1-2 Socket performance comparisons between used CPUs and GPUs

Intel Xeon E5620 Tesla M2050 Gap

Flops (Double Precision) 38.4 GFLOPs 515 GFLOPs 13.4
Peak Bandwidth 25.6 GB/s 148 GB/s 5.8
Cache Size 12MB(Level 3) 64 KB 192

Intel Xeon E5 - 2670 Tesla K20m Gap

Flops (Double Precision) 166.4 GFLOPs 1.17 TFLOPs 7.03
Peak Bandwidth 51.2 GB/s 208 GB/s 4.1
Cache Size 20MB(Level 3) 1.25 MB 16

Table 1-2 shows that the performance gap is roughly 7 times for the peak double precision
operation and 4 times for the peak memory bandwidth. Many scientists and engineers take
advantage of GPU’s high performance to conduct general science research and engineering

computation which is called GPGPU.

As the GPU is specialized for graphics rendering, which requires parallel computing-intensive
computations, more transistors are used for data computing rather than for flow control and
caching. Because of the differences in hardware design and implementation between a CPU and a

GPU, a GPU code has its own programming model and languages that are distinct from CPU code.

From a GPU’s perspective, a computational domain can be treated as a collection of images,
whereas an element in a domain can be regarded as a pixel in an image. Multiple developing tools
based on different compiling and implementation strategies can be employed to design a code on
a GPU, such as CUDA, Open Computing Language (OpenCL) [63, 64] and Open Accelerators
(OpenACC) [65, 66]. OpenACC is an extension of existing programming languages including C,
FORTRAN and other languages. It is a high-level directive-based parallel library on GPU platforms
[67, 68]. It uses compiling derivatives to specify pieces of code implementing on a GPU, which is
similar to OpenMP. The detailed implementation of the codes on different GPUs depends on the
intelligent compilers. Therefore, the portability of the codes is better. OpenCL is a general
developing environment to implement a code on a heterogeneous architecture containing multi-
core CPUs and many-core GPUs [63, 64]. In comparison to OpenACC, OpenCL and CUDA are low-
level programming interfaces, which expose more flexibility on a GPU to programmers so that the
performance is higher [65, 66]. However, the code is more complex and the portability is poor. In
addition, CUDA is designed specifically for NVIDIA’s GPUs and can obtain higher performance on
these GPUs. CUDA is released in C by NVIDIA. In this study, PGI's CUDA FORTRAN [69], which
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facilitates the programming on a GPU by an extension of FORTRAN, is used as the development
platform as the current code running on multiple CPUs has been coded in FORTRAN and is going to
run on NVIDIA’s GPUs. A GPU has an array of streaming multiprocessors (SMs) each containing
many CUDA cores. An SM is treated as an equivalent CPU core. To offer a brief introduction to CUDA
programming model, three key aspects are explained here: thread hierarchy, memory hierarchy
and synchronization, with a schematic shown in Figure 1.12:
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Figure 1.12 The schematics of thread and memory hierarchy in the CUDA programming model.

Note: variant memories are denoted in greys: light grey denotes low access latency, while dark grey represents high
access latency. The two-way arrow denotes read and write operation, while the one-way arrow denotes that only read

operation is allowed.

In the CUDA programming model, a subroutine implemented on a GPU is called a kernel. A kernel
launches many threads which perform computations on the elements of a computational domain
concurrently. Such a large amount of threads is organized into blocks as shown in Figure 1.12. A
thread block is a collection of threads residing on an SM. All the blocks in a kernel constitute a grid
which is used to distinguish between kernels. A thread can be identified by a derived thread index
variable in its local block. Each block has a unique index variable. Thus, a thread in a kernel can be
identified globally and a one-to-one correspondence can be made between an element in a
computational domain and a thread in a kernel. The thread hierarchy refers to this kind of thread

organization in multiple levels.

The memory hierarchy denotes the variant memories and their features. A thread has its own
exclusive fast-accessed registers and slow-accessed local memory. Threads in a block can share data
via shared memory. The use of shared memory plays a key role in enabling increased performance
because the access latency to global memory is many times that of shared memory. The global

memory can be accessed by all the threads in a grid. There is an interface between the global
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memory on a GPU and the host memory (RAM). The interface refers to the peripheral component
interconnect (PCl) express whose bandwidth (8GB/s on PCl-express x 16 Gen2) is far less than a
GPU peak bandwidth (144GB/s on Tesla C2050). Thus, memory copy between a CPU and a GPU has

to be minimized to extract the maximum performance.

Synchronization is an indispensable component in parallel computing. Local synchronization can be
performed in a thread block to ensure that no thread can execute any instructions until all the
threads in a block reach the barrier. When there is data dependency between thread blocks, a
subroutine must be separated into two kernels. An implicit global synchronization occurs

automatically when a kernel terminates similarly to OpenMP.

Furthermore, the key role of coalesced memory access in the performance of GPU codes must be
emphasised. It mainly evolves 2D/3D data layout and memory padding on a GPU. The 3D data
layout determines how the arrays are accessed by a CUDA thread. In a CUDA FORTRAN code, the
3D data layout corresponds to the kernel execution configuration. In explicit scheme computations,
the 3D data layout is mainly realized by two methods: the ‘slicing method’ and the ‘tiling method’.

Schematics of the two kinds of data layouts are shown in Figure 1.3:
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Figure 1.13 Schematics of 3D data layout in explicit scheme computation on the GPU.

The maximum coalesced memory access can be achieved by using the ‘slicing method’, as
demonstrated by Micikevicius [70] and Lopez et al. [25]. Given a computational domain with
dimensions of (Nx, Ny, Nz), the slicing method treats the computational domain as Nz slices. Each
slice is a 2D plane whose dimensions are (Nx, Ny). A CUDA thread in the slice sweeps in the z

direction. The ‘tiling method’ [25] also allows good coalesced memory access in x, y and z directions.
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It treats the computational domain as a mass of bricks. Each brick is a small 3D domain, e.g., with
dimensions of (16, 8, 4). In a prefactored compact scheme computation, data layouts are different

from the ‘slicing method’ or ‘tiling method’, as will be explained in the following section.

Array padding also increases the performance of the application on the GPU since it decreases the
global memory access. In the current code, if a random mesh is used, the dimension in the x
direction is padded to be a multiple of 16, whereas the dimensions in the y and the z directions
remain unchanged. There are two reasons to this: first, a memory transaction loads/writes a
memory segment with 128 bytes on the Tesla M2050 GPU. Coalesced memory access is improved
by aligning every start element in the x direction to a 128-byte segment. Second, the current code
is run in double precision format in which 8 bytes are allocated for each element. Therefore, 16 =
128 / 8 is determined. Since the padding only occurs in the x direction, no obvious performance loss

is observed from its implementation.

1.23.5 GPGPU in CAA

The application of GPU computing in the CAA field is quite new and, to wit, only a few study cases
have taken place thus far. CAA/CFD solvers that solve partial differential equations by finite
difference/volume/element methods share a common feature in that the spatial stencil
computation dominates the wall-clock time. For high-order finite difference solvers, stencil
computation can achieve 90% of the iteration time or even more, such as the scenario in Table 1-3.
The compactSchemeDz, compactSchemeDy and compactSchemeDx subroutines perform Hixon’s
sixth-order prefactored compact scheme computations and consume 92% of the wall-clock time.
Consequently, the performance of a code is mainly attributed to the performance of finite

difference computations for both codes on CPUs and GPUs.

Table 1-3 The contribution of the subroutines in a typical 3D computation.

Functions Implementation time (Seconds) Fraction
compactSchemeDz 111.2 61%
compactSchemeDy 49.1 27%
compactSchemeDx 8.2 4%

rhsLeeEquation 2.5 1%
explicitFilter10z 2.4 1%
incrementSummation 2.4 1%
compactBoundary 2.2 1%
explicitFilter10y 15 1%
bufferZone 14 1%
explicitFilter10x 0.2 0%

Due to the dominant wall-clock time of the finite difference scheme computation, the reviews on

CAA/CFD codes on GPUs are categorized into two types: explicit stencil and implicit stencil. Abdel-
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Hay et al. [71] ported a CAA solver, solving LEE to a GPU for the first time. In their work, the high-
order finite difference scheme used was the DRP scheme [11] which is an explicit scheme and is
easier to implement on a GPU than a compact scheme which contains a globally dependent system
to solve. SotonLEE employs optimized prefactored compact schemes, which is the main difference
between the work of Abdel-Hay et al. and SotonLEE. The governing equations, time-marching
schemes and boundary conditions are almost the same. The strategies of how to design an explicit
scheme solver have been well studied in the CFD [17-21] and room acoustics community [23-25].
As mentioned above, the slicing method and tiling method are employed to achieve the maximum
performance for explicit scheme computations on a GPU. Hu [72] accelerated a time domain
boundary element method (TDBEM) on multiple GPU cards and applied it to the acoustic scattering

case of an airplane. The application ran about 33 times faster on 3 GPUs than on 3 CPU cores.

The GPGPU on CFD has switched the research focus from solvers based on structured meshes to
those based on unstructured meshes [44, 73-76] since 2010. The key strategy to improve the
performance of an unstructured CFD solver is “index renumbering”, which tries to renumber the
indices of unstructured meshes to improve the local features of the flux computations and the
memory bandwidth [44, 73-76]. The “index renumbering” is not necessary on a CFD solver using
structured meshes since the local feature of the stencil is good. In addition, CFD programmers made
more efforts on porting these explicit solvers to multiple GPUs by using OpenACC [67, 68, 74, 77-
79]. Two causes were found: First, the strategies of porting algorithms in an explicit CFD solver to
GPUs were well developed based on the ‘slicing method’ and the ‘tiling method’. Second, the
portability, maintainability and readability of the codes on GPUs started to be emphasized. Another
noticeable trend is that some CFD groups tried to create higher level of frameworks to mitigate the
programming complexity on GPUs, including CU++ET at University of Wyoming [80] and PyFR at
Imperial College London [81]. CU++ET is based on C++ and is available on both structured and
unstructured meshes whereas PyFR is a high-order solver using flux reconstruction on unstructured
meshes written in Python. These frameworks tried to make minimal changes on existing CFD codes
on CPUs by using their own languages and generated kernels implemented on GPUs automatically
during compile time. These frameworks were based on developed algorithms on GPUs.
Considerable speed-ups on some problems with simple geometries were achieved by using these

frameworks.

In this study, the research focus is not placed on explicit schemes or solvers on unstructured meshes
but rather on the prefactored compact schemes used in the current solver based on structured
meshes. Hixon’s sixth-order and Ashcroft and Zhang’s optimized fourth-order prefactored compact
schemes require solving bidiagonal matrices. To wit, the bidiagonal matrix has not been

investigated on a GPU before, even in cuBLAS [82] and PETSC [83] libraries. The back substitution is
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directly used by subroutine DGTTRS [82] when a tridiagonal matrix is solved in double precision in
these libraries. In this work, effort is extended to the implementation of a bidiagonal matrix on
GPUs. The solution to a bidiagonal matrix on a CPU is straightforward and in serial by nature. The
back substitution or sweep is employed to solve a bidiagonal matrix in LAPACK library [84]. The
bidiagonal matrix is similar to the tridiagonal matrix. The tridiagonal matrix has been well
investigated on a GPU. Zhang et al. [85] investigated three generic algorithms on a GPU, namely
cyclic reduction (CR), parallel cyclic reduction (PCR) and recursive doubling (RD). It showed that the
PCRis the fastest generic algorithm for a tridiagonal matrix on a GPU. Then, Stone et al. [86] applied
the PCR algorithm to the tridiagonal matrix benchmarks, a speed-up of 3.6 was expected in
comparison with a Thomas algorithm on four CPU cores when data transfer was removed. Egloff
[87] also implemented the PCR algorithm in his derivative pricing solver and a speed-up of 36 was

achieved on two GPUs compared to two CPU cores.

The PCR algorithm treats the tridiagonal matrix as a recursive system. Also, the tridiagonal matrix
can be treated as a sparse matrix. Kruger and Westermann [88] realized techniques of linear
operators on matrices on a GPU. In a 2D, laminar, incompressible Navier-Stokes equation
simulation, the matrix-vector multiplication was used to build the conjugate gradient iterative
method for a large sparse matrix. Bolz et al. [89] applied the same method to the same 2D, laminar,
incompressible Navier-Stokes equation simulation, and developed the multi-grid technique on a
GPU. Tutkun and Edis [90] investigated Lele’s sixth-order compact scheme [12] which gave rise to
tridiagonal matrices on a CFD code. The generated tridiagonal matrices were directly solved by
inverting the coefficient matrix. This could be done conveniently by using the CUDA Basic Linear

Algebra Subroutines (cuBLAS) library [82].

While tridiagonal matrix solvers have been investigated on the GPU, little attention has been
devoted to a bidiagonal matrix solver. An efficient bidiagonal matrix solver on the GPU is a critical
ingredient in some applications that use prefactored compact schemes in aeroacoustic and
turbulence studies. In addition, all the studies reviewed above developed the numerical techniques
in the x direction and then applied the same techniques to all the directions in 2D/3D computations.
The anisotropic memory access pattern was ignored when the computation in the y and the z
direction was performed, which caused a loss of overall performance. In this work, an existing CAA
solver is extended to run on a multi-GPU platform. The main effort is focused on developing an
efficient way to solve the bidiagonal matrix system in solving prefactored compact schemes on
GPUs. For this purpose, a fourth-order optimized prefactored compact scheme [14] is selected in
this work. The NVIDIA Tesla M2050 GPUs serve as the computing devices and PGI’s NVIDIA CUDA

FORTRAN is used as the development tool.
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1.2.3.6 Performance Metrics

In the CAA/CFD field, the performance of a GPU is roughly equivalent to that of many CPU cores
[72, 91-93]. Therefore, using GPUs can significantly reduce wall-clock time. If only CPUs are used,
the performance of an application run in parallel is always proportional to the amount of used CPU
cores (tasks). Some performance indicators are used to evaluate parallel performance
quantitatively, such as speed-up and efficiency. Speed-up is defined as the ratio of wall-clock time
of serial execution to wall-clock time of parallel execution. It is the simplest and most widely used
indicator and denotes how many times the code runs faster in parallel execution. The maximum

speed-up of an application converges to a limited number and is explained in Amdahl’s Law [94]:
speedup,, =1/(1- pp) (1.6)

in which, pp denotes the fraction of code which can be parallelized. If N processes are employed to

run an application in parallel, then the ideal speed-up is modelled by:
speedup =1/(pp/N + sp) (1.7)

where sp denotes the fraction of code in serial. Speed-up can be regarded as a function of the
number of used CPU cores. However, the speed-up also depends on problem size. When the
problem size of a CAA/CFD application is small, the serial fraction is comparable to the parallel
fraction. With the increase of the problem size, time spent on the parallel fraction will dominate

the wall-clock time of the application.

Efficiency is equal to the ratio of speed-up to number of used processes. It indicates how well the
hardware is used to solve the problem compared to the time used in communication. Given a fixed-
size problem, the amount of communication increases with the increased number of used MPI

processes and thus the efficiency decreases.

In traditional HPC, only CPU cores are used to parallelize applications by using the distributed
memory model, shared memory model or hybrid model. The speed-up can be defined exactly in
terms of Eq. (1.7). Given an application using the structured multi-block mesh, the mesh is
distributed as evenly as possible on CPU cores in terms of load balancing and the maximum CPU
cores available. However, in heterogeneous models, the accelerators are employed to parallelize
applications. The architecture of an accelerator, such as a GPU, is different from that of a traditional
CPU core. Therefore, direct use of Eq. (1.7) in GPGPU is not feasible, which makes a hard evaluation
of the speed-up. For example, the Tesla M2050 GPU contains 448 CUDA cores, which are the
arithmetic elements and are used in groups, in terms of SMs. Each SM, which can be regarded as

an equivalent independent CPU core, contains 32 CUDA cores.
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In addition, the definition of speed-up also depends on the solving strategy and implementation. In
the current research, the original CAA solver using the multi-block structured mesh, SotonLEE, has
been a parallel solver by using MPI. The mesh blocks are distributed across CPU cores in terms of
load balancing and the maximum CPU cores available. However, in each mesh block, the
implementation on mesh elements is in serial and is performed one mesh element by one mesh
element. The current research is to keep the original MPI implementation, and to extend the
parallelization on each mesh element with GPU accelerations. The implementation is actually a dual
parallelization, in which the first parallelization is at the mesh block level between different CPU
cores while the second one is at the mesh element level on GPU cards. The first parallelization is

kept the same and the gains of using GPUs are benefited from the second parallelization.

Consequently, in the current research, the speed-up is defined to evaluate the benefit from the
reduced wall-clock time between an application by using the MPI+CUDA in comparison and that by
only using MPI. The speed-up is defined as the ratio of wall-clock time of MPI implementation to
wall-clock time of MPI + CUDA implementation. The definition of the speed-up used in the current

research is defined below:

wall _clock _timecpy oressapus

speedup = (1.8)

wall _clock _timecp; oy
in which, wall_clock_timecpy cores+crus denotes the implementation time of an application by using
MPI + CUDA whereas wall_clock_timecpy cores denotes the implementation time of an application by

using only MPI.

1.24 The Scattering of Propeller Tonal Noise

With the multi-GPU implementation capability, the current solver is applied to a large scale
engineering application, the scattering of propeller tonal noise off an aircraft, to verify the
performance of the new CAA solver. A turboprop/propfan system offers a higher economic
efficiency than a turbofan power system and this has been a key driving factor for research on the
turboprop/propfan power system [95]. However, the radiating noise from these systems has been
a major concern. The prediction of noise generated by an isolated propeller has been well studied
and improvement is in progress [95-101]. However, installation effects also play a key role in the
prediction of propeller noise in the real world [10, 95, 102]. The acoustic installation effect refers
to the difference between the noise generated and propagated in an ideal laboratory environment
and that in the real world. The acoustic installation effect can be divided into two categories: The
acoustic installation effect on noise generation and that on noise propagation [95]. The acoustic

installation effect on noise generation mainly refers to the distortion of inflow and the aerodynamic
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interaction between the flow field and the solid geometry [95]. The acoustic installation effect on
propagation contains the reflection effect of the aircraft, and refraction effect of the non-uniform
flow field close to the aircraft surface. In this study, the CAA hybrid method is used to predict the
scattering of the propeller tonal noise off an aircraft. The propeller noise sources are assumed to
be known and the installation effect on the noise generation is ignored. The research mainly focuses
on the reflection effect off the aircraft and the refraction effect induced by the non-uniform flow

field close to the aircraft surfaces.

The propeller noise spectra are characterized by the dominant harmonics, narrow-band random
noise and broadband noise [95]. The harmonics are concerned with periodic movements of the
blades. Given a propeller with B blades rotating at a constant frequency of f,, the resulting
frequency of fundamental sound harmonic is Bf,. Other harmonics occur at multiples of BPF. In this
study, the research focuses on the propagation of the dominant tonal noise rather than narrow-

band random noise or broadband noise.

1.24.1 Propeller Noise Source

In terms of the noise generation mechanism, propeller noise sources are categorized into three
types: steady sources, unsteady sources and random sources [95, 103]. Steady sources are constant
in time for any point on the surface of a rotating blade. For a stationary observer, the acoustic field
of steady sources is periodic due to the cyclic rotational movement of the blades. In this study, only
steady sources are considered, which means the amplitudes of the noise sources are assumed
constant and all phases of the noise sources are the same. Steady noise sources are usually
categorized into three types: linear thickness noise, linear loading noise and non-linear quadrupole

noise.

Thickness noise comes from the periodic displacement of air due to the volume of rotating blades.
Thickness noise can be represented by a distribution of monopoles on blade chords along the span-
wise direction. The strength of monopoles is proportional to the blade volume, and dependent on
the rotational speed and blade section shape. The contribution of thickness noise is important at

high blade tip speeds [95].

Loading noise results from the thrust and torque (lift/drag) on the blade surface. Consequently, it
can be described by a distribution of dipoles on blade surfaces. The strength and direction of dipoles
are dependent on the thrust and torque [10, 95]. Loading noise is important at low to moderate

speeds.

Linear thickness noise and loading noise dominate when the blade section speed is moderate.

When the blade section speed is transonic, non-linear effects can become significant and are
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modelled by quadrupole sources [95, 96]. They contain non-linear propagation effects and viscous
effects. The thickness noise, loading noise and quadrupole noise are obtained by the solution of the

general acoustic analogy Ffowcs Williams and Hawkings (FW-H) equation [96]:

’ 272 2 o TiJ‘H(f) oLo(f 096(f
(%—cv J{(p—po)c H(f)f= {ax,.axj L {6x.( ), o az( )

1

(1.9)

where H(f) is the Heaviside step function whereas the control surface is denoted by f = 0 as shown

in Figure 1.14 below:

Figure 1.14 The definition of control surface.

As shown in Figure 1.14, the volume space within the control surface is denoted by f < 0, whereas
f > 0 represents the volume space outside the control surface. The vector normal to the control
surface is n=V/. V’ denotes the Laplace operator. When the density perturbations are small and
the observation distance is far away, the term c?(p — po) can be replaced by p’, which is acoustic
pressure. Q and L; denote distribution of mass and linear momentum on the control surface. Tj; is
the Lighthill’s stress tensor and contains non-linear propagation effects and viscous effects with the

following form:

] 2
T = puu, +(p'—c p)3, -, (1.10)

where §j is the Kronecker Delta function. t; is the viscous stress tensor. The non-linear effects are

described by pu;u; whereas t; denotes the viscous effects.

In this study, a simple scenario is considered. The airplane is a full scale, ATR-72 500-like wing body

[104-106] which performs an initial climbing at a Mach number of 0.205. Only point sources
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concentrated on a ring are considered. Due to the moderate blade section speed, the point sources

only contain linear thickness noise and loading noise.

Farassat offered a linear theory for the prediction of propeller noise based on the Ffowcs Williams
and Hawkings (FW-H) equation [38]. The general form of acoustic analogy can be described by FW-
H equations [38]. In terms of linear theory offered by Farassat [96], the linear form of the FW-H

equation is shown below:

Vp '—l/c2 xﬁzp'/ﬁt2 = —6[/)01/"

vAla(f)Jfarolk vl ) e (1.12)

where p’ is the acoustic pressure, ¢ and pp are the speed of sound and density in the undisturbed

medium; v, is the local normal velocity of the surface f = 0:

v, = dfa)|v] (1.12)

The surface is defined by f = 0, with f > 0 outside the surface and f < 0 inside it. /; is the local force
on per unit area. 6(f) is the Dirac delta function. The first term at the RHS denotes thickness noise
source, while the second refers to loading noise source. Unless the sound wavelength considered
is comparable to the blade section thickness, the detailed shape of the blade section can be ignored.

The source terms can be simplified into a volume distribution shown below:
Vip'—1/c¢?x 0% p'/ot? = —dq /ot + V+F (1.13)

Now the thickness noise source is a distribution of monopoles with the strength of g, while the
loading noise source is a distribution of dipoles with the strength of F. The values of g and F can be
obtained from an experiment [10, 102] or a CFD simulation [49]. In this study, the strengths of
monopoles and dipoles, g and F, are assumed to be known and a small value is given to ensure a

linear acoustic propagation.

1.24.2 Acoustic Scattering

Acoustic scattering phenomena can be described by the acoustic installation effect on propagation
and the convection effect of the flow field. Acoustic scattering phenomena contain reflection
effects off solid surfaces and refraction effects induced by the non-uniform flow field close to the
solid wall. Based on different treatments of these two effects, scattering prediction models can be
categorized into two types: a) those that focus on the reflection effect and convection effect, and
b) those that can account for all the convection, reflection and refraction effects [29, 107]. The
reflection and convection effects can be described by an inhomogeneous, convective acoustic

equation with a uniform flow [107-109]. Solving the inhomogeneous convective acoustic equation
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can be performed by a surface method, such as boundary element method (BEM) [110-112] and
equivalent source method (ESM) [107-109]. In the surface method, only a surface mesh is required
to discretize the solid surface. Therefore, the mesh generation is much easier and it is
computationally efficient. It offers an acceptable estimation for some external flow applications
and is mainly used in engineering fields [110-112]. However, the refraction effect is significant in
some applications and should not be ignored, e. g., the refraction effect of the boundary layer is
strong when the mean flow Mach number is greater than 0.7 [29, 30, 49, 113-116]. In this study,
the research focuses on the acoustic scattering induced by the non-uniform mean flow-field around
the scattering objects. Sound Pressure Level (SPL) on the scattering object and acoustic far-field

directivities will be evaluated by CAA methods.

Some studies on the refraction effect of the non-uniform flow, especially the boundary layer close
to a fuselage surface, on sound propagation have been performed. These studies include
experiments, analytical methods and numerical methods. These studies focused on the refraction
effect at the flight Mach number around 0.8 since the sound on the fuselage surface was assumed
to be an important contributor to the cabin noise during cruise. Experiments [113, 117, 118]
revealed that considerable shielding effect on the fuselage surface by the boundary layer occurred
upstream of the propeller plane. The shielding effect was also studied by analytical methods.
Analytical methods [113-117, 119] modelled a fuselage as an infinitely long cylinder with a constant
boundary layer along its flow direction and circumferential direction. The velocity gradients in the
boundary layer was assumed responsible for the refraction effect. The velocity profile of the
boundary layer was specified and only varies in the radial direction. The governing equation in the

boundary layer was the shear-flow wave equation which is given by Goldstein [113, 117]:

2 '
R(Vzp—LD— ]—2U'a£=o (1.14)
c Ox

Here the prime denotes d/dr. U’ only varies in the radial direction and is constant in the flow and

circumferential direction. The convective derivative is:

b_0,y98 (1.15)
Dt ot ox

The elementary solution was assumed to have the form P(r)e*e™e7 ! in the cylindrical coordinates.
Then Eqg. (1.14) was solved by a Runge-Kutta integration method. The results showed that at a Mach
number around 0.8, the shielding effect was strong whereas the shielding effect diminished at
lower Mach numbers for large sound wavelengths [114, 117]. The analytical methods showed the

following deficiencies in terms of the real geometry and mean flow-field:
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o Afuselage geometry was ideally simple, normally an infinitely long cylinder.
e Boundary layer was simplified and was assumed constant along the flow direction and the

circumferential direction.

In comparison, the CAA methods show the following advantages:

e Arealistic fuselage geometry is considered.

e The refraction effect of a realistic boundary layer is considered.

When a realistic boundary layer and a realistic fuselage geometry were considered, the numerical
methods must be used. CAA methods were employed to study the refraction effect recently at
cruise Mach numbers and the strong shielding effect upstream of the propeller plane was also
found. In CAA methods, the sound sources were coupled to the physical domain by an inflow buffer
zone [30, 115] or the RHS sources [10, 49] in the governing equations. LEE or the Euler equations
were utilized as the governing equations in propagation. Siefert and Delfs [29] investigated the
mean boundary layer effects on sound field on fuselage surface using a point source with different
frequencies at Mach numbers 0.7, 0.75 and 0.8. The fuselage was assumed to be a flat plate while
the boundary layer was obtained by a RANS simulation. The incoming waves radiated by a point
source was coupled into the physical domain by an inflow buffer zone. Then Dierke et al. [30]
extended the previous work to the investigation of the turbofan modes on the fuselage surface.
Garrec and Reboul [49] applied the CAA method to study the installation effect of the rotor-alone
noise of a rear CROR mounted on a single aisle aircraft. The geometry was at full scale and the mean
flow-field was obtained by a RANS simulation, which is similar to the current study. The CROR noise
sources were modelled by spinning monopolar sources. The result showed that a considerable
change on the directivity induced by the non-uniform mean flow was found in comparison to that
in a uniform flow. In contrast, the refraction effect of the non-uniform flow on an acoustic wave at
a low Mach number was often neglected in the previous research since take-off time is relatively
short and the sound on the fuselage surface is assumed to be more important at a cruise condition
than at take-off. In the current study, the CAA methods are employed to predict the refraction
effect of the boundary layer. As mentioned in Section 1.2.1, LEE can be used to describe all the
convection, reflection and refraction effects in acoustic propagation with fidelity. In this study, LEE
is selected as the governing equations to investigate the sound scattering off an aircraft, especially
the refraction effect of the non-uniform flow at both low and high Mach numbers. The acoustic

difference on the solid wall induced by the refraction effect is evaluated.
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1.3 Aims of the Current Work

In the literature review, the central part of this research has been outlined. To improve the
computational efficiency and reduce the wall-clock time of current CAA simulations, CAA hybrid
method and high-order accurate, low-dissipative and low-dispersive schemes have been used in
the current CAA solver. Furthermore, the solver can run in parallel with MPI implementation on
many CPU cores. Due to the long wall-clock time of current simulations and high computational
performance of GPUs, the current solver is extended to implementation on multiple GPUs. The new
developed CAA solver is applied to investigate the scattering of the propeller noise off an aircraft

and the refraction effects of the mean flow field. The specific aims of the study were to:

e develop an efficient algorithm and strategy to solve a bidiagonal matrix on a GPU to
implement optimized prefactored compact schemes;

e develop an efficient CAA solver based on finite difference method on a GPU to reduce the
wall-clock time of current CAA simulations;

e optimize the data exchange among multiple GPUs and multiple CPUs;

e apply the new developed CAA solver to investigate the refraction effect of non-uniform
mean flow field on the propagation of propeller noise off a cylinder;

e applythe new developed CAA solver to a large scale engineering application: the prediction

of propeller noise scattering off an aircraft, and evaluate the speed-up.

1.4 Original Contributions

The original contributions of this thesis are listed below:

e How to solve a bidiagonal matrix is focused on and investigated on a GPU for the first time.
The performance of a series of algorithms are tested and evaluated on different mesh sizes
in 2D and 3D computations.

e The best generic algorithms to solve a bidiagonal matrix are found on different mesh sizes
in 2D and 3D computations on a GPU. The best choice of the algorithms depends on the
grid size.

e The reasons why some algorithms behave better is analysed when a bidiagonal matrix is
solved on a GPU. Different algorithms are compared and even the same algorithms in the
X, y and z directions are compared and analysed.

e Anisotropic memory access pattern is found to be a key role in the performance on a GPU

for the same algorithms. For a given algorithm, the memory access is consecutive in the x
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direction whereas it is discontinuous in the y and z directions. This results in different
performance on a GPU where the memory access plays a key role in the performance.

e A new hybrid method is proposed in terms of the anisotropic memory access pattern. The
hybrid method is a combination of the best choice of different algorithms in the x, y and z
directions and achieves the best performance.

e The subroutines in the CAA solver based on finite difference methods are categorized into
five types with the aid of memory access patterns. Different parallel strategies are applied
accordingly.

e A whole CAA code based on finite difference method is paralleled on multiple GPUs. The
solver is efficient and robust on complex geometries. The performance is evaluated on a
series of problems.

o The mesh resolution at the source region is found a key role in the propagation of sound
waves computationally. In this study, the propeller noise source is introduced by
monopoles and dipoles. The resolution of monopoles is represented by a Gaussian
distribution and evaluated computationally.

e The validation of the propeller noise source model is performed by a comparison between
the CAA results and the analytical solutions of Farassat’s Formulation 1A [101] and
Hanson’s solution [99]. The validation of the propeller noise scattering off a cylinder is
performed by a comparison between the CAA results and CESM results computationally.

e The thickness noise, loading noise of a propeller scattering off a cylinder with a realistic
boundary layer is investigated by the CAA method for the first time.

e The refraction effect of the realistic boundary layer on a cylinder is investigated by the CAA
method. It is found that the refraction effect of boundary layer is weak at M = 0.205
whereas it is significant at M = 0.75. When Mach number is greater than 0.3, the boundary
layer plays an important role in the change of far-field directivity.

e The scattering of propeller noise scattering off a wing-body at a full scale is predicted

computationally. The speed-up is evaluated on the large scale engineering case.

Some of the work included in this thesis has been presented in the 20™ AIAA/CEAS Aeroacoustics
Conference [93] and 22" International Congress on Sound and Vibration [107], and has been

published in the Journal of Computer Methods in Applied Mechanics and Engineering [92].

1.5 Structure of Thesis

The remainder of the thesis is organized into three main parts. The first part is devoted to the

development of algorithms and the CAA solver on multiple GPUs and is distributed across chapters
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2 through 4. The second part (chapter 5) is concerned with the investigation of propeller noise
scattering off a cylinder computationally and the refraction effect of the boundary layer. The third
part (chapter 6) applies the developed solver to predict the scattering phenomena of propeller
noise off a wing-body with complex geometry at a full scale and to evaluate the true speed-up of
the current solver in engineering problems. The performance is analysed in detail in comparison to

the cases in the second part.

Chapter 2 gives a detailed description of the current CAA solver, called SotonLEE. The technical
details include the governing equations, flowchart, numerical schemes, boundary conditions and
index manipulations relevant to multi-block mesh and MPI operations. All the subroutines used in
SotonLEE are categorized into five types according to different memory access patterns. Different

parallel strategies will be applied to the subroutines with different memory access patterns.

In chapter 3, development of an efficient bidiagonal matrix solver on GPUs is described. A small
CAA solver which runs in serial on a single CPU core is extracted from SotonLEE. This solver is mainly
used as a workbench to develop the algorithms and strategy to solve bidiagonal matrices on a GPU,
since it keeps the core algorithms of SotonLEE in a single mesh block in serial and abandons some
advanced capabilities such as pre-processing of the mesh information. Three numerical methods
are devoted to solving the bidiagonal matrix on GPUs. Furthermore, the anisotropic memory access
pattern of all the algorithms are investigated. Finally, combinations of the numerical method, the
hybrid methods, are proposed to overcome the deficiency introduced by the anisotropic memory
access pattern. The hybrid method achieves the highest performance for large scale computation.
The performance of the solvers is recorded and compared. In conclusion, a solving strategy is

proposed with the numerical methods to offer a solution to the bidiagonal matrix on GPUs.

Chapter 4 is devoted to the development of other subroutines in SotonLEE and the optimization of
the data exchange between multiple GPUs. These subroutines do not contribute much
computational cost in comparison to the prefactored compact scheme computations. However,
they might be the potential bottleneck if they are not well settled. Subsequently, a series of
benchmark problems are implemented on multiple GPUs to evaluate the overall performance of

the new solver, called SotonLEE_GPU.

In chapter 5, the acoustic refraction effect of the boundary layer close to an infinitely long cylinder
is predicted. The infinitely long cylinder is assumed to be an ideal simplification of a fuselage and
the boundary layer is obtained by a RANS simulation. The acoustic sources are a ring of spinning
monopoles radiating thickness noise and a ring of spinning dipoles radiating loading noise, which
imitate the noise sources of a propeller. The configuration is run with a low Mach number (0.205)

setup and a high Cruise number (0.75) setup to investigate the basic features of the acoustic field
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of a propeller scattering off a cylinder and the refraction effect of the boundary layer. At last, the
acoustic refraction effect of the mean flow field is evaluated at more Mach numbers (0.3 and 0.4)
to find out at which Mach number, the refraction of the mean flow-field starts to become

important.

In chapter 6, the CAA solver with multi-GPU implementation capability is applied to investigate a
large scale engineering case with a complex geometry, the propeller noise scattering off an aircraft.
The research focus is not placed on the analysis and explanation on physical phenomena since the
engineering geometry is complex and the analysis is difficult. The numerical methods and sound
sources are kept the same as those in Chapter 5. The case with a complex geometry is mainly
devoted to demonstrate the application to a large-scale engineering case and evaluate the true
performance of the current solver in engineering problems. In addition, the speed-up is recorded
to evaluate the true speed-up of the current solver in engineering problems. The causes of the
relatively low performance of the current solver in this case with complex geometry in comparison

to the cases in Chapters 4 and 5 is also analysed in detail.
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Chapter 2: High-Order Scattering Solver

In this chapter, the existing CAA code, SotonLEE, which can be used for sound propagation and is
used throughout this work, is introduced in detail. The technical details contain governing
equations, flowchart, prefactored compact scheme, explicit filter, LDDRK, boundary conditions and
operations relevant to MPI communication which include packing/unpacking and array mapping
relevant to multi-block mesh. Furthermore, a small CAA scattering code which disables the relevant
MPI communication and advanced pre-processing capabilities is extracted from SotonLEE. The

flowchart of the basic solver is also given.

2.1 Governing Equations

The inviscid behaviour of small disturbance on a non-uniform, steady flow field can be described by

LEE. LEE in 3D Cartesian coordinate can be written in the following form [5]:

op _ _, [ow o owt) o0t P, P (1.16)
ot Ox Oy oOz Ox oy 0z
L ow  ow o _u,%_v,%_w,%_L%+%%+sz (1.17)
ot Ox oy oz Ox oy 0z p, Ox p; Ox
N P O P P L P (1.18)
ot Ox 0% 0z Ox 0% 0z p, 0y p, Oy
W O, OO O O L O P (1.19)
ot Ox oy 0Oz Ox oy 0z p, 0z p, Oz
W R, W o (O OV WG O O (1.20)
ot Ox oy 0z ox 0Oy Oz ox Oy Oz

Here, u, vand w denote the velocity components in the x, y, z directions respectively. p and p denote
density and pressure. y, the ratio of specific heat, is treated as a constant (1.4 for air). The prime
symbol denotes perturbation field whereas the subscript 0 represents background mean flow field.
In this work, all the variables in LEE are non-dimensional with the following reference scales: a
reference length Lo, a reference speed cy, a reference density po, a reference pressure pocs? and a
reference time Lo/ ¢o. The terms s; to ss denote the source of disturbance. They are normally set to
zero unless certain form of perturbation exists in the flow field and is modelled through these

sources explicitly.
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2.2 Flowchart

The current CAA solver, SotonLEE, is based on finite difference method using body-fitted, multi-
block, structured mesh. The features of SotonLEE has been listed in Section 1.2.2. For a better
understanding of the code behaviour, the flowchart of SotonLEE is given below with a description

of a typical implementation on multiple CPUs using MPI:

% v RK Marching
Start / CFL computation
Read the input Boundary conditions
Connection check MPI communication No No
MPI initialization Compact scheme
l computation
Boundary condition
Initialization MPI process LEE computation{RHS}
Jacobian metric
computation Increment computation
Time_stepping ' T
iv < RKFinish? —
|
Performance Record yes
e
+ i MPI communication
|
End ¢
Explicit filters
-~ Time-Step ™.
Output | — L

~._Finish? _
T

yes

Figure 2.1 Flowchart of SotonLEE.

As shown in the flowchart above, when the program launches, it first performs some initialization
operations including reading inputs, checking multi-block connection and launching MPI processes.
Then, each MPI process enters into an iteration solver, which is denoted by Time_stepping in red in
Figure 2.1, after it gets its own mesh blocks and performs the Jacobian metric computation and
mean flow field manipulations. In a time step, an MPI process performs the LDDRK iteration, then
explicit filtering and if necessary, output to hard disk. In the LDDRK iteration, there are CFL
calculations, boundary treatments, spatial derivative and LEE RHS residual increment computations.

When the iteration finishes, the program finalizes MPI processes and records performance metrics.
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In the whole implementation, spatial derivative computations using the prefactored compact

schemes are the most computing-intensive part, as shown in Table 1-3.

2.3 Prefactored Compact Schemes

The high-order, low-dissipative and low-dispersive prefactored compact schemes increase the
maximum resolved wave number and reduce the total mesh element amount as stated in section
1.2.2. Furthermore, the prefactored compact schemes split the derivatives into the sum of a
forward derivative and a backward derivative. This operation reduces the stencil size and simplifies
the implementation close to boundaries [13, 14]. Meanwhile, this operation results in two

bidiagonal matrices which are easier to solve on a CPU via a forward/backward sweep operation.

Given a computational domain with dimensions of (Nx, Ny, Nz), the fourth-order optimized
prefactored compact scheme in the x direction can be expressed in a recursive form as shown

below:

1
ik = E(QF,k + ij,k ) (1.22)
1
z+1 ik +ﬂD = Ax |:aFfi+l,j,k +bFfi,j,k +CFfi-1,j,k] (1.22)
1 .
ﬁij,k + aDilil,j,k = E[anm,j,k +b3fi,j,k + Cgfi-l,j,k] (1.23)

inwhich, p, ., Df

. and p? denote the unknown primitive derivative, the forward derivative and
the backward derivative on a mesh point respectively, whereas f;;« represents the known primitive
field. The coefficients, a, 8, af, br, cr, as, bs and cs, are constants. For a given j and k, i varies in
descending order from Nx - 1 to 2 in Eqg. (2.7) and i varies in ascending order from 2 to Nx - 1 in Eq.
(2.8). On the outer edge of a mesh block, a third-order four-point stencil explicit scheme (forward

and backward combined) is applied:

4
Dlys =25 (1.24)
i=1
Nx
D’\B;x[k: z el I/k (1'25)
i=Nx-3
4
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Nx

DJCx.j,k = Z _SNX+1-ffi,j.k (1.27)

i=Nx-3

On a block interface, a fourth-order eleven-point stencil explicit scheme (forward and backward

combined) is applied:

5
le‘f.k = Z brmf;-#m.j.k (1-28)
m=-5

5

Dil.;f,k = Z b fiemin (1.29)

m=-5

where s;, e; and b; are fixed coefficients. Egs. (2.6) - (2.14) constitute a recursive system. This

recursive system can be represented in matrix form:

AFd” —bF —BFf (1.30)
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10 0 0| b,
00 0 of| bz,
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Egs. (2.15) - (2.22) constitute the matrix form of the fourth-order optimized prefactored compact
scheme. Solving the bidiagonal matrix on CPUs is quite straightforward and simple. Forward
substitution is employed to solve the lower bidiagonal matrices whereas backward substitution is
used to solve the upper bidiagonal matrix in serial. In a 3D domain, there are Ny x Nz upper and
lower bidiagonal matrices to solve. These matrices can be solved independently by a shared
memory model. A 3D computational domain exposes a massive degree of parallelism to the CPUs,
thus making the algorithm highly efficient. The fourth-order optimized prefactored compact

schemes in the y and z direction are solved in the similar way with varying indexj and k, respectively.

24 Explicit Filters

A finite difference scheme always has a limited resolved wave number. The waves with high wave
numbers which are not resolved with accepted fidelity are called spurious waves and must be
removed. In CAA simulations, there are two ways to remove spurious waves: one way is using
artificial damping [11] and the other is using spatial filtering [12, 120-122]. Artificial damping adds
extra terms to the finite difference scheme computation and the introduced cost is comparable to
that of the finite difference scheme. Another method is using spatial filtering. Spatial filtering can
be performed every multiple time step so that the introduced cost is much lower in comparison to
that of the finite difference scheme. In this work, explicit filters are used. A tenth order explicit filter

[41, 42] is written in the following form:
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?/ =f,—¢ X(fi-s +ff+5)_c4><(ff-4 +fi+4)_cs X(fi-s +fi+3)

(1.38)
—C, X(f;—Z +fi+2)_cl X(f;—l +fi+1)_CO x f;

in which, 7, denotes the filtered field while f; is the primitive field. Eq. (2.23) describes the filter in
the interior points with a stencil size of 11. The interior stencil is symmetric. When i< 6 or j > Nx -
4, the boundary stencils must be used. The boundary stencils are asymmetrical and use different

formulations at varying positions:

ati=1:

1\ =frgc1,,-xf, (1.39)
ati=2:

7= 1, —z “f, (1.40)
ati=3:

fi=1f 72% xf, (1.41)
ati=4:

fo=1 —gc&_/ < f, (1.42)
ati=>5:

fo=1 —gcsy, xf (1.43)

The similar stencils apply to the points with i > Nx - 5. The filtering performance of the tenth-order

explicit filter is given in Figure 1.3.

2.5 Low-Dissipation and Low-Dispersion Runge-Kutta Scheme

In collaboration with high-order, low-dissipative and low-dispersive finite difference schemes,
requirements of low-dissipation, low-dispersion and high-order accuracy are also made on time
marching schemes. The time marching schemes attempt to start at an initial time and advance a
small time interval forward to obtain the solution at the next time step. In CAA simulations, the

explicit time marching scheme is preferable since the time interval must be small enough to retain

42



Chapter 2

the accuracy, low dissipation and low dispersion. In addition, the computational cost is much lower
in comparison to an implicit time marching method if the same time interval is used. Solving
methods on explicit schemes are also much simpler as implicit time schemes always require solving
a globally dependent matrix [123, 124]. The explicit time marching schemes can also be categorized
into two types: multi-step type [11, 125] and multi-stage type [40, 126]. A multi-step method
utilizes the information at multiple previous steps for extrapolation to achieve high-order accuracy.
In contrast, a multi-stage method discards the information at multiple previous steps. It performs
computations at multiple intermediate time stages between the current and the next time steps to
obtain high-order accuracy. Due to this difference, the multi-step method gains much higher
computational efficiency since there is only one computation between two time steps whereas the
multi-stage method has to compute the finite difference scheme, filtering, boundary condition, RHS
residual and performs MPI data exchange within each intermediate time stage. However, if high-
order accuracy must be retained, the memory volume required by a multi-step method is much
larger than a multi-stage method. This is a key limitation in some applications, such as applications
on GPUs, since the memory volume of a GPU is limited. The prototype of a multi-step method is
Adams-Bashforth method [125], whereas Runge-Kutta method is a typical multi-stage method. In
this research, the LDDRK with alternating 4/6 stages [40] has been used. The governing equation

has the following form:
ou /ot =F (U) (1.44)
A p-stage LDDRK scheme can be written in the following form:
K, =AF(U"+ BK, | (1.45)
U =U"+K, (1.46)

in which, K; is the incremental vector at an intermediate stage, while U is the solution vector. g is

the constant coefficient. Details of the coefficients for the LDDRK with alternating 4/6 stages can

be found in Hu’s work [40].

2.6 Boundary Conditions

The boundary conditions determine the numerical solution if numerical methods and a CAA mesh
are given. In this work, the inflow, outflow, symmetry and inviscid wall boundary conditions are

utilized and will be introduced below.
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2.6.1 Inflow Condition

The inflow condition is used to introduce the input of perturbation when the perturbation is not
easy or convenient to show as a source term explicitly in the governing equations. In this work, the
inflow condition is a buffer zone which radiates the disturbance outwards. A typical inflow condition

used in the scattering of a spinning mode off a duct [34-37, 127] is shown below:

4| Outflow Buffer

"
Qutflow Buffer
1ayng mong

Duct Wall

’3?5’ Symmetry
- 3
| =
=]
- E
O._\\I\.\I\.\I R L L. 1
1 2 4 5 7
X

Figure 2.2 Boundary conditions in the scattering of a spinning mode off a duct case.

In Figure 2.2, the inflow condition which contains the spinning mode of the duct is located at the
left bottom corner. In the inflow condition, the acoustic field is forced into a spinning duct mode.
The acoustic field which enters into the inflow buffer is damped by the buffer. The inflow buffer

condition is given in the following form:

~n+l
U

— Un+l —U(X)X(UHH _ U[a]’ge‘t) (147)

o(x) :0m|l—x/qﬁ (1.48)

where U denotes the damped solution vector and Uqarger is the acoustic spinning mode of the duct.
o(x), the damping coefficient, varies smoothly throughout the buffer zone. x is the distance from

the starting position of the inflow buffer, while omex and 8 are constant coefficients. In the inflow
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condition, the acoustic waves are damped out and forced to be the acoustic spinning mode of the

duct.

2.6.2 Outflow Condition

The outflow condition in this work refers to the artificial computational boundaries which truncate
the flow region of interest into a limited domain. The outflow condition endeavours to reduce the
domain with the minimum feedback on the flow/acoustic field. Based on the different phenomena
and treatments, there are two types of outflow conditions: the non-reflect boundary conditions
(NRBC) [128-130] and the absorbing layers [131, 132]. When the flow field near the boundary can
be linearized into small disturbance about a uniform flow, NRBC performs manipulations on the
boundaries so that no incoming waves exist. However, when the mean flow field is not uniform or
the flow field near the boundary cannot be linearized into small perturbation to a uniform flow
field, NRBC is not available [128-130]. The NRBC can also be extended into the non-uniform mean
flow field. However, when the perturbation is not propagating normally to the boundary, it works
less well [131, 132]. In this situation, the buffer zone that is one of the absorbing layers gains the
best performance [53, 133]. The outflow buffer zone condition is nearly the same as the inflow
buffer condition shown in Egs. (2.32) —(2.33) except that Uiarget in the outflow buffer is normally set
to zero to damp the waves. Another method is grid stretching [120, 131, 134, 135] which abandons
boundary condition at the outer edge. The mesh element is stretched to a large distance close to
the boundary so that the disturbance cannot be well resolved and is removed by explicit filters. A

typical stretched grid close to the boundary is shown below:

Y

L,

Figure 2.3 Grid stretching.
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In Figure 2.3, the mesh elements close to the outflow boundary are stretched so that the
perturbation waves become spurious waves which are removed by the explicit filters gradually.
Furthermore, the buffer zone condition [53, 136, 137] can be utilized to attenuate the acoustic field
further, together with the grid stretching. In this research, the buffer zone and grid stretching are

used as the outflow boundary condition depending on different cases.

2.6.3 Inviscid Wall Condition

Inviscid wall condition is another key boundary condition in CAA simulations. As mentioned in
sections 2.3 and 2.4, the high-order, low-dissipative and low-dispersive prefactored compact
scheme together with explicit filter does not sustain spurious waves. However, the spurious waves
always results from improper imposition of wall condition [138]. The improper imposition of
inviscid wall condition even results in parasite waves which have very short wavelengths (grid to
grid oscillations) and cannot be dampened or removed by spatial filtering effectively [138]. The
parasite waves are confined locally in space which contaminate and even blow up the numerical
solution occasionally. Therefore, proper imposition of inviscid wall condition plays an important

role which does not excite the spurious waves, thereby improving the quality of the solution.

The inviscid wall condition requires that the velocity component normal to the wall and also its
derivative with respect to time are zero. In this research, the implementation of inviscid wall
condition is based on the inviscid wall condition of Tam and Dong [138] and that of Hixon [13, 139-

141]. It is shown in following form:

Op/on =op0ExO& |on+dpon x on/on+dp/os x L Jon =0 (1.49)
OE[on = O |ox x Ox/dn + DE |y x By |on + O |0z x bz)on (1.50)
0n/on = o oxx dx/on+0n /oy x dy /on + 615 0z x dz/on (1.51)
0L Jon = 8¢ [oxx dx/on+ 0L |y x dy/on+ ¢ [0z x bzfon (1.52)

where n is the modulus of the normal vector on wall, , n and { are variables in the computational
domain. 0&/ox, 0&/oy, 6&/oz; on/ox, on/dy, on/oz; o /ox, &S /dy and of/oz are grid metrics
whereas 0x/én, dy/on and 6z/6n are normal vector components of the wall. Given an inviscid wall

simply at y = 0, an illustration of the implementation is described below:
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Figure 2.4 Region close to wall.

As shown in Figure 2.4, there are three types of points close to the inviscid wall, namely inner points,
wall points and ghost points. Recall that in terms of Egs. (2.7) and (2.8), the computation of the
forward and backward derivatives at point i requires three points at i - 1, i, and i + 1. The inner
points starting from 2 to Nx - 1 are solved by Egs. (2.7) and (2.8). At boundary points with i = 1 and
i = Nx, the forward and backward derivatives are solved by biased schemes in Egs. (2.9) — (2.12)
close to the wall. However, it is found that direct application of the biased schemes on an inviscid
wall in a prefactored compact scheme is not stable. Therefore, a change is necessary to implement
a prefactored compact scheme close to the wall. If the inviscid wall locates at y = 0 (i = 1) as shown
in Figure 2.4, the forward and backward derivatives on both boundaries with i = 1 and i = Nx are
computed via a biased stencil in Egs. (2.9) - (2.12). Then, a correction is made on the backward
derivative at point i = 1 so that the resultant pressure gradient with respect to normal direction is
zero. Lastly, the inner points are solved via Eq. (2.7) by backward substitution and Eq. (2.8) by
forward substitution. In 3D computations, there are six faces in a structured mesh block; the

implementation of the inviscid wall condition can be concluded below:

1) calculation of the pressure derivative normal to the wall by using the biased stencils;

2) judgement of segment index;
If segment index is 1 or 2, use the formulation below:
dp/o& =—(0p/onxdn/on+0op/o¢ x0¢ [on) /(8 /on) (1.53)

For segment 1, the forward derivatives at point i = 1 and i = Nix are determined by Egs. (2.11)
and (2.12), whereas the backward derivative at point i = Nx is computed by Eq. (2.10). However,

the backward derivative at point i = 1 is not solved by Eq. (2.9); it is determined by enforcing

op/oE =0:
ap/oz=05x(D +D7) (1.54)

D! =2x0ploé-Df (1.55)
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For segment 2, the backward derivatives at point i = 1 and i = Nx are determined by Egs. (2.9)
and (2.10), whereas the forward derivative at point j = 1 is computed by Eq. (2.11). However,

the forward derivative at point i = Nx is not solved by Eq. (2.10); it is determined by:
Dl =2xop/oé-Df (1.56)
If segment index is 3 or 4, then replace Eq. (2.38) with the following equation:
dp/on = —(8p/0¢ x 0L Jon+0p[oE x 0& /on) /(0 /on) (1.57)
If the segment index is 5 or 6, replace Eq. (2.38) with:
0p/o¢ = —(ap/0&x d& Jon+ dp /on x an Jon) /(8¢ /on) (1.58)

3) Theinner points are solved by Egs. (2.7) and (2.8).

2.6.4 Symmetry Condition

The symmetry condition is used when flow field/acoustic field is symmetric with respect to a
geometry. When the geometry can be found, the symmetry condition can be utilized to reduce the
computational cost artificially. In comparison to the inviscid wall condition, the symmetry condition
always appears as a simple geometry, such as a flat plane. Therefore, a simple mirror operation is
performed on five ghost points outside the physical domain. Then, the symmetric condition is
treated as an interface between mesh blocks and therefore the explicit symmetric schemes in Egs.
(2.13) and (2.14) are utilized to obtain the derivatives. In this work, the method mentioned above

is used.

2.7 Index Transformation, Buffer Packing and Unpacking

The index transformation is necessary for multi-block structured mesh especially when an O-mesh

is used [142]. This situation is demonstrated by a typical O-H-mesh, which is shown below:
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Figure 2.5 Sketch of a typical mesh with the O-H topology.

As shown in Figure 2.5, the core of the domain is an H-mesh with a surrounding O-mesh. The face
iMax in block 1 is in the & direction in the computational domain whereas face jMax in block 2 is in
the & direction. The face iMax in block 1 becomes face jMax rather than iMin in block 2. This kind
of index transformation exists in the O-mesh and introduces extra computational cost into the code.
In this work, the index transformation utilizes the definition of transform in CFD general notation
system (CGNS) [142]. For example, at the interface between block 1 and block 2 in Figure 2.5,, the
shorthand notation of transformation is denoted by a transform vector [-2, 1, 3]. The first
component -2 means a minus increment occurs at j at the interface in block 2 when a positive
increment occurs on the element index at i at the interface in block 1. The second component 1
denotes when a positive increment occurs on the element index at j at the interface in block 1, a
positive increment occurs at i at the interface in block 2. In SotonLEE, the flow field close to the
interface in an adjacent mesh block is mapped as ghost points in the current block. Every time the
information on ghost points is required, the code first maps the flow field at the adjacent block into
the ghost points, then performs computation. The index transformation is independent of MPI

implementation but is only relevant to the multi-block mesh.

The packing and unpacking operations are only concerned with MPI implementation on multiple
CPU cores. When data exchange of flow field close to the block interface occurs, the data which
needs exchange in the array is first packed into a small buffer array and then sent out. The buffer
array received from a neighbouring mesh block in another MPI process has to be unpacked. This

kind of packing and unpacking operation is necessary for MPl implementation.
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2.8 Subroutine Categories

As mentioned in section 1.2.3.4, memory access patterns play important roles in the performance
of GPU codes. It is necessary to categorize iteration subroutines into five types according to
different memory access patterns, following the method proposed by Elsen et al. [17]. Different

types of subroutines are applied with different parallel strategies, which are discussed below.

First, subroutines such as prefactored compact scheme computations, which always require solving
arecursive system (bidiagonal or tridiagonal matrix), are categorized as implicit stencil type. Second,
subroutines such as explicit high-order filters, which demand regular information from
neighbouring elements, are categorized as explicit stencil type. Third, subroutines such as LEE RHS
residual computations, inflow and outflow conditions, which only depend on local information, are
categorized as point-wise type. Fourthly, unstructured gather type subroutines, such as those
packing/unpacking operations and index transformation appeared in the interface condition, are
used to deal with the connectivity information on interfaces for adjacent blocks. This kind of
subroutines require irregular access to the memory and are considered unstructured gather type.
Lastly, reduction type subroutines are employed to collect the maximum, the minimum or the sum
of some specific variables, such as the CFL calculation. This kind of subroutine performs a traversal
across the whole domain. Different categories of subroutines are applied with different parallel

strategies and algorithms on GPUs, as will be explained in detail in the next two chapters.

2.9 Summary

In this chapter, the high-order CAA code, SotonLEE, which can be used for sound propagation, has
been introduced in detail. The description contains governing equations, flowchart, CAA numerical
methods, boundary conditions, multi-block index transformation, and operations relevant to MPI.
Finally, all the subroutines have been categorized into five types according to their memory access

pattern which is important in GPU programming in subsequent chapters.

50



Chapter 3

Chapter 3: Efficient Bidiagonal Matrix Solver on a GPU

This chapter is devoted to the solution of prefactored compact schemes on a GPU. The prefactored
compact schemes give rise to bidiagonal matrices. Therefore, an efficient bidiagonal matrix solver
is a critical ingredient and dominates the overall performance of applications on a GPU.
Furthermore, previous researchers always developed numerical methods in the x direction and
applied the methods directly in the y and z directions in 3D computations [85, 143-145]. The
anisotropic memory access pattern, which degrades the overall performance of the numerical
methods, was ignored. In this chapter, the anisotropic memory access pattern is also investigated.
Finally, a solution of bidiagonal matrix on a GPU is proposed. It contains the implementation

strategy and algorithms. The performance is recorded and analysed on a simple CAA case.

3.1 A Simple Serial Solver

SotonLEE is a large and complex suite of CAA programs. It employs finite difference method and
body-fitted, multi-block, structured mesh. It has complex control structures, complex initialization
operations and index transformations. Consequently, it is better to first investigate the core
algorithms on a small serial solver which retains the same numerical methods as in SotonLEE. For
shorthand notation, this small serial solver is hereafter called BenLEE since it serves as a workbench
to investigate the algorithms used in SotonLEE. The BenLEE contains typical features in SotonLEE

shown below:

e Written in FORTRAN90

e Single block uniform mesh

e Ashcroft and Zhang’s fourth-order optimized prefactored compact scheme [14]1 and
Hixon’s sixth-order prefactored compact scheme [13]

e Tenth-order and sixth-explicit filters [41, 42]

e Hu's alternating 4-6 stages LDDRK time-marching scheme [40]

e Outflow buffer zone condition [131, 132]

e Indouble precision format

e |n non-dimensional format

The flowchart of BenLEE is shown below:
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Figure 3.1 Flowchart of BenLEE.

BenLEE runs in serial on one CPU core. It first loads parameters from an input file, performs
initialization on variables, and then loops iterations until the total time-step is reached. Lastly, it
outputs results and prints wall-clock time. The main difference in Time-stepping between BenLEE
and SotonLEE is relevant index transformation to multi-block mesh. In BenLEE, only one mesh block
is allowed and there are no inviscid wall or symmetry conditions. Since the index transformation is
not computationally intensive, ignorance of index transformation does not affect the profile of the

solver.

To build BenLEE correctly, a 2D acoustic wave propagation problem [146] is selected as the
benchmark problem. The physical domain is a rectangle with a dimension of [-50, 50] x [-50, 50]
with outflow buffer zones around it. The width of each buffer zone is 20. The whole physical domain

is shown in Figure 3.2 below:
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Figure 3.2 Physical domain in 2D propagation case.

The mesh is uniform. The LEE is non-dimensional with the following reference scales:

Length scale = Ax (grid spacing)
Velocity scale = c- (ambient acoustic speed)
Time scale = Ax / ¢
Density scale = p- (ambient density)

Pressure scale = p~c-?

The 2D non-dimensional LEE on a uniform mean flow field is expressed as:

6_p+ 6_p+6u+c 6_p+6_v:0

ot “ox | ox "oy oy

ou 8_14 8_p+ ou

—+c, c,—=0
ot ox ox oy

ov ov ov 8_p:0

—+c )
o0 “ox oy oy

P, o

+c, c,—+ 0
ot ox ox Toy oy
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in which, p, u, vand p are acoustic variables whose prime symbols are removed for simplicity. The
Mach number of mean flow in the x direction, ¢, is 0.5, whereas ¢, is zero in the y direction. The

acoustic field is initialized by a Gaussian pulse across the whole domain:

p:gexp[—(lnz)x(x2+y2)/dq (2.5)
p=cexp|—(In2)x(x’ +y?)/d* ] (2.6)
u=0 (2.7)
v=0 (2.8)

where € denotes the acoustic amplitude, whereas d represents the half width of Gaussian pulse.

Here €is 0.001 and d is 3.0. Time step size At is 0.5. The pressure contours are shown below:
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a)t=0. b) t = 30, the 60t time step.

Figure 3.3 Acoustic pressure contours, cx = 0.5.

As shown in Figure 3.3, BenLEE holds the waveform when an initial acoustic perturbation is

propagating. The exact solution is given to evaluate the quality of the solver below:
p(x.p.t)=p(x,p.0)= ‘%al x .“675/4{11 xcos(&t)J, (En)édé (2.9)
0
in which a1 =1n2/ d% n = [(x - Mt)? + y?]*2 and Jy is the O™ order Bessel function of the first kind. The

acoustic pressure along the line at y = 0 is recorded in the numerical solution. A comparison

between the numerical solution and exact solution is shown in Figure 3.4.
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Figure 3.4 Pressure waveforms along y = 0, cx=0.5.

Good agreement is found between the analytical solution and numerical result from Figure 3.4. In
3D computations, the physical domain is constructed by duplications of the 2D domain in the z
direction. The buffer zone is also incorporated in the z direction. The simple 2D acoustic wave
propagation demonstrates the correctness and fidelity of BenLEE. It will be used to develop the

bidiagonal matrix solver on a GPU in subsequent sections.

3.2 Bidiagonal Matrix Solver on a GPU

The prefactored compact scheme gives rise to an upper bidiagonal matrix and a lower bidiagonal
one. The bidiagonal matrix is a recursive system which globally depends on all the elements in the
matrix. Therefore, it is not easy to find an efficient parallel algorithm for solving a bidiagonal matrix.
As mentioned in Section 1.2.3.5, solving a tridiagonal matrix on a GPU has been investigated and
good performance can be achieved. In this section, effort is extended to implementing a bidiagonal
matrix on a GPU. Based on different mathematical forms, four methods are employed to solve a

bidiagonal matrix. Each method is assigned a name for shorthand notation.

3.2.1 Natural Method

Natural method refers to the back substitution algorithm and is based on a recursive system form.
It can be observed from Eq. (2.7) that for forward derivative p/, to be solved, p’ . has to be
known first. Also, in Eq. (2.8) p?, ,, has to be known first for p?  to be solved. Therefore, data

dependency occurs only in the x direction when the derivatives in the x direction are solved. In a
3D computational domain, systems like Egs. (2.7) and (2.8) with different j or kindices can be solved
independently. Eq. (2.7) can be solved by back substitution in a descending order of i from Nx - 1 to

2, whereas Eq. (2.8) is solved in an ascending order of  from 2 to Nx- 1. ACUDA thread is responsible
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for solving a bidiagonal matrix, which makes the method ‘embarrassingly parallel’. In parallel
computing, embarrassingly parallel means that the problem is naturally parallel or little effort is
required to partition the problem into smaller parallel tasks. This is a direct porting of the original
algorithm on the GPU, thus it is called the Natural method. The Natural methods in the y and z

direction are implemented in similar ways.

Since each CUDA thread is responsible for solving a recursive system, data dependency only occurs
in a thread and there is no data dependency between threads. No data reuse occurs between
recursive systems. Therefore, no shared memory is utilized in the implementation of the Natural

method.

3.2.2 Parallel Cyclic Reduction Method

The PCR method was popular in the 1980s [147-149] and research has shown it to be one of the
fastest generic algorithms for a tridiagonal system on a GPU [85, 87, 143, 150]. The PCR method is
applied to a bidiagonal system in this study. The core of the PCR method is the application of
Gaussian elimination in parallel with variant elimination strides. First, the PCR method on a simple

lower bidiagonal system is demonstrated. Then, the procedure is summarized.

If A is a ninth-rank square matrix as given below in the matrix form:

1 0 0 0 O 0O 0 00O
6r 1 0 0 O O O 0O
0 01 1 0 O O O 00O
0 0 01 1 0 O O 00O
A=¢0 0 0 01 1 0 O OO (2.10)
0o 0 0 O 01 1 0 00O
0o 0 0 O 0 01 1 00O
6o 0 0 0 0 0 01 10
0o 0 0 0 O 0 0 01

the last row is unrelated to other rows and is thus removed together with the last column. The

matrix A can be expressed as:

I 0 0 O O 0 0 O
0r 1.0 0 O O 0 O
0 611 0 0O O O0 O
Ao o o0 o001 1 0 O O0 O (2.11)
0o o0 o0 01 1 O O O
o 0 o0 o0 01 1 0 O
o o0 o0 o0 0 o1 1 O
0o 0 0 0 0 O 0111
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At the first step, all the lower bidiagonal elements are eliminated by the diagonal elements in the
row above. The stride between two rows where the elimination operation is performed is 1. It gives

rise to a new matrix:

1 0 0 0 0 0 00
0 1 0 0 0 0 00
-0.01 0 1 0 0 0 00
0 -001 O 1 0 0 00
0 0 -001 O 1 0 00 (2.12)
0 0 0 -001 O 1 00
0 0 0 0 001 0 10
0 0 0 0 0 -001 0 1

At the second step, the row stride is set to 2. The lower diagonal elements in the new matrix are

eliminated by the diagonal elements which are 2 rows above in a similar way as in step one:

1 0 0 0 0 000
0 1 0 0 0 000
0 0 1 0 0 000
0 0 0 1 0000
-0.0001 0 0 0 1 000 (2.13)
0 -0.0001 0 0 0100
0 0 -0.0001 0 0010
0 0 0 -0.0001 0 0 0 1

At the third step, the row stride is set to 4. After elimination, the matrix becomes an identity matrix:

1 000 0O0O0TO
01 00O0O0O0OO
001 00O0O0O0
0001 O0O0O0OUO
000O0T1TO0TO0OUO (2.14)
000O0O0OT1TUO0O0
00 0O0OO0OT10
000 O0O0O0OTO01

When the matrix is manipulated, the RHS vectors experience the same operation. In the code, for
less computational operations, the diagonal elements are normalized at the initialization phase so
that the RHS vectors are directly the solution when the elimination finishes. In real practice, the
matrix rank N is rarely a power of two. Given a lower system with N elements in which 2V < N <

2M*1 the bidiagonal matrix can be expressed as a recursive system in the form:

"D, +D =g (2.15)
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in which, i denotes the element index, whereas h represents the elimination step varying from 0 to

M+1. p_, -0 when i-2"<o0.

o

In the PCR kernel execution configuration, each recursive system is put into a CUDA block. Nx
threads are launched in a block and each thread is responsible for solving Eq. (3.15) with a specific
‘i’. There are Ny blocks in the y direction and Nz blocks in the z direction. The implementation
procedure of the PCR method in the x direction for a bidiagonal matrix on a GPU can be summarized

below:

1) At the initialization phase, the primitive variables are loaded from global memory to the
shared memory. The LHS coefficient r? is initialized by the variable in the constant memory

of the GPU whereas the RHS vector g? is initialized in the shared memory.

1
L ) ) ) 2.16
& Bx [anHl +by fi + CBfH] ( )

W =alp (2.17)

2) The LHS coefficient r/ and the RHS vector g/” are computed in the shared memory and a
local synchronization barrier is made to ensure all the threads in a CUDA block have finished

the computation.
=" x(=) (2.18)

g =g +g i x(-") (2.29)

3) If h=M + 1, then D, = g”*" is the solution and is written back to the global memory;

otherwise, phase two must be repeated.

When a computational domain is given with Nx x Ny x Nz elements, Nx x Ny x Nz threads are
launched to solve the domain simultaneously. Ny x Nz thread blocks are launched, each block with
Nx threads solving a recursive system concurrently in the x direction. The recursive systems in the
yand z directions are solved in similar ways. The implementation leads to highly efficient operations
in the x direction. However, when the PCR is applied in the y direction, primitive variables have to
be loaded from the global memory to the shared memory at the initialization phase. The memory
stride between two neighbouring threads is a multiple of Nx which causes severe redundant
memory access. This introduces a performance penalty in the y direction. The similar performance

penalty occurs when PCR is implemented in the z direction.
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3.2.3 MatMul Method

The term MatMul stands for matrix multiplication which is the core of the MatMul method. Tutkun
and Edis [90] applied this method to Lele’s compact scheme [12], which gave rise to a tridiagonal
system. Following Tutkun and Edis’s work, the MatMul method is optimized and applied to a
bidiagonal system. It can be observed from Egs. (2.15) and (2.19) that matrices d* and d® can be
obtained in a straightforward way by inversion of the coefficient matrices A¥ and AB. Tutkun and

Edis’s work can be formulated in equations below:
d =inv(A)xb =inv(A)x (B xf) (2.20)

in which d is the derivative matrix, A is a tridiagonal matrix, and b is a RHS vector. B is a sparse
matrix, whereas f is a known primitive field variable vector. By optimization, the two multiplication

operations can be aggregated into one shown in Eq. (3.21) below:
d=(inv(A)xB)xf=Cxf (2.21)

For prefactored compact schemes, it can be represented as:

d" =inv(AT)xB xf =C’ xf (2.22)
d® =inv(A®)xB® xf = C® xf (2.23)
d=(d"+d")=C" xf+C" xf =Cxf (2.24)

The matrix C is a dense matrix. It does not change during iterations and can be obtained by calling
the LAPACK library at the initialization phase. The derivative vector d is solved by a simple matrix
multiplication in Eq. (3.24). Since for all vectors f with different j or k, coefficient matrix C stays the

same, the whole 3D domain can be computed by a simple matrix-matrix multiplication.
D:[dl,l’ oy g, dNy,Nz:|:C><|:fl,l7 ST S fNy,Nz:':CXF (2.25)

in which, F is a 3D matrix composed of primitive variables. The matrix multiplication solver on the
GPU comes from the CUDA FORTRAN Programming Guide and Reference [69] and is
accommodated to 3D matrix multiplication. It makes use of shared memory to reduce the access

to global memory therefore is a highly efficient matrix solver.

In Eq. (3.25), each element in matrix D is a product of a row of C and a column of F. An illustration

of the implementation of the matrix-matrix multiplication on a GPU is shown below:
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Figure 3.5 Matrix multiplication by accumulating product of sub-matrices.

The whole matrix D can be categorized into a number of sub-matrices with uniform size. The tasks
of computation of sub-matrices are performed independently in parallel. When a sub-matrix in D is

computed, it can be decomposed into the following form:

D,=C,xF

sub C.mb] x F\uhl + CA\uhZ X Fme (2'26)

sub

in which, Dsys, Csup and Fsyp are sub-matrices of D, C and F respectively. Given a Dy, with dimensions
of (B, B), then a 2D thread block containing B? threads is launched. Each thread has unique index
(ti, tj) corresponding to the element index (i, j). The element of D(i,j) is computed by the product of

row i in matrix C and column j in matrix F:

D(, j) = iC(f,k)-F(k,j) =D"C o k)oF, (k, )+ Y. Copy (i,K)sF,, (K, ) (2.27)

k=1
The computation of a sub-matrix in D can be summarized into three stages below:

1) Atthe first stage, a thread with index (i, j) loads an element (i, tj) in row j of a sub-matrix in
C (like Csupz) and an element (ti, j) in column j of a sub-matrix in F (like Fsu:) from global
memory to the fast shared memory. Then, a synchronization in a CUDA block is performed
to ensure that all the load operations complete.

2) The matrix-matrix multiplication is performed in Eq. (3.27) in the current sub-matrices. The
current product is accumulated to the product from previous matrix multiplication (if

available).
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3) A local synchronization is performed to ensure all the multiplications and summations
complete. If Csp and Fy, are the last sub-matrices in C and F, then Dy, is the solution, and
the results are written back into global memory. Otherwise, the next sub-matrices in C and

F are switched to by updating tj = tj + B and ti = ti + B and repeating stage 1.

The matrix multiplications in the y and z directions are similar. The difference is that the RHS matrix
F should be composed of vectors f in the y direction and z direction, respectively. In addition, it
requires an extension of the 2D thread index to 3D one when a 3D computation is performed. These
two changes do not impose significant modification upon the algorithm mentioned above, so they

are not described in detail.

In addition, it is noted that the MatMul method in fact is a general method for solving a linear
system, described by Eq. (3.25). It is reasonable to conclude that some higher order compact
schemes [12, 39] which give rise to penta-diagonal matrices can obtain a higher speed-up via the

MatMul method.

3.24 Hybrid Method

Implementations of the Natural method, the PCR method and the MatMul method on a typical 2D

mesh and 3D mesh are profiled. The results are shown below in Table 3-1.

Table 3-1 Wall-block time taken in Natural, PCR and MatMul implementations.

2D 3D
K I
ernetnames Natural PCR MatMul Natural PCR MatMul
Prefactored scheme in the x 76.4% 26.9% 37.1% 72.8% 19.6%  21.5%
direction
Prefactored scheme in the y 20.0% 37.4%  41.5% 9.5% 25.4%  23.8%
direction
Prefactored scheme in the z Null Null Null 8.8% 251%  27.0%
direction
Other kernels 1.1% 17.9% 11.6% 5.8% 17.8% 21%
Buffer zone computation 0.2% 3.0% 2.5% 0.7% 2.9% 3.5%
Memory set 0.0% 0.0% 0.0% 0.0% 0.0% 0.0%

Note that the 2D implementations are run on a mesh with a dimension of 128 x 128, whereas the 3D implementations

are on a mesh with a dimension of 64 x 64 x 64.

In Table 3-1, it is found that a considerable performance gap exists between the Natural method in
the x, y and z directions. The computational cost in the x direction dominates the overall
performance of the applications. The computational cost in the x direction in the Natural method
is roughly 8 times of that in the y and z direction in 3D computations whereas it is nearly 4 times in

2D computations. The main cause of low performance of the Natural method in the x direction is
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attributed to the redundant access to the global memory which will be explained in Section 3.4. The
only difference in the Natural method between different directions is the memory access pattern
since the mesh size and the arithmetic operations are the same in both/all directions. In the x
direction, the memory stride between two neighbouring threads is Nx, whereas that is 1 in the y
and the z direction. In contrast, the PCR and MatMul methods achieve high efficiency in the x
direction. Thus, the application of the PCR method or the MatMul method in the x direction only,
and preservation of the Natural method in the y and the z direction should result in improved
performance. This hybrid method is a mixed-grained parallel approach where the degree of

parallelism is fine in the x direction but coarse in the y and z direction.

3.3 Performance

BenLEE contains three categories of subroutines in terms of memory access pattern, namely the
implicit stencil type, explicit stencil type and point-wise type. The implicit type refers to the
subroutine which performs prefactored compact scheme computations, whereas the explicit type
denotes the subroutine performs explicit finite difference scheme computations. The point-wise
type of subroutines contains the buffer zone condition, and time-marching in governing equations.
It can be observed from Table 3-1 that the implicit stencil type of subroutines dominate the overall
performance. The explicit stencil type and point-wise type do not contribute considerably.
Furthermore, the algorithms on explicit stencil type of subroutines and point-wise type of
subroutines are the same when the implementations of the implicit stencil vary. Therefore, the
performance difference between different implementations is largely caused by the implicit stencil
computations. The strategy on explicit stencil type and point-wise type of subroutines will be

explained in chapter 4.

The performance is obtained by comparing the wall-clock time on a Tesla M2050 GPU with that on
a single Intel Xeon E5620 CPU core with a frequency of 2.40 GHz. The compiler used is PGI 13.3 with
—fast —Munroll -Mcuda = cc20 flags for both CPU and GPU implementations, in which the compiler
flags denote optimization of codes in terms of the fastest implementation speed, unrolling loops
and current GPUs with CUDA computing capability of 2.0, respectively. The implementation on the
CPU is the back substitution algorithm, whereas the implementations on a GPU utilize Natural, PCR,
MatMul and hybrid methods respectively. The wall-clock time and speed-ups of BenLEE
implementing different numerical methods on prefactored compact scheme on a GPU are shown
in tables below, and a summary of the speed-up is shown in Fig. 3.6 below. It is emphasized here
that the wall-clock time and speed-ups are based on the total simulation time in which the I/0 time
is not included. This comparison also applies to SotonLEE. Table 3-2Table 3-3 summarize the

performance of BenLEE on a GPU in 2D computations, while the performance in 3D computation is
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tabulated in Table 3-4— Table 3-5. For 3D case studies in BenLEE, the maximum domain size on a

Tesla M2050 GPU is 256 x 128 x 128, restricted by the global memory volume capacity of the GPU.

Table 3-2 Wall-clock time and speed-ups of BenLEE (2D) with Natural, PCR and MatMul methods.

Mesh Size Serial Natural PCR MatMul
Time Time Speed-up Time Speed-up Time Speed-up
32x32 0.06 0.50 0.1 0.05 1.2 0.02 3.2
64x64 0.30 1.12 0.3 0.07 4.5 0.04 7.2
128x128 2.29 291 0.8 0.19 12.0 0.22 10.4
256x256 9.50 5.91 1.6 0.60 15.9 1.13 8.4
512x512 82.72 16.83 4.9 2.63 31.5 8.05 10.3

Note that ‘Mesh Size’ refers to the amount of mesh points. ‘Serial’ denotes the serial implementation of BenLEE on a

single CPU core, whereas ‘Natural’, ‘PCR’ and ‘MatMul’ represent BenLEE implemented by the Natural, PCR and Matmul

method on a GPU, respectively. The total number of iterations in 2D computation is 90. The unit of time is second (s).

Table 3-3 Wall-clock time and speed-ups of BenLEE (2D) with Hybrid methods.

. Serial PCR_Hybrid MatMul_Hybrid
Mesh Size - - -
Time Time Speed-up Time Speed-up

32x32 0.06 0.13 0.5 0.11 0.5

64x64 0.30 0.24 1.2 0.23 1.3
128x128 2.29 0.65 3.5 0.67 3.4
256x256 9.50 1.49 6.4 1.75 5.4
512x512 82.72 3.81 21.7 6.38 13.0

Note that ‘PCR_Hybrid’ denotes the hybrid method which employs PCR in the x direction whereas ‘MatMul_Hybrid’

represents the hybrid method with MatMul in the x direction.

Table 3-4 Wall-clock time and speed-ups of BenLEE (3D) with Natural, PCR and MatMul methods.

Mesh Si Serial Natural PCR MatMul

esh size Time Time Speed-up Time Speed-up Time Speed-up
32x32x32 5.0 1.0 4.9 0.3 16.0 0.1 50.2
64x64x64 46.1 7.2 6.4 1.6 28.2 11 414
128x128x128 526.5 57.9 9.1 133 39.8 14.9 35.4
256x128x128 1158.2 114.4 10.1 29.4 39.4 38.5 30.1
128x256x128 1159.0 106.5 10.9 28.2 411 39.8 29.2
128x128x256 1186.4 107.3 11.1 28.4 41.8 39.2 30.3

Table 3-5 Wall-clock time and speed-ups of BenLEE (3D) with Hybrid methods.

. Serial PCR_Hybrid MatMul_Hybrid
Mesh Size - - -
Time Time Speed-up Time Speed-up
32x32x32 5.0 0.3 15.7 0.2 20.6
64x64x64 46.1 1.4 33.0 1.3 35.1
128x128x128 526.5 11.0 47.9 12.3 42.7
256x128x128 1158.2 22.2 52.2 30.9 37.5
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128x256x128 1159.0 21.8 53.1 245 47.4
128x128x256 1186.4 21.6 54.9 243 48.9

W Natural W PCR = Matmul = PCR_Hybrid m Matmul_Hybrid

60

32x32 64x64 128x128 256x256 512x512 32x32x32  64x64x64 128x128x128 256x128x128 128x256x128 128x128x256
Mesh Size

Figure 3.6 Summary of speed-ups of BenLEE on a GPU.

It can be observed from Figure 3.6 that all the mesh sizes are equal to powers of 2. However, in
practical computations, the mesh size does not need to be a power of 2 because all the matrices
will be padded congruently to be a multiple of 16 in the x direction both in the CPU and GPU codes.
This is mainly used to enforce the memory to align a cache line of 128 bytes. The code is in double

precision; therefore, the mesh size has to be a multiple of 16.

3.4 Analysis on Performance

The speed-up of the PCR method increases with the increase of the system size of the recursive
system in Figure 3.6. This illustrates that the PCR method can achieve high performance on a large
system. The PCR achieves the highest speed-up when the system dimension is greater than 128 in
2D computations whereas the MatMul is better for N < 128. In 3D computations, the MatMul
achieves the highest speed-up when N < 128 and the speed-up drops as N increases. When N > 128,
the performance of the MatMul is surpassed by the PCR and the PCR_Hybrid achieves the highest
speed-up. For a detailed analysis of the performance, the wall-clock time spent in each direction is
recorded when the system size is set to 128 x 128 x 128. The computational time spent in one
direction is obtained by disabling computations in the other two directions. The result is shown in

Table 3-6.
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Table 3-6 The computational time spent in each direction.

Implementations Wall-clock time (in seconds)
In the x direction In the y direction In the z direction
Natural 50.0 5.7 55
PCR 5.2 6.2 7.2
MatMul 5.9 6.3 6.8

It can be seen that the performance of the Natural method in the x direction is low; almost 1/10 of
that in the y and the z direction. The system size and the arithmetic operations are isotropic in all
directions. The only difference comes from the global memory access pattern in the different
directions. The memory stride of neighbouring threads of the Natural method in the x direction is
Nx, and each thread has to access global memory Nx times. This results in severely redundant
memory access. The memory stride of the Natural method is 1 in the y and the z direction which
results in coalesced memory access. Therefore, it is the anisotropic memory access pattern which

gives rise to large anisotropy of the performance of the Natural method in the different directions.

Also, the redundant memory access and the coalesced memory access contribute to the big
performance gap in the x direction among the Natural, PCR and MatMul methods. The memory
stride of the PCR and MatMul is 1 which makes efficient coalesced memory access. The
performance of the PCR and MatMul is nearly 10 times of that of Natural method in the x direction.
In addition, it can be observed that the performance of the PCR method in the y and the z direction
is lower than that in the x direction. This is attributed to the redundant memory access to the global
memory during the initialization phase and the final phase of the PCR, since the memory strides are
Nx in the y direction and Nix x Ny in the z direction. The cost of redundant global memory access of
PCR in the y and the z direction is much lower than that of the Natural method in the x direction
because each thread only needs to access the global memory once in the PCR method in the y and
the z direction, whereas Nx times are necessary for the Natural method in the x direction. The 3D
MatMul method achieves coalesced memory access in all three directions. The performance should
be the same in all three directions. However, there is still a performance loss when the MatMul is
applied from the x direction to the y and the z direction. The performance of the Natural method
in the y and the z direction should be the same, as should the performance of the PCR in the y and
the z direction. It is found that the cost is different when memory access occurs in different
directions. The cost is always larger when the memory access to the z direction occurs than that

when memory access to the y direction occurs.

In large scale 3D computations, the PCR and MatMul methods have been found to be efficient in
the x direction. On the other hand, high efficiency is achieved by the Natural method in the y and

the z direction. Three causes are found. First, the high efficiency of the Natural method in the y and
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the z direction results from the coalesced memory access mentioned above. Second, for the PCR
method, there is redundant memory access in the y and the z direction at the initial and final phases
which partly offsets the performance. Third, the MatMul method introduces far more arithmetic
operations than the PCR and the Natural methods if the system size is large. This trend is significant
when the system dimension is larger than 128, as shown in Figure 3.6. It can be observed that the
performance of the MatMul method decreases and that of the PCR increases with the increase of
the mesh size monotonously. When the mesh size is larger than 128, the PCR is better than the

MatMul method in 3D computations.

Therefore, the hybrid method is proposed, based on the anisotropic computational costs of the
Natural, PCR and MatMul methods. It is a combination of the numerical methods in different
directions. The hybrid method only achieves the best performance when the system size is larger

than 128 in 3D computations, as shown in Figure 3.6.

Finally, the following strategy is formulated with the numerical methods: the PCR is always used for
2D computations; the MatMul method is used for 3D computations if the mesh dimensions Nx, Ny,
and Nz are all smaller than 128; otherwise, the PCR_Hybrid is used. The strategy, together with the

numerical methods, constitutes the solution to the bidiagonal matrix solver on a GPU.

3.5 Summary

In this chapter, a simple serial CAA scattering solver, BenLEE, has been developed as a workbench
for the prefactored compact schemes which give rise to bidiagonal matrices. Three numerical
methods, namely, the Natural method, the PCR method and the MatMul method, were derived for
a bidiagonal matrix on a GPU. Then the performance and analysis followed. Furthermore, a hybrid
method has been proposed to improve the overall computational performance in 3D computations.
For 2D computations, the highest speed-up achieves about 30, whereas the highest speed-up is

roughly 55 in 3D computations in double precision.
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Chapter 4: Development of SotonLEE on GPUs

As mentioned in chapter 3, SotonLEE is a complex program which contains five types of subroutines
in terms of memory access patterns during iterations. The five types of subroutines are: implicit
stencil type, explicit stencil type, point-wise type, unstructured gather type and reduction type. The
implicit type, which refers to the computation of prefactored compact schemes, has been
investigated in detail in chapter 3. The following chapter is devoted to the parallel strategies of the
four other types of subroutines on a GPU. Furthermore, the parallel strategy on multiple GPUs by

using MPI + CUDA is also offered.

4.1 Explicit Stencil Type

The explicit type of subroutines refer to the computations of explicit filters. In SotonLEE, a tenth-

order explicit filter is utilized to suppress the spurious waves. It is described below:

71‘ =fi—¢s X(fzi'fs +f}+5)_c4 X(fi74 +fi+4)_c3 X(fi—3 +f}+3)

(3.1)
—C ><(ff—z +ff+2)—‘71 X(fi—l +ft+1)—co x f;

in which f,~ denotes the filtered field whereas f; is the primitive field; ¢; is the constant coefficient

and Eq. (4.1) describes the filter in the inner points. The inner stencil is symmetric. When the points
lie at i < 6 or i > Nx — 4, the boundary stencil has to be employed. The boundary stencils are
asymmetric and utilize different formulations at varying positions. For points at i < 6, the filtering

operations are shown below:

o= —Z <f, (3.2)
i:ﬂfggﬂﬂ (3.3)
o1, —Z <, (3.4)
ﬁ:ﬂ—g%ﬂﬁ (3.5)
o1, —Z <, (3.6)
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The coefficients c;, j to cs,j denote the coefficients on the boundary points. The similar stencils apply
to the mesh points with i > Nx — 4. The computation in the y or the z direction occurs in a similar

way with varying index j or k.

As mentioned in section 1.2.3.4, the maximum performance of explicit stencil computation can be
achieved by the ‘slicing method’ or can be exploited by the ‘tiling method’ [25]. These two methods
load a piece of global memory into the fast shared memory and perform the explicit stencil
computations in x, y and z directions simultaneously. The two methods mitigate the global memory
access and thereby obtain high performance. However, in SotonLEE, the filtering in the x, y or z
direction is performed alternately at each time-step. Therefore, the slicing method which is efficient
in 3D stencil computation simultaneously does not fit well to the explicit filtering in SotonLEE.
Furthermore, it can be observed that the stencil size is large from Eq. (4.1). So it is more efficient to
use the 2D tiling method to reduce the global memory access due to the limited volume of shared

memory. The 2D tiling method in the explicit filters is shown in Figure 4.1 below:

L};i
= =
| _

-
= [ [

Y\
Ve
r

=

| 1

1

\ /

[~

j
1
/

A
/\
|
L
|
V
/
\
\\

T~ - L

s | TS

>
:

L —
/\

f
W
V

<
e

i>i+1 k>k+1

a) Inthe x direction. b) Inthe y direction. ¢) Inthe zdirection.

Figure 4.1 The anisotropic 2D tiling method in explicit filters.

As shown in Figure 4.1, the 2D tiling method is anisotropic in the x, y and z directions. When the
explicit filtering operation is performed in the x direction, the 2D tiling method in the x direction is
used. The threads in the 2D tiling method in the x direction are organized into many lines. Given a
3D domain with dimensions of (Nx, Ny, Nz) and a CUDA block with a dimension of Bx, there are
(Nx/Bx) x Ny x Nz thread lines, each of which contains Bx threads. The memory stride between two
neighbouring threads is 1; therefore, the access to the global memory is coalesced and high

performance is achieved.

The 2D tiling method in the y direction is a 2D rectangle in the xy plane. There are (Nx/Bx) x (Ny/By)
x Nz 2D rectangles in total, each of which contains Bx x By x 1 threads. The filtering operation is in
the y direction. The Bx threads in the x direction are mainly used to reduce the redundant memory

access. Each time an element in the y direction is required, a continuous global memory segment
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is loaded. The continuous memory segment by each load from global memory is not abandoned
but is shared in the x direction because the memory stride between two neighbouring threads is 1.
Therefore, the redundant memory access is reduced and high performance can be achieved in the

y direction.

The 2D tiling method in the z direction is similar to that in the y direction. The threads are organized
into a 2D rectangle in the xz plane. There are (Nx/Bx) x Ny x (Nz/Bz) rectangles if the dimensions of
a CUDA block are Bx x 1 x Bz. Also, the Bx threads in the x direction are largely used to eliminate
the redundant memory access induced by the global memory access in the z direction. The memory

stride between two neighbouring threads is 1 and high performance is achieved in the z direction.

Another important feature of the explicit filter is that the stencil operations vary across many points
close to the boundary due to the large stencil size, as shown in Egs. (4.2) — (4.6). Therefore, the
filtering operation on boundary stencils gives rise to branching of execution which reduces the
performance on a GPU since the threads are implemented in a bunch if they have the same
instructions on a GPU. For the highest performance, a unified expression is the best choice. Egs.

(4.2) — (4.6) can be aggregated into one equations:
7i:fi_zci,j><fj (37)

¢, =0if j>i+5

¢, jis organized into a matrix C shown below:

Ci Go G3 G4 G5 Cg 0 0 0 0
G Gy Gy Gy Gs CGg Gy 0 0 0
C=lc¢, G, G; Gy G5 Gy G; Gy 0 0 (3.8)
Ca1 Can Gz Cuy CGs Cg Cq Cug G 0
Csi Csp Gz Gy G5 G Csq Csg Csg Csp

By using Egs. (4.7) and (4.8), only two branches are present in the filtering operations, namely inner
and boundary filtering operations. The boundary stencil accesses the corresponding row of matrix
C according to its index i. The coefficient matrix is stored in constant memory with low access

latency on a GPU.

When the explicit filter is implemented, the primitive variables are first loaded into shared memory.
Then, the computation is performed in terms of the index. When the computation completes, the

result is written back to the global memory.
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4.2 Point-wise Type

The point-wise-type subroutines can be expressed in the following form:

A[][J][k]= B[i][7][*]+ C [F][/][K] (3.9)

in which each element only depends on its local information. There is no data dependency between
neighbouring elements. Subroutines of this type contain the computation of RHS residual of
governing equations and buffer zone conditions. These subroutines are embarrassingly parallel;
therefore, no shared memory is used. No particular attention is paid to the implementation on a

GPU. The 2D tiling method is used to eliminate the redundant memory access.

4.3 Unstructured Gather Type

The unstructured gather-type subroutines contain the index transformation between two
neighbouring mesh blocks and the pack/unpack operations induced by multiple MPI processes.
When a multi-block O-mesh is utilized, the index transformation between two neighbouring mesh
blocks is necessary. The mesh elements close to the block interface in the neighbouring mesh block
are mapped into ghost points of current mesh block by using index transformation. An increase in
index i in current block may correspond to a decrease in j in the neighbouring block. Therefore, the
global memory access pattern is irregular and much attention should be paid to the index

calculation.

When multiple MPI processes are used, packing/unpacking operations occur in the vicinity of the
mesh interface. The packing operation packs the information in the vicinity of current mesh block
into a small buffer, whereas the unpacking operation unpacks the information in a small buffer into
the ghost points. The packing and unpacking can be regarded as a transformation operation
between two matrices with different dimensions that occurs in a similar way to the index
transformation. They also perform irregular memory access to the global memory. No special
algorithm is required to implement the unstructured gather type subroutines on a GPU, whereas

the index calculation requires much attention.

4.4 Reduction Type

The reduction type subroutines perform a traversal on the physical domain and collect the
maximum/minimum values on all the elements. On multiple GPUs, the reduction can be
decomposed into three phases: first, reduction on a local CUDA block; second, reduction on a mesh

block which always contains multiple CUDA blocks; lastly, reduction on the whole physical domain
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which contains many mesh blocks. The reduction operations in the first and second phases are

performed on GPUs, whereas the last phase is achieved by the MPI reduction operation [55].

Harris [151] performed an exhaustive research on the reduction operations on a GPU and a series
of algorithms have been developed and verified. The kernel 3 with sequential addressing is selected
in this research in phases one and two since other kernels, which are optimized further, unroll the
loops, therefore imposing difficulty in code reading. Furthermore, the reduction operation does not
contribute much to the overall performance. Therefore, kernel 3 is selected and the procedure is

illustrated in Figure 4.2 below:
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Figure 4.2 Reduction with sequential addressing.

In Figure 4.2, a system with eight elements is supposed. The data on which the reduction will be
performed is first loaded from global memory into shared memory, or the data obtained from
intensive computation has already resided in the shared memory. In the first step of reduction, a
thread in the first half finds the local maximum value between itself and the corresponding thread
that is half the total thread amount away. At the second step, a thread in the first quarter repeats
the reduction in step one among the threads in the first half. At the last step, the global maximum
value is found and is put in the first element. Supposing that there are 2" < H < 2! systems, each
of which has a dimension of 2V < N < 2M*1 and the data has been already in the shared memory,

the reduction procedure in the whole physical domain can be concluded as below:

1) Atthe n' step, the thread stride in a CUDA block is set to 21", A thread in the first half of
2M*#11 finds the local maximum value between itself and the thread with the index 2M*1" far

away, and keeps the local maximum value in its shared memory.
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2) Ifthe step nisless than M + 1, step 1 is repeated; otherwise, the procedure completes and
the global maximum value is kept in thread 1. The result is written back to global memory.
By now, the reduction on a CUDA block completes.

3) The same procedures in steps 1 and 2 are employed to obtain the maximum value across a
mesh block. The data on which the reduction will be performed becomes an array,
composed of the local maximum values obtained from step 2 across multiple CUDA blocks.
Then, the global maximum value across a mesh block is found and copied back to RAM.

4) Lastly, an MPI reduction operation is utilized on the master process to collect the maximum

value distributed in all the mesh blocks across the physical domain.

The operations in steps 1 and 2 find the local maximum value on a CUDA block. When operations
in step 2 complete in all CUDA blocks, operations in step 3 are performed to get the maximum value
in a mesh block. When the operations in step 3 in all mesh blocks complete, operations in step 4
collect the global maximum value in the whole domain. By using this method, the maximum value

across the whole physical domain is found.

4.5 Minimization of Data Transfer

When multiple GPUs are utilized, there are data exchanges between GPUs. When data exchange
occurs, data is copied through the PCI Express whose bandwidth (8 GB/s on PCl-express x 16 Gen2)
[152] is far less than peak bandwidth of a GPU (144 GB/s on Tesla C2050) [153]. Consequently, the
data transfer has to be avoided to the minimum extent. The flowchart of SotonLEE with an MPI +

CUDA implementation with necessary data transfers is shown below:
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Figure 4.3 Flowchart of SotonLEE with MPI + CUDA implementation.

Note: H2D is the shorthand notation of host to device, while D2H denotes device to host. The memory copy in grey

denotes the memory copies occurring in mesh block interface condition computations.

Normally, some data transfers are necessary for subroutines, such as the interface condition, and
cannot be avoided. The data transfer occurs regularly in four scenarios: First, before the iteration
in SotonLEE starts, data has to be copied from RAM to GPU memory and the data has to be written
back from the GPU memory to RAM when the iteration completes. These data transfers occur only
once outside the iteration. Therefore, they contribute little to the overall performance penalty for
long-time iterations. Second, the data transfer occurs when both of the manipulations on interface
condition occur and the two neighbouring mesh blocks are distributed across different CPU cores.
The interface condition occurs in iterations and therefore contributes considerably to the overall
performance penalty. When data transfer occurs, arrays have to be copied from the GPU memory
to RAM, then copied to a network fabric buffer, and are finally sent by an MPI process. When the
arrays from a neighbouring mesh block are received, the arrays have to be copied from the network
fabric buffer to RAM, then copied to the GPU memory. The cost of this kind of communication is

high. Third, the reduction operation requires a traversal across the physical domain therefore the
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data transfer is also necessary. However, in SotonLEE, the CFL calculation is not performed as
frequently as the interface condition occurs. Furthermore, the data transfer in the CFL calculation
only involves a single variable rather than an array. Consequently, the CFL calculation does not
contribute much to the overall performance penalty. Lastly, the output of transient acoustic field
requires significant data transfers during iterations. The output always writes multiple arrays across
the whole domain and occurs every iteration step in some cases, such as outputs of data to FW-H
solver. Therefore, a substantial performance penalty occurs when the output in iteration occurs

frequently. Other data transfers have to be eliminated.

In terms of contribution to the overall performance penalty, the data transfers outside the iteration
contribute little and are necessary; therefore, they are ignored. Furthermore, the contribution of
the CFL calculation within the iteration is small and is also ignored. In addition, the output operation
does not perform any computational work and has to be performed from RAM to hard disk. This
research focuses on the optimization of the data transfers in interface conditions denoted in grey
in Figure 4.3. As shown in Figure 4.3, the data transfer has been minimized so that it only occurs at

four scenarios mentioned above.

The memory transfers between multiple GPUs contain memory copy between system RAM and
GPU memory through PCl express; memory copy between system buffer used for the GPU and the
buffer for the Infiniband; and MPI send/receive operations. When the MPI + CUDA approach is
utilized to manage multiple GPUs across multiple CPU cores, the data transfer procedure is

performed below:

Table 4-1 Data transfer between two GPUs by MPI + CUDA approach.

MPI Rank 0:

istat = cudaMemcpy( hBuffer, dBuffer, bufferSize, cudaMemcpyDeviceToHost )

call mpi_iSend( hBuffer, bufferSize, mpi_double_precision, 1, tag, mpi_comm_world, sReq, mpiErr )
call mpi_wait(sReq, sStatus, mpiErr)

MPI Rank 1:

call mpi_iRecv( hBuffer, bufferSize, mpi_double_precision, 0, tag, mpi_comm_world, rReq, mpiErr)
istat = cudaMemcpy( dBuffer, hBuffer, bufferSize, cudaMemcpyDeviceToHost )

call mpi_wait(rReq, rStatus, mpiErr)

Note that hBuffer denotes a buffer in the system RAM whereas dBuffer represents a buffer on a
GPU. A tag is used to uniquely identify a message. A send and a corresponding receive operation

have to share the same tag. The data transfer can be diagrammed as shown in Figure 4.4:
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Figure 4.4 Data transfer by using MPI + CUDA approach. MPI rank 0 sends a message and MPI rank 1
receives a message. The boxes which are transmitted by the curves denote the units the data travels

through when the memory copy operation occurs.

As shown in Figure 4.4, when a send operation occurs in MPI rank 0, there is a receive operation in
MPI rank 1. In rank 0, the GPU buffer is first copied to a buffer B2 for the GPU in system RAM
through PCl express. Then, the buffer B1 for the infiniband copies B2 and is sent by infiniband. In
rank 1, once the buffer B1 for the infiniband receives a message, the buffer B2 for the GPU copies
it and then copies it into the GPU memory through the PCl express. This kind of data exchange is
somewhat complex and inefficient. It results from the private address space of each GPU and CPU.
For instance, a variable on GPU 0 is not visible to GPU 1 and all the CPUs. With unified virtual
addressing (UVA) supported by GPUDirect [154-156], the system memory and the memory of all
GPUs in a node are combined into one addressing space. Therefore, the memory addresses are
visible for CPUs and GPUs. In the MPI implementation with GPUDirect technology, the data transfer
can be simplified. Furthermore, with GPUDirect remote direct memory access (RDMA), the

procedure can be simplified further as:

Table 4-2 Data transfer between two GPUs via GPUDirect RDMA.

MPI Rank O:

call mpi_iSend( dBuffer, bufferSize, mpi_double_precision, 1, tag, mpi_comm_world, sReq, mpiErr)
call mpi_wait(sReq, sStatus, mpiErr)

MPI Rank 1:

call mpi_recv( dBuffer, bufferSize, mpi_double_precision, 0, tag, mpi_comm_world, rReq, mpiErr)
call mpi_wait(rReq, rStatus, mpiErr)

With GPUDirect RDMA, the data transfer is simplified and the buffer on a GPU can be directly copied
to infiniband. When the same data exchange occurs, the data exchange using the GPUDirect RDMA

is diagrammed as shown in Figure 4.5 below:
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Figure 4.5 Data transfer by using GPUDirect RDMA. MPI rank 0 sends a message and rank 1 receives a
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message. The boxes which are transmitted by the curves denote the units the data travels through when

the memory copy operation occurs.

In short, using GPUDirect RDMA gives rise to two advantages: first, it is much easier to program in
comparison to the primitive MPI + CUDA; second, some acceleration techniques are used to
improve the efficiency of data exchange [154-156]. Most of all, the GPUDirect RDMA is supported
and available on IRIDIS4 and Emerald GPU cluster. Therefore, it is utilized to replace the previous

MPI + CUDA communication in this research. The final flowchart is simplified and shown below:
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Figure 4.6 Flowchart of SotonLEE with GPUDirect RDMA implementation.
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4.6 Performance

In this section, a number of benchmark cases which have successfully run with MPI and been
validated in previous research, are reproduced to scale the performance of the new SotonLEE which
runs on multiple GPUs across multiple nodes. Most of these cases were coded and used by various
students at ANTC and included in the SotonLEE suite of codes. These benchmark cases contain three
2D/2.5D cases and two 3D cases. The 2D/2.5D cases include radiation of spinning modes out of an
unflanged duct [34, 127, 157-159]; scattering of an initial acoustic distribution off a cylinder [146];
and acoustic radiation from an engine exhaust duct [5, 160]. The 3D engine bypass cases contain a
spinning modal radiation out of a generic engine bypass duct [36] and sound radiation from a bypass
duct with bifurcations [37]. The analysis of the performance on these cases will be given and

summarized altogether in section 4.6.6.

46.1 Radiation of a Spinning Mode Out off an Unflanged Duct

This case simulates a spinning mode radiating off a semi-infinite duct. The geometry is simple. A

schematic of the physical domain with boundary conditions is shown below:

sk
5 -
ry 8 Outflow buffer
- g
= o
3 3 s
3 g
w- o
S | Inviscid wall g
21+ o 1 E
1 Symmetry
H /\’_,r
D"
"_E TN
0 1 v L 1
0 2 4 6

Figure 4.7 Schematic of the physical domain with boundary conditions.

As shown in Figure 4.7, the physical domain is two dimensional and the governing equation is LEE
in cylindrical coordinate system. Normally, the 3D LEE in cylindrical coordinate system takes the

form below:
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0p'/0t+Ve(p'Vy+pyV')=0

ou'/ot+VysVu'+ V'sVu, +03p'/ p,6x =0

ov'/0t+ Vs Vy'+ V'sVy, +0p'/p,0r =0

ow'/ot+ Vo Vw'+ V'«Vw, +0p'/ p,ro6 =0

op'[0t+V Vp'+y(p,VeV'+ p'VeV )=0

(3.10)

(3.11)

(3.12)

(3.13)

(3.14)

x, r and @ denote the coordinates in the axial, radial and azimuthal directions respectively. The

incident acoustic disturbance radiating from the inflow buffer is a spinning duct mode which is

harmonic dependent and can be written in the following form:

p, _ Z p ',,, (x, r)ei(kr—mﬂ)
u'= Z u ',,, (x,r)ei(kz—mﬂ)

I ' i(kt-m@)
v'= ZV L (x.r)e
m

Therefore, the relation below holds:
ow'/06 = —(m/k)x ow'/ot

*p' o100 = mkp'

(3.15)

(3.16)

(3.17)

(3.18)

(3.19)

(3.20)

Egs. (4.19) and (4.20) are utilized to remove the partial derivatives with respect to ¢ in Egs. (4.10)

— (4.14). Furthermore, assuming that the mean flow field is axisymmetric and isentropic with no

swirl, Eqs (4.10) to (4.14) are simplified into the following form:

0p'fot==0(p'uy+ pyu")/ox—=0(p'vy+ pov')/0r+ mpyw', [kr—(p've + pov")/r

Ou'fot = —uy Ou'\[Ox — vy Ou \/or — (u'+ uyp'/py ) Ouy Jox — (v'+ vyp '/ p, )Ou, /Or —3p '/ p,0x

ov'[ot = —uy 0v'[/ox — vy dv'[or — (u'+ugp '/ py)0vy [0x — (v'+vop '/ py)Ovy [Or —p '/ pyor

ow' [0t = —u, ow', [Ox — v, Ow', [Or —mkp'[ por —w', v, [T

p'=cop
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in which w', =ow/or . Egs. (4.21) — (4.25) are called 2.5D LEE since they describe the 3D acoustic

behaviour on a 2D domain and all the derivative terms with respect to & are removed. The 2.5D LEE

has been utilized on some applications [37]. The incident wave is defined as [37]:

p'=Re{eJ, (k.r)exp[i(kt—kx—md) || (3.26)

w'=k,p'/(k—kM,) (3.27)

v'=Re a W (k1) exp[i(kt—k x—m¢9+7z/2)] (3.28)
k—k Mo  dy ! '

w' :Re{—%exp[i(kt—kxx—m6’+7z/2)]} (3.29)

k, = (k/ﬁz)(—Mw +.f1-&72 ) (3.30)

B=A1-M2 (3.31)

E=k/k, B (3.32)

where ¢ is the non-dimensional acoustic amplitude, which is 10* in this case to ensure small
changes in density. m denotes the order of the spinning mode, whereas k. and k, represent the
wavenumbers in the radial direction and in the axial direction respectively. J,, is the Bessel function
of the first kind with order m. The reference length is the cylinder radius, which is 1.0 m, and the
reference velocity and density scales are set as the ambient sound speed c~, 340 m/s and density p
« 1.225 kg/m3. The background mean flow is stationary. In this simulation, m = 13, k = 23 with a
frequency of 1245 Hz. The grid is uniform. The time-step size is set to 0.27333 x 102 and the
simulation lasts for 50 acoustic periods. A more detailed description of the case can be found in

Zhang et al. [34].

The total amount of the mesh points is 32,208 distributed in 12 blocks. Since the computational
scale of this case is not large, only one GPU is employed. The pressure and SPL contours are shown

below:
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a) Acoustic pressure contour at the 50 cycles. b) SPL contours.

Figure 4.8 Acoustic radiation out of a semi-infinite duct.

The result shown in Figure 4.8 is found to be identical to that implemented on CPUs, by a direct
comparison of the output files, since the total amount of mesh points is not large. The application
runs 17 times faster on a GPU than on a CPU core. The analysis of the performance will be given in

section 4.6.6.

4.6.2 Scattering of a 2D Gaussian Pulse by a Cylinder

This case is used to demonstrate the bidiagonal matrix solver for 2D computations on a multi-block
curvilinear mesh. In this benchmark case, the sound field is initialized by a Gaussian pulse expressed
by Egs (3.5) — (3.8). The amplitude € is 0.01 and d is 0.2. The acoustic computation is also in non-
dimensional format. The reference length is the cylinder diameter, which is 1.0 m, and the reference
velocity and density scales are set as the ambient sound speed c-, 340 m/s and density p-, 1.225
kg/m3. The background mean flow is stationary and the sound source is positioned at (2.0, 0, 0) m,

which is shown in Figure 4.9.
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Figure 4.9 Schematics of 2D cylinder scattering case.
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In this case, two blocks make up the computational domain with 1.92x10° mesh points. The inner
mesh block is the computational domain and contains 1.83x10° mesh points, whereas the outer
block is the outflow buffer and only contains 1.0x10* mesh points. The performance is dominated
by the inner mesh block. The non-dimensional time step size is set to 0.006 and the non-
dimensional pressure contours at the 1,000™ time step are shown in Figure 4.9. The application

runs 77 times faster on a GPU than on a CPU core.

4.6.3 A Spinning Mode Scattering off a 2.5D Engine Bypass Duct

The case simulates a high-order acoustic spinning mode radiating off a 2D engine bypass duct by
using the 2.5D LEE. This case is mainly used to demonstrate the performance of the solver when a
complex geometry is used for 2D computations. The schematic of the computational configuration

is shown below:
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10 ] 20
X
Incoming wave Engine wall Symmetry Buffer zone

Figure 4.10 Physical domain with boundary conditions in 2.5D bypass case. The red curves denote inviscid
solid engine wall, while the grey parts denote the outflow buffer zones which surround the physical

domain.

This case is similar to the semi-infinite duct case but simulates the radiation of the acoustic
disturbance from a more complex geometry. A detailed description of the geometry can be found
in Huang et al [36]. The incident wave is a spinning mode with an order of 12 at the frequency of
1500 Hz and is injected via the inflow buffer at the beginning end of the bypass duct. The bypass
duct is axisymmetric and the central axis is aligned with r = 0.05 m with symmetry boundary
condition. The mesh blocks in grey are damped through buffer zones, shown in Figure 4.10. The
reference density p-is 1.225 kg/m? and the reference temperature is 299.2 K. The reference length
is 1 m and the reference velocity scale is 346 m/s. The background mean flow is obtained by a RANS

simulation.
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a) Mach number in the x direction. b) Non-dimensional pressure.

Figure 4.11 The background mean flow field for bypass duct radiation.

The total domain contains 22 mesh blocks with a total of 40,877 mesh points. The acoustic pressure
field at the 50™ cycle and the SPL are reproduced, as shown below in Figure 4.12. The application

runs 21 times faster on a GPU than on a CPU core.

SPL (dB)

a) Acoustic pressure at the 50t cycle. b) SPL contours.

Figure 4.12 Acoustic pressure and SPL radiated by a 2.5D bypass duct.

4.6.4 A Spinning Modal Radiation Out of a Generic Engine Bypass Duct

This case simulates a spinning modal radiation out of a generic engine bypass duct [160]. It is mainly
used to demonstrate the performance of the CAA solver when multiple GPUs are employed for 3D
computations with a complex geometry. The computation is in non-dimensional format. The sound
source is a spinning mode with the spinning order of 12 with a frequency of 1500 Hz, propagating
in a generic 3D engine bypass duct. In this case, the 2D domain created in the previous case which
is shown in Figure 4.10 is duplicated in the azimuthal direction to obtain the 3D physical domain.
The 3D physical domain is set up as 1/12 of a complete 3D domain as the spinning order of the
sound source is 12. Periodic boundary condition is applied on the boundaries in the circumferential
direction. The background mean flow outside the bypass duct is stationary with a reference density
of 1.225 kg/m? and a reference temperature of 299.2 K. The reference velocity scale is 346 m/s
whereas the reference length is set to 1 m. The physical domain contains a total of 22 mesh blocks
with 3.27x10° elements. A detailed description of the case can be found in Zhang et al [5]. The

background mean flow was also obtained through the duplication of the 2D RANS simulation shown
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in Figure 4.10 in the circumferential direction. The 3D acoustic pressure at the 50™ cycle and the
SPL contours are shown in Figure 4.13. The whole 3D spinning modal radiation patterns can be
obtained by duplicating the 3D CAA domain 12 times in the circumferential direction and results
are shown in Figure 4.14. The application runs 40 times faster on two GPUs in comparison to the

performance running with two MPI processes.
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a) Acoustic pressure at 50 cycle. b) SPL contours.

Figure 4.13 Sound propagation out of a 3D bypass duct.

Figure 4.14 The spinning modal pattern in a generic 3D bypass duct, m=12, n=1.

4.6.5 A Spinning Modal Propagation Out of a 3D Engine Bypass with Bifurcations

This case is a 3D case with a larger computational scale in comparison to the fourth one. The
physical domain composes of a total of 22 mesh blocks with 1.2 million mesh points. The bifurcation

refers to the structures connecting the outer wall and the inner wall of the bypass duct, which is
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shown in Figure 4.15 b). A total of four bifurcation parts distribute evenly in an annual duct; the

computational domain is a quarter of the complete 3D bypass duct.

i

Bifurcation

a) Schematic of the physical domain. b) Bifurcations.

Figure 4.15 Computational setup for sound radiation out of an engine bypass duct with bifurcations.

The simulation uses the same 2D mean flow and mesh settings as the propagation in the clean duct.
In 3D acoustic computation, the physical domain is extended to a quarter of a whole 3D domain
which is shown in Figure 4.16. The boundary condition of the bifurcation is set as inviscid wall. The
simulation is run in non-dimensional format. The boundary conditions, the reference values and
the background mean flow field are the same as those in the previous clean bypass duct case. The
setup of the present test case is shown in Figure 4.15. The pressure and SPL contours are shown in
Figure 4.16. The complete 3D modal radiation patterns are recovered by duplication four times in
the circumferential direction in Figure 4.17 and Figure 4.18. The speed-up of the application on two

GPUs achieves 54 in comparison with the performance run by two MPI processes.
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a) Acoustic pressure at 50 cycle. b) SPL contours.

Figure 4.16 Sound radiation out of an engine bypass duct with bifurcations.
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Figure 4.17 Modal radiation patterns of the engine bypass duct with bifurcations.

a) x = 0.0025. ' ¢) x = 2.0525.

Figure 4.18 The slices of modal pattern along the bypass duct with bifurcations.

4.6.6 Performance

The speed-ups of the five benchmark cases above are summarized in Table 4-3 below:

Table 4-3 The speed-ups of the benchmark cases.

Case name Total mesh points Maximum block size Speed-up
2.5D duct 32,208 12,231 17.0
2.5D bypass 40,877 3,721 21.2
2D cylinder 192,881 183,261 77.7
3D bypass 327,016 29,768 39.6
3D bifurcation 1,267,187 115,351 54.3

First, it can be observed from Table 4-3 that the speed-ups achieved are reasonable and consistent
with the performance of the bidiagonal matrix solver obtained in chapter 3. The lowest speed-up is

17.0, whereas the highest is 77.7 for 2D computations. Second, it can be observed that the speed-
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up increases with the increase of the total amount of mesh points respectively in the 2D and 3D
computations. The lowest speed-up occurs in the 2.5D duct case with the minimum number of
mesh points, whereas the 3D bifurcation case with the largest number of mesh points achieves the
second largest speed-up 54.3. The maximum speed-up emerges in the 2D cylinder case whose total
number of mesh points is less than the 3D bifurcation case. This point does not conflict with the
conclusion made in the second point. The wall-clock time of a case is dominated by that in the block
with the maximum size and the speed-up increases monotonously with the increase of the size of
the largest mesh block. Therefore, the 2D cylinder case with the largest mesh block achieves the
highest speed-up. In addition, the cache size plays an important role in the performance of the
codes on CPUs. The largest mesh block in the 2D cylinder case is 183,261, which runs on a single
CPU core and results in severe cache miss. Therefore, a decrease in the performance on the CPU
occurs, which results in a higher speed-up. In short, the overall speed-up is dictated by both the

largest mesh block and the total number of the mesh points.

4.7 Summary

In total, there are five types of subroutines in terms of the memory access patterns in the current
solver SotonLEE. In this section, the parallel strategies of the explicit stencil type, point-wise type,
unstructured gather type and the reduction type of subroutines have been investigated and
implemented on GPUs. Furthermore, the data transfers between GPUs have been mitigated and
optimized by using GPUDirect. Lastly, some benchmark cases which have been validated in previous
research were reproduced by implementation on multiple GPUs. The speed-up was summarized.
The speed-up achieves 54 when the total amount of the mesh point is over 1.2 million in the 3D

computation.
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Chapter 5: Acoustic Scattering off a Cylinder

Chapters 2 to 4 are devoted to the development of the CAA solver, SotonLEE, on multiple GPUs.
The following two chapters will focus on the application of SotonLEE to a typical large-scale
engineering case, the propeller noise scattering off an aircraft. Before the application of
SotonLEE_GPU to the engineering case, a simplified geometry is used to verify the numerical
methods, acoustic source models and investigate acoustic refraction effect of the boundary layer
in this chapter. A single cylinder is utilized as an ideal fuselage. The propeller noise sources are
approximated by a ring of monopoles and a ring of dipoles respectively to investigate the thickness

noise and the loading noise.

As mentioned in Section 1.2.4.2, scattering of propeller noise off a cylinder has been investigated
by experimental [113, 117, 118] and analytical methods [113-117, 119]. In this study, the same
phenomenon is investigated by the CAA method for the first time. In comparison to analytical
methods, the boundary layer, obtained from a RANS simulation, is realistic, varying in both radial
and flow direction. In addition, the purpose of this chapter is mainly to validate the CAA methods
used to predict the propeller noise scattering off a cylinder, which will be employed to predict a
more complex, large-scale engineering case, propeller noise scattering off a wing-body at a full scale.
The validation contains two points: source model of propeller noise and PPW of the mesh. The
investigation refers to the refraction effect of boundary layer on the scattering of propeller noise

off a cylinder.

5.1 Source Model

This chapter examines the scattering of propeller noise off a cylinder. First, the numerical model of
the propeller noise source used in the current research has to be added in SotonLEE and validated
in free space. As mentioned in section 1.2.4.2, propeller noise sources can be modelled explicitly by
the RHS terms in LEE [10, 49, 95, 96]. The comparison between the numerical solution from LEE
implementation and analytical solution is performed. The analytical solution comes from Farassat’s
Formulation 1A [100, 101, 161] in the time domain and Hanson’s solution [99, 162] in the frequency

domain.

5.1.1 Analytical Solution

The general form of acoustic analogy can be described by FW-H equations [38, 95]. The FW-H

equation can be expressed in the following form:
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e o mhen (1) Pt olho(r) oleats)

or’ Ox,;0x ; Ox; ot

1

(4.2)

where H(f) is the Heaviside step function whereas the control surface is denoted by f = 0. The
volume space within the control surface is denoted by f < 0, whereas f > 0 represents the volume
space outside the control surface. The vector normal to the control surface is n=Vy. V* denotes
the Laplace operator. When the density perturbations are small and the observation distance is far
away, the term ¢?(p — po) can be replaced by p’, which is acoustic pressure. Q and L denote
distribution of mass and linear momentum on the control surface. Tj is the Lighthill’s stress tensor.

The solution of the FW-H equation can be expressed as:

0
472’p’=5 f:O[Q/r(l—M,‘)let ds

9
‘gjf:O[Li/r(l—Mr)]m ds (4.2)

az
ox,0x, .[ f~>0[Tij/ r(1-M,)] av

+

0 = p,U,n, with Uy =u,+{ (o] ) =1 x( ;) (4.3)
Li=Emy 4, =v, ) with p, = (5~ p,)5, -, (4.4
T =puu, +(p=c'p) 8, -1, (4.5)

r=|x—yl (4.6)

where u; denotes the velocity of the flow field whereas v; is the velocity of the control surface. r
denotes the distance between the source and observer and M, = M; - r//r. The source element in

[ ]ret denotes an evaluation at the retarded time:

z, =t-x-y(z,)|/e (4.7)

The observer position and time is denoted by (x, t), whereas the source is described by (y, 7). §; is

the Kronecker Delta function. T is the viscous stress tensor.

The three terms at the RHS in Eq. (5.2) denote thickness noise, loading noise and quadrupole noise
respectively. When the Mach number at the blade tip is low, the contribution of the quadrupole
sources can be ignored, leading to a linear acoustic formulation that only contains thickness noise

and loading noise [96]. The solution to the thickness noise is:
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azp'y (x.1) =L‘_O{p0 (o, )/(r(l _M")Z)L ds

(4.8)
+L__0{pOU,, (FM,‘+C(MV -M? )]/(rz (1-M,)’ )} )t ds
(U,)=(U,on,)=U,on, +U,en, (4.9)
M, =M r/r (4.10)
M, =Myorfr (4.11)

The dot on the variables denotes the time derivative with respect to the source time t. The key
point in Eq. (5.8) is the determination of the retarded time [96, 100, 161] which can be obtained by
the iteration of Eq. (5.7). For spinning monopoles with a constant strength and a given angular
frequency, the acoustic pressure at a given time t = t, can be identified via Eq. (5.8). By using the

similar procedure, the solution to the loading noise due to the second term in Eq. (5.2) is:

4mp', (v) =2 L__O[ir/(r(l—M,)z)l
+f (@ -L)f(r0-m))] as (4.12)
+%L_O[L,(r]\./[,-+c(M,—Mz)j/(rz(l—M,f)} ds

ret

ds

L =Ler/r (4.13)
[ =Ler/r (4.14)
L, =LM, (4.15)

Egs. (5.8) and (5.12) constitute the solution of FW-H equation in the time domain. For spinning
dipoles with a constant strength and a given frequency, the acoustic pressure at a given time t = ¢,
can also be identified. For compact sources such as rotating monopoles and dipoles, Egs. (5.8) and

(5.12) can be reduced to:

arp', (x.1)= |:p0Un (VA;[,-+C(M,_ —Mz)j/(rz (1-M,) )} (4.16)

4rp', (x.1)= KL-RF —cLy )/(C’2 (1=, ) )}
[r(eect-)) flor 0 )|

(4.17)

ret
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Also, the solution of the thickness noise and the loading noise to Eq. (5.1) can also be obtained in

the frequency domain by using Hanson’s method [99, 162]:

o

va (X,t) _ Z PvaB (X)efimBa)r (418)

' —im. l 2z . imBg,
Pl (X)=p B[ e [ U, (-imBaG,, )" «dgds (4.19)
Py (X,t) = z P's (X)eiimBM (4.20)

' _ —imBg, 1 2z aGm im.

Pl (0) = B[ e [ L (99, ) e dgas (4.21)
Gy = "% [4rr (4.22)
r:J(x—xo)2+(y—yo)2+(z—zo)2 (4.23)

in which p’r(x, t) denotes the thickness noise, whereas P’rms(x) represents the m™ harmonic of the
Fourier transform of p’z(x, t). B is the total number of blades, whereas w is the angular frequency
of blade rotation. Gz is the Green’s function in the frequency domain. Egs. (5.18) — (5.21) offer the

solution of FW-H equations in the frequency domain.

If the acoustic sources are monopoles or dipoles, then the term ¢** can be ignored. Egs. (5.19)

and (5.21) can be expressed in the discrete form in terms of ¢:

1 N mBjan/N 27
pP' x)= Bx— ' U (—imBwG eUYIB/Zﬂ/J\
TmB ( ) pO 27[ z j=1 n( mB) _N (4.24)

=—=ip,B°U,om/N (3, G,pe"")

P (X) = BLZA_I_ L, (ﬂ—”]aG_mBe"’"“”j/N 2_7[
2 = N oy, N (4.25)
- B L[ £2)a6,, foy, e
N IRy mp [ OYi
¢=j2x/N,j=1--N (4.26)

Comparisons will be made between the solution of FW-H equation obtained by Farassat’s

Formulation 1A, Hanson’s method and the numerical solution in next sub-section.
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5.1.2 Numerical Solution
5.1.2.1 Introduction of Source Model

In the numerical model, the sources are introduced via the RHS terms in LEE denoted by s; to ss in
Egs. (2.1) to (2.5). The propeller noise sources are assumed compact, to be a ring of spinning
monopoles due to the thickness noise and a ring of spinning dipoles due to the loading noise. This
way of source introduction into LEE was proposed by Dierke et al. and realized in the CAA code
PIANO [10]. Garrec and Reboul [49] also employed this source model in Euler equations to predict
the open rotor noise scattering off a wing-body. In this study, the same source model is used.
However, the introduction of dipole source into momentum equation is found not stable in
SotonLEE. An equivalent way is used to replace the dipole source which will be introduced in detail

in section 5.2.5. A sketch of the ring of the spinning source is shown below:

e, S Spinning source

Figure 5.1 Sketch of ring model.

Viewed by an observer downstream as shown in Figure 5.1, the ring source rotates in the counter
clock-wise direction. The source ring is placed in the yz plane. If the centre of the source ring is given
with the coordinate (x., y., z.), then the position of the i monopole/dipole on the ring can be
identified by the relations below:

‘x[ (t) = ‘xc

y,(t) =y, + Rcos(wt +¢,) (4.27)
z,(t) =z, + Rsin(wt + ¢,)

where R denotes the radius of the ring and ¢; denotes the relative position between the sources on

the ring. The velocity of a source on the ring can be derived from Eq. (5.27):
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u,(t)=0
v,(t) =—Rwsin (ot +¢,) (4.28)
w,(t) = Rowcos(wt + @)

Given the amplitude of the monopole is Q = poU,, the source terms are introduced by the source

terms s; and ss of LEE in Egs. (2.1) — (2.5). The source terms ss and s; in LEE become:
B
s == AU,S(x=x 0,y 3,0.2-2) (4.29)

However, in reality, the amplitude of the monopole is determined by the blade volume. According

to the relation in reference [96]:

pUn|Vf|5(1)=0(p, (1-H(f))) ot (4.30)

For the propeller noise, the wavelengths of the first and the second BPFs are large in comparison
to blade dimensions, such as the blade thickness. Consequently, blades are assumed compact

sources. For a compact source like a monopole, the source term ss and s; in LEE become:
B
S5 =85 = a(Z[ﬂpOVBé‘(x_x[(t)?y - y,(1),z _Z[(t)))/at (431)

in which Vs is the volume of a blade. If the synthetic thrust and drag of the blade section are
projected into the x, y and z directions and are denoted as F, F, and F,, the sources of loading noise

in the momentum equations can be denoted as:

SZ=_an(x_xi(t)>y_yi([)>z_zi([)) (432)
s, =—-F 0 (x—x,.(t),y— yi(t),z - zi(t)) (4.33)
S4=_Fzﬁ(x_xi(t)>y_yi([)’z_zi(t)) (434)

In reality, the Dirac Delta function cannot be realized by using the finite difference method and

therefore is smoothed using the Gaussian distribution:
S(x=x,(0),y =y, (2 =2,)) =
1 -1 2 2 2 4.35
oo (e ) (3 () ez 07)) 439

(27[)3/ ? o 20

where o is a parameter. In definition of the Gaussian distribution, the point in the extent of 30

covers the 99.73% of the total energy.
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5.1.2.2 PPW Determination at the Source Region

PPW plays a key role in a CAA simulation. It can be utilized to describe the resolution property of a
finite difference scheme and it can also be employed to quantify the resolution of a mesh if the
wavelength of an acoustic wave is given. In this section, the PPW refers to the resolution property
of the mesh, since the fourth-order optimized prefactored compact scheme is used throughout the

study.

The requirement of PPW at the source region on a given mesh is validated for a single monopole at
the origin, radiating an acoustic wave with a frequency of 120 Hz. Simulations on meshes with

different PPWs are performed. Results of SPL and acoustic pressure are shown below:

Figure 5.2 SPL directivities on the ring plane with r = 6.

ppw7,XZ=0
- = = - ppw6,XZ=0

0.0002 ——————a ppw5,XZ=0

-0.0002

Pressure,

-0.0004

-0.0006

-0.0008

Figure 5.3 Acoustic pressure along the linex=0,z=0.
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It can be observed from Figure 5.2 that the SPL directivity shows a strong anisotropy when the PPW
of the mesh is set to 5, though the PPW of fourth-order optimized prefactored compact scheme is
3.7 in theory, as mentioned in section 1.2.2. The peaks of SPL occur at the angles of 45°, 135°, 225°
and 315°, whereas valleys appear at the angles of 0°, 90°, 180° and 270°. The SPL of acoustic waves
at the peaks is over-predicted, while waves at the valleys are under-predicted. The gap between
the peaks and valleys achieves roughly 1 dB. A similar scenario occurs when PPW is set to 6, but the
difference between the peaks and valleys is much smaller, 0.25 dB. When PPW is set to 7, the SPL
directivity shows the isotropy in all directions. In addition, the acoustic waveform sampled on the
line with x = 0, z = 0 also dictates that the amplitude achieves the largest value with PPW = 7. The

line with x = 0, z =0 corresponds to the angles of 0° and 180°, as shown in Figure 5.2.

In addition, the anisotropy of the SPL directivity actually results from the resolution of the acoustic
source rather than that in the propagating region according to the PPW analysis of optimized
prefactored compact schemes in Section 1.2.2. Since the ideal Dirac Delta function cannot be
realized by using the finite difference method, it is replaced by the Gaussian distribution which,

however, introduces numerical errors into the numerical simulation.

Recall that the only parameter in Eq. (5.35) is 0 which determines the resolution of the monopole
source on a given mesh. For a ring of 6 spinning monopoles with a radius of 1 m and the RPM of
1200, the acoustic wave along the line x =0, z = 5 m with different o values on a mesh with PPW of

7 is shown in Figure 5.4:

—-— —-- Farassat
—-=—=—-- Hanson

— sigma=0.3
— sigma=0.5
— sigma =0.2

1E-05

SE-06

S m—

Pressure
o

-5E-06

Figure 5.4 Acoustic signature at line with x =0,z =5, t = 68 (0.2 s with dimensional value).
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In Figure 5.4, it can be observed that replacement of ideal Dirac Delta function by the Gaussian
distribution introduces errors into numerical simulations. The waveforms with 0 =0.3 and 0 = 0.5
have smaller amplitudes but the same phase in comparison with the analytical solution. That error
is mainly the dissipation. The waveform with o = 0.2 contains not only dissipation error but also
dispersion error which is not negligible. The Gaussian distribution smooths the Dirac Delta function
via a sphere distribution with a finite radius of about 30 (99.75% of the total energy). o with values
of 0.3, 0.5 and 0.2 corresponds to Gaussian distributions in spheres with radii of 0.9 m, 1.5 m and
0.6 m which are resolved by 4.5, 7.5 and 3 mesh points respectively. The PPW of the fourth-order
optimized prefactored compact scheme is 3.7. Therefore, the Gaussian distribution with 6 =0.3 and
above are well resolved. If the errors are mainly the dissipation, the acoustic waveform can be
calibrated by an amplification on the numerical simulation. Since the governing equations used, LEE,
is a linear system, the amplification factor is obtained by the ratio of pressures between the
analytical solution and numerical solution. Once the amplification factor is obtained, it is employed
to modulate the source strength, including monopoles and dipoles, in LEE. The scaled numerical

waveforms are shown in Figure 5.5 below:

Farassat

Hanson

sigma = 0.3(scaled)
sigma = 0.5(scaled)
sigma=0.2

o
1

1E-05

[5;
1
(=)
(=3}
I

Pressure
o
—T

w
m
o
[=2]
N |

-1E-05 e 1 | L

Figure 5.5 Scaled acoustic signature at line with x =0, z=5, t = 68 (0.2s with dimensional value).

It can be observed that modulated waveforms with o =0.3 and o = 0.5 achieve good approximation
of the exact analytical solution. The dissipation and dispersion errors are negligible. The waveform

with o = 0.2 cannot be scaled to have a good approximation of the analytical solution.

In conclusion, the replacement of an ideal Dirac Delta function with a Gaussian distribution will

introduce errors in CAA simulations. The errors are mainly caused by the value of o on a given mesh.
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If the dispersion error can be ignored and only dissipation error exists, the numerical solution can

be calibrated. The calibration is necessary for the compact source simulation.

From Hanson’s solution, the 1%, 2" and 3™ harmonics of the power spectral density (PSD) of the
acoustic wave radiated by a ring of 6 spinning monopoles with a radius of 1 m and an RPM of 1200

are shown below:

psdi
psd2
psd3

B 34.7 dB/Hz

80 —/J\

36.0 dB/Hz

PSD

Figure 5.6 PSDs of the first three harmonics of a ring of spinning monopoles.

It can be observed that a gap of roughly 35 dB/Hz exists between two neighbouring harmonics. The
contributions of the second and higher order harmonics can be ignored. Consequently, in the
following numerical simulation, the mesh is only necessary to resolve the first harmonic with the

frequency of 120 Hz.

5.2 Low Mach Number Setup

5.2.1 Sound Source

The noise source is first a ring of 6 rotating monopoles distributed evenly as illustrated in Figure 5.7
to study the thickness noise. Viewed by an observer downstream, the ring at the RHS of the cylinder
rotates in the counter clock-wise direction at 1200 RPM. The first harmonic of BPF is 120 Hz. The
phases of all the monopoles are set to 0, whereas the non-dimensional amplitude is set to 0.01 to
ensure a linear propagation. A ring with the origin at (0, 0, 0) and a radius of 5.2 m is utilized to

collect the near-field SPL on the ring plane, whereas another ring with the origin at (0, 0, -4) m and
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a radius of 5.2 m is used on the ground. Then, the rotating monopoles are replaced by a ring of 6
rotating dipoles with the same BPF to study the loading noise.

z

L,

Observer plane,
/_x=Q,L=5.2.

Im

— ~
B _-Bbserver plane,
z=-4, r=5.2.

Figure 5.7 Sketch of spinning sources and scattering cylinder.

5.2.2 Computation Setup

In the LEE simulation, the 3D physical domain is 20 m long in the flow direction and 9 min the radial
direction. The boundary condition at the cylinder surface is slip wall, while zones with highly
stretched grids are used at the outer boundary to attenuate the perturbations. The boundary
conditions on a profile of the physical domain in the stream-wise direction are shown below in

Figure 5.8:
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Figure 5.8 Sketch of the physical domain with boundary conditions.

PPW are set to 7 along the stream-wise and the radial directions. The mesh in the azimuthal
direction is determined by setting the PPW to 7 at r = 5 m which is the maximum position of source
on the ring in the radial direction. The final mesh has 1.2 million mesh points. Non-dimensional

variables are used in the computation. The reference length scale L is 1 m, speed scale, c-, is 340.3

m/s, and density scale, p~is 1.225 kg/m3. The standard air properties at sea level are used.

5.2.3 Mean Flow

When the refraction effect of the boundary layer is considered, the background mean flow field is
obtained from a RANS simulation. The Mach number of the free stream is 0.205. The estimated
99% turbulence boundary layer thickness on the end of cylinder surface is 0.194m, which is quite

thin in comparison to the acoustic wavelength of 2.83m.

Radial_Velocity
b 0.0006
-] 15 0.00055
] 0.0005
£ > 0.00045
= e 0.0004
5 T 10 0.00035
2 £ 0.0003
(&) T 0.00025
'6 0.0002
g i
c §E-05
[} 8 10 A | S T I T T |
CoordinateX -5 -10 -5 0 5 10 15 20
CoordinateX
a) Mach number of the axial velocity. b) Mach number of the radial velocity.

Figure 5.9 Mean flow field obtained from RANS.

5.24 Results of Thickness Noise

5.2.4.1 Validation

In this study, the simulation results from LEE with uniform flow and complex equivalent source

method (CESM) [107, 108] are first compared to validate the numerical methods and source models
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in SotonLEE since a program of CESM has been available and used to predict the scattering of
propeller noise in ANTC. As the ESM as mentioned in Section 1.2.4, CESM solves the inhomogeneous
convective acoustic equation by a surface method. It is an extension of ESM to the complex plane.
In comparison to the traditional ESM, the sources in CESM have a directivity which can be controlled
by the ratio of the imaginary and real parts of the source. Therefore, the refraction effect of the
non-uniform mean flow is ignored in CESM. The detailed study on CESM can be found in the work
of Gounot and Musafir [163], and Hou et al. [108]. The profiles of near-field instantaneous sound

pressure field computed by LEE are shown in Figure 5.10 and those of SPL are shown in Figure 5.11.

a) Acoustic pressure on the cylinder wall.

&

-

L~ 2
X _$
\'

e
~\

c) Acoustic pressure at plane y = 4. d) Acoustic pressure at plane z = -4.

Pressure: -0.0008 -0.0005 -0.0002 0.0002 00005 0.0008

Figure 5.10 Instantaneous pressure contours simulated by LEE in uniform flow.

SPL(dB): 40 50 60 70 80 90 100 110 120130
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a) SPL on the cylinder wall. b) SPL on the ring plane.

Figure 5.11 SPL contours simulated by LEE in uniform flow.

Sound pressure is propagating spirally in Figure 5.10 b), which illustrates the rotation of the sound

sources. The convection effect of mean flow field with low Mach number inclines the propagation

of the acoustic waves upstream, as shown in Figure 5.10 c). The sound pressure contour on a plane

under the cylinder is shown in Figure 5.10 d). The propagation of acoustic waves concentrates near

the ring plane and the RHS of the cylinder where the propeller is located. The concentration of

acoustic wave propagation near the ring plane is also demonstrated by Figs.Figure 5.10 a) andFigure

5.11 a). The SPL contour on the ring plane is shown in Figure 5.11 b). It shows a strong directivity

on the ring plane and multiple peaks and valleys of SPL distribute due to the scattering of the

cylinder wall. Qualitative comparisons of the SPL on the cylinder wall and the far-field directivity

are given in Figure 5.12 andFigure 5.13 shown below:

CESM
LEE

SPL (dB)

a) SPL on the cylinder wall, & = 0. b) SPL on the cylinder wall, & = 1.5m.

Figure 5.12 SPL values on the cylinder wall along the stream-wise direction.
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CESM
LEE

b

e
LT

G 80 100
SPL (dB)/

a) SPL directivity at x=0,r=5.2. b) SPL directivityatz=-4m, r=5.2.
Figure 5.13 Far-field SPL directivities.

In Figure 5.12 a), the SPL on the cylinder wall line at & = 0, which is defined in Figure 5.7,
concentrates on the ring plane and behaves like a Gaussian distribution along the stream-wise
direction. The difference between the peaks of SPL values obtained from CESM and LEE is 0.1 dB.
The SPL drops sharply and differences between CESM and LEE occur when the observer is far away
from the ring plane. This is attributed to the reflection of acoustic waves from the buffer zone in
LEE. When observed on the line at & = 1.55, which corresponds to the bottom of the cylinder wall,
the peaks of SPL values are 100.08 dB and 100.28 dB for CESM and LEE respectively. The difference
between CESM and LEE is less than 0.2 dB.

At the far-field as it is shown in Figure 5.13, two rings of observers are used to collect the SPL
directivities which are shown in Figure 5.7. ¢ is defined in the counter clock-wise direction in the yz
plane with & = 0 corresponding to the positive y axis. The far-field SPL directivity also behaves like
a Gaussian distribution with respect to the angle & on the ring plane as shown in Figure 5.13 a) and
the far-field SPL drops sharply when the angle goes far away from & = 0. The peak achieves 133.4
dBand 133.1dB at ¥ =0 for CESM and LEE, whereas the valley is under 80 dB at ¢ = 210°. In addition,
the directivities of CESM agree well with those of LEE. The maximum difference of SPL, 5.4 dB,
between CESM and LEE occurs at ¢ = 12.43° which is denoted by dash line in Figure 5.13 a). When
observed from the ring under the cylinder (from the ground), it is found that the behaviour of the
Gaussian distribution still exists with respect to ¢. The peaks achieve 99.0 dB and 99.5 dB at ¢ = 90°
for CESM and LEE. Furthermore, the SPL of LEE coincides well with that of CESM with the maximum

difference of 1.5 dB at ¢ = 155.1° upstream and 0.6 dB at ¢ = 351.3° downstream.
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In conclusion, the solution of current acoustic scattering solver, SotonLEE, agrees well with that of
CESM, which validates the source model, boundary conditions and numerical methods of LEE. It can

and will be utilized to predict the scattering of propeller noise off a cylinder.
5.24.2 Refraction Effect of Boundary Layer

The result of propeller noise scattering off a cylinder with BL is compared with that in uniform mean
flow to investigate the refraction effect of boundary layer. Quantitative comparisons of the SPL on

the cylinder wall and the far-field directivity are given in Figure 5.14 andFigure 5.15 shown below:

LEE
LEE with BL

LEE
LEE with BL

1 Rk vk § L ! T IR T S I 1
2 4 6 & 8 6 4 2 0
x

50 I W MW W
-8 -6 -4 -2

1
0
X
a) SPL on the cylinder wall, ¢ = 0. b) SPL on the cylinder wall, ¢ = 1.5m.

Figure 5.14 SPL values on the cylinder wall along the stream-wise direction.

90 LEE LEE
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a) SPL directivity at x =0, r =5.2. b) SPL directivity atz=-4 m, r=5.2.
Figure 5.15 Far-field SPL directivities.

As it is shown in Figure 5.14 a) and b), the boundary layer reduces the SPL on the cylinder wall
upstream of the ring plane and increases that downstream. This phenomenon was also

demonstrated by results obtained from experiments [113, 117, 118] and analytical methods [113-
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117, 119], and now it is recovered by the current CAA methods. In addition, the reduction upstream
and increase downstream is stronger at the bottom than at the propeller side since the propagation

path through the boundary layer at the bottom is longer. The maximum reduction achieves 12 dB.

At far-field, the directivities obtained from LEE and LEE with BL coincide well on the ring plane as
shown in Figure 5.15 a). The refraction effect of boundary layer can be ignored on the ring plane,
which is also demonstrated at x = 0 in Figure 5.14 a) and b). The boundary layer reduces the SPL
upstream of the ring plane and increases that downstream on the ground as shown in Figure 5.15
b), which is similar to the change of SPL on the cylinder wall. The maximum reduction achieves 4.5

dB. The causes will be explained in section 5.5.

5.2.5 Results of Loading Noise

The thickness noise is investigated using a ring of spinning monopoles. The loading noise should be
investigated using a ring of spinning dipoles. However, direct use of dipoles in SotonLEE is found
not stable close to the solid wallin the current solver. It is found that spinning dipoles excite parasite
waves at the initialization phase, which propagate across the whole domain and cannot be damped
efficiently by the buffer zone in SotonLEE. Consequently, an equivalent way to simulate the dipole
noise is introduced in the current solver. Since each dipole is composed of a pair of monopoles [164,
165] out of phase separated by a small distance d with kd << 1, two rings of monopoles [49] are
used to simulate a ring of spinning dipoles. First, the replacement of a stationary dipole by a pair of
monopoles is validated in SotonLEE. For a stationary dipole with a radiating frequency of 120 Hz,
two monopoles out of phase separated by 0.1 m with the same strength and frequency are used.

The instantaneous acoustic pressure contours at t = 0.2 s are shown below:

2 monopoles
1 dipole

4E-08

Pressure 3
=]
f=] o

&
m
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-4E-08

a) Pressure contours radiated by a pair of b) Acoustic pressure radiated by a pair of
monopoles at the surface with y =0. monopoles and a dipole at the line with x =-4, z =
10.

Figure 5.16 Acoustic pressure radiated by a pair of monopoles.
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It can be observed from Figure 5.16 a) that the pressure radiated by the pair of monopoles exhibits
the same radiation pattern as a dipole. The radiation is strongest at ¢ = 0° and ¥= 180°, whereas no
sound is radiated at ¢ = 90° and & = 270°. ¢ is defined in Figure 5.16 a). The acoustic pressure
generated by a dipole and a pair of monopoles at the line with x = -4, z= 10 from the source shown

in Figure 5.16 b) demonstrates the equivalence of the two kinds of sources.

As a dipole is a vector in space, the components of a dipole in the cylindrical coordinate system
contain the lift and drag components of the blade section. A dipole with the value of (Fy, F;, Fs)
contains the lift of Fx and the drag of Fs of the blade section. In practice, the contribution of F; is
small in comparison to those of F, and Fs and therefore is ignored. The values of F, and Fs can be
determined by experiments or numerical simulations. In this study, the ratio of F, / Fs is set to 4
[166] which is a bit larger than the value in reference [10]. A similar analysis to that of the scattering
of the ring of monopoles is applied to the dipole results. A comparison between LEE with uniform
flow and LEE with BL is made. The profiles of instantaneous sound pressure field are shown in Figure

5.17, whereas those of SPL are shown in Figure 5.18 below:

Pressure: -0.002-0.0015-0.001-0.0005 0O 0.0005 0.001 0.0015 0.002

¢) Acoustic pressure at plane y = 4. d) Acoustic pressure at plane z = -4.
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Figure 5.17 Instantaneous pressure contours simulated by LEE in uniform flow.

SPL(dB): 35 45 55 65 75 85 95 106115125
a) SPL on the cylinder wall. b) SPL on the ring plane.

Figure 5.18 SPL contours simulated by LEE in uniform flow.

The acoustic pressure is propagating spirally in Figure 5.17 b), which illustrates the rotation of the
sound sources. It can be observed in Figure 5.17 a) and c) that acoustic pressure radiated by the
spinning dipoles mainly propagates in the ring plane and upstream, which is quite different from
the propagation of spinning monopoles. The propagation in the ring plane mainly comes from the
contribution of the drag of the blade section, whereas the propagation upstream is attributed to

the resultant contribution of the thrust normal to the ring plane and the drag. This conclusion is

— =

demonstrated by the Figure 5.19 below:
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a) Dipole (Fy 0, 0). b) Dipole (0, 0, Fs). c) Dipole (Fx, O, Fs).

Figure 5.19 Radiation pattern by three kinds of spinning dipoles.

The contributions of the lift, drag and the resultant forces of a ring of the spinning dipoles are

depicted in Figure 5.19 a), b) and c), respectively. The ring of spinning dipoles (Fs, 0, 0) radiates the
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acoustic waves upstream and downstream, whereas the spinning dipoles (0, 0, Fs) mainly radiates
the acoustic waves on the ring plane. The ring of resultant spinning dipoles (F,, 0, Fs) radiates near
and upstream of the ring plane. The acoustic waves radiated by the ring of spinning dipoles (0, O,
Fs) enhance the acoustic wave upstream radiated by the ring of spinning dipoles (F,, 0, 0) and
weaken that downstream. The result of the ring of spinning dipoles (Fs 0, Fs) is the resultant

interference of those of spinning dipoles (F,, 0, 0) and (0, O, Fs).

The sound pressure contour under the cylinder is shown in Figure 5.17 d). Unlike the monopole
case, the radiation of the spinning dipoles to the ground does not concentrate at the RHS of the
cylinder but mainly radiates upstream. This is due to the upstream acoustic propagation of spinning
dipoles. The pressure and SPL of acoustic waves on the ring plane are shown in Figure 5.17 b)
andFigure 5.18 b). It shows a strong directivity on the ring plane and multiple peaks and valleys of
SPL distribute due to the scattering from the cylinder. To evaluate the refraction effect of the BL,
quantitative comparisons of the SPL on the cylinder wall and far-field directivities are given in Figure

5.20 andFigure 5.21 shown below:

LEE LEE
LEE with BL LEE with BL

SPL (dB)

a) SPL on the cylinder wall, ¢ = 0. b) SPL on the cylinder wall, & = 1.5m.

Figure 5.20 SPL values on the cylinder wall along the stream-wise direction.
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a) SPL directivity at x =0, r =5.2. b) SPL directivity atz=-4 m, r=5.2.
Figure 5.21 Far-field SPL directivities.
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On the cylinder wall with & = 0 in Figure 5.20 a), the loading noise also concentrates on the ring
plane and behaves like a Gaussian distribution along the stream-wise direction. However, the SPL
decreases more slowly upstream than downstream when the observers are the same distance away
from the ring plane due to the upstream propagation. The difference between the peaks of the SPL
values obtained from LEE and LEE with BL is less than 0.5 dB. When observed on the line 9 = 1.57x,
which corresponds to the bottom of the cylinder wall in Fig. 5.18 b), the peaks of SPL are 93.8 dB
for LEE and 93.1 dB for LEE with BL. The SPL on the line ¢ = 1.5m drops much more sharply
downstream than upstream. The maximum difference of SPL values upstream achieves 1.8 dB on
the cylinder wall. In contrast, the difference downstream is small and negligible. The boundary layer
reduces the SPL on the cylinder wall upstream, which is consistent to the conclusion obtained in

the analytical methods [113-117, 119].

At the far-field as it is shown in Figure 5.21 a) and b), the two same rings sketched in Figure 5.7 are
used as observers to compute the SPL. In Figure 5.21 a), the directivity behaves like a Gaussian
distribution with respect to ¢ as well. The peak achieves 117.1 dB at & = 0 for both LEE and LEE with
BL. The SPL directivities of LEE and LEE with BL coincide, which denotes the boundary layer does

not change the SPL directivities on the ring plane. The maximum difference is 0.4 dB.

When observed from the ring under the cylinder (from the ground) in Figure 5.21 b), it is found that
the directivity mainly concentrates upstream with a relatively smooth peak region due to the
upstream propagation. The maximum peaks of LEE and LEE with BL are 88.5 dB and 88.1 dB
respectively. The valleys are below 60 dB. In addition, the directivities of LEE and LEE with BL almost
coincide. The refraction effect of the boundary layer reduces the SPL upstream at the far-field by a

maximum of 0.8 dB. The maximum difference of SPL downstream is 0.2 dB and can be ignhored.

In conclusion, the SPL behaves like a Gaussian distribution on the cylinder wall and concentrates
near the ring plane. The refraction effect of the boundary layer on the loading noise on the cylinder
wall with low Mach number flow can be ignored. On the ring plane, the boundary layer does not
contribute to the SPL directivities, whereas the boundary layer reduces the SPL upstream. However,
the reduction is smaller than 2 dB on the cylinder wall and smaller than 1 dB at the far-field
upstream. It is assumed to be important when the difference is larger than 3 dB. The refraction
effect of boundary layer does not play an important role in the far-field SPL directivity for spinning

dipoles.

5.3 Cruise Mach Number Setup

The setup of cruise Mach number case is similar to that of low Mach number case. For example,

the sound source and the physical domain with boundary conditions are similar. The main
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differences between the cruise Mach number and low Mach number cases are the mean flow field,

CAA mesh and the properties of the ambient air. The computational setup is introduced in brief

below.

5.3.1 Case Setup

The standard air properties at an altitude of 10,668 meters are used in the problem setup. In LEE
implementations, the acoustic sources, physical domain together with the boundary conditions
remain the same as those in the low Mach number case. The PPW of the mesh is set to 7. Due to
the strong convection effect, the size of the mesh upstream along the stream-wise direction is
compressed into a quarter of that in the low Mach number case, whereas the size of mesh
downstream is stretched into 1.75 times in the flow direction. The mesh sizes in the radial and
azimuthal directions are kept the same. The total amount of mesh points is 2.9 million. Non-
dimensional variables are used in the computation. The reference length scale L is 1 m, speed scale,
C~, is 296.6 m/s, and density scale, p~ is 0.38 kg/m®. The Mach number of free stream is 0.75. The

mean flow field obtained from RANS is shown below:
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a) Mach number of axial velocity. b) Mach number of radial velocity.

Figure 5.22 Mean flow field obtained from RANS.

The estimated 99% turbulence boundary layer thickness on the end of cylinder surface is 0.186 m,

which is thin in comparison to the acoustic wavelength of 2.47 m.

5.3.2 Results of Thickness Noise

The profiles of instantaneous sound pressure field are shown in Figure 5.23 and those of SPL are
shown in Figure 5.24. The spiral propagation of sound pressure illustrates the rotation of the sound
sources as shown in Figure 5.23 b). In comparison to the low Mach number case, as shown in Figure
5.10 c), the acoustic wavelength upstream is shortened significantly in Figure 5.23 c) due to the
strong convection effect of the mean flow-field. The acoustic waves also concentrate near the ring
plane and at the RHS of the cylinder where the propeller is located. The concentration of acoustic

wave propagation near the ring plane is also demonstrated by Figure 5.23 a) andFigure 5.24 a). The
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SPL contour on the ring plane is shown in Figure 5.24 b). It shows a strong directivity on the ring
plane and multiple peaks and valleys of SPL distribute due to the reflection of the cylinder.
Quantitative comparisons of the SPL on the cylinder wall and far-field directivity are given to

evaluate the refraction effect, as shown in Figure 5.25 below:

Pressure: -0.0008 -0.0005 -0.0002 0.0002 00005 0.0008

a) Acoustic pressure on the cylinder wall.

¢) Acoustic pressure on the plane with y = 4. d) Acoustic pressure on the plane with z = -4.

Figure 5.23 Instantaneous pressure contours simulated by LEE in uniform flow.
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a) SPL on the cylinder wall. b) SPL on the ring plane.

Figure 5.24 SPL contours simulated by LEE in uniform flow.
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a) SPL on the cylinder wall, ¢ = 0. b) SPL on the cylinder wall, & = 1.5m.
Figure 5.25 SPL on the cylinder wall.
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a) SPL directivityatx =1, r=5.2. b) SPL directivity atz=-4, r=5.2.
Figure 5.26 Far-field SPL directivities.
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The SPL still concentrates on the ring plane and behaves like a Gaussian distribution along the
stream-wise direction as shown in Figure 5.25 a), which is the same as that in the low Mach number
case. However, the difference of SPL between the peaks is larger, 3.0 dB. The peaks are 129.0 dB
and 126.1 dB respectively at x = 1.0 for LEE and LEE with BL. The SPL drops sharply when the
observer is far away from the ring plane. The refraction effect of boundary layer increases SPL on
the cylinder wall upstream and decreases SPL downstream, which is consistent to the results
obtained in analytical methods [113-117, 119]. In comparison to the low Mach number case, the
refraction effect of boundary layer in the cruise Mach number case is much stronger. When
observed from the line with ¢ = 1.55 at the bottom of the cylinder shown in Figure 5.25 b), the
maximum SPL in LEE and LEE with BL is 109.3 dB and 97.8 dB occurring at x = 1.44 and 2.23
respectively. The peak is moved downstream by the strong convection of the mean flow field [113-
117, 119]. When the boundary layer is considered, the SPL in LEE with BL is roughly 15.0 dB less
than that in LEE upstream and the maximum difference of 10.1 dB occurs downstream. The

refraction effect of boundary layer is more significant upstream than downstream.

At the far-field, the same rings employed in the low Mach number case as shown in Figure 5.7 are
used to monitor the directivities as shown in Figure 5.26. The boundary layer mainly reduces SPL
by more than 20 dB in the region where the valleys distribute. In the region with 123.3° <% < 310.6°
which is denoted by the dash line, the boundary layer always reduces the far-field SPL. The
maximum reduction is over 25 dB. When observed from the ring with z = -4 under the cylinder (from
the ground), the boundary layer reduces the SPL in most of regions. The reduction achieves 20 dB
~ 30 dB in regions where the SPL valleys distribute. In addition, the boundary layer only increases
SPL downstream in a small region with -20° < ¢ < 21° which is denoted by the dash line. The
boundary layer reduces the SPL upstream by about 8 dB and increases the SPL downstream by

roughly 5 dB.

In conclusion, the boundary layer mainly reduces significantly the SPL where the SPL valleys
distribute since the propagation path is longer. In addition, the SPL is increased upstream and is
reduced downstream at the far-field by the boundary layer. The refraction effect of the boundary

layer plays an important role in the cruise Mach number case.

5.3.3 Results of Loading Noise

The similar analysis to that of the scattering of the ring of monopoles is applied to the dipole results.
The profiles of the instantaneous sound pressure field are first shown in Figure 5.27 whereas those
of SPL are shown in Figure 5.28. The spiral propagation of sound pressure is shown in Figure 5.27

b). In comparison to the low Mach number case as shown in Figure 5.17 a) and c), the acoustic
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pressure radiated by the spinning dipoles travelling in the flow field with a cruise Mach number
mainly concentrates near the ring plane. The acoustic wavelength upstream is shortened
significantly. The concentration is also illustrated by Figure 5.28 a). Another noticeable difference
is that the acoustic wave concentrates at the RHS in the flow field with a cruise Mach number as
shown in Figure 5.28 d) rather than the upstream direction in the low Mach number case. This
phenomenon is similar to that of the monopole case in high Mach number due to the strong
convection effect of the mean flow-field. The pressure and SPL of acoustic waves on the ring plane
are shown in Figure 5.27 b) and 5.28 b). A strong directivity on the ring plane occurs again and
multiple peaks and valleys of SPL distribute, which is consistent to that in the low Mach number
case. Quantitative comparisons of the SPL on the cylinder wall and far-field directivity are given to

evaluate the refraction effect of the boundary layer, as shown in Figure 5.29 andFigure 5.30 below:

Pressure: -0.002-0.0015-0.001-0.0005 0 0.0005 0.001 0.0015 0.002

a) Acoustic pressure on the cylinder wall. b) Acoustic pressure on the ring plane.

¢) Acoustic pressure on the plane with y = 4. d) Acoustic pressure on the plane with z = -4.

Figure 5.27 Instantaneous pressure contours simulated by LEE in uniform flow.
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SPL (dB):

35 45 55 65 75 85 95 105115125

z

Y

a) SPL on the cylinder wall.

b) SPL on the ring plane.

Figure 5.28 SPL contours simulated by LEE in uniform flow.
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a) SPL on the cylinder wall, & = 0.
Figure 5.29 SPL on the cylinder wall.
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a) SPL directivity at x=1,r=5.2.
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b) SPL on the cylinder wall, ¢ = 1.5m.
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270

b) SPL directivity at z=-4, r =5.2.

Figure 5.30 Far-field SPL directivities.
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The SPL peak obtained from LEE with BL is 4.4 dB less than that obtained from LEE as shown in
Figure 5.29 a). When observed from the line ¢ = 1.5m at the bottom of the cylinder from Figure 5.29
b), the maximum values in LEE and LEE with BLare 99.7 dB and 82.7 dB which occurat x=1.11, and
2.26 respectively. The SPL peak simulated by LEE with BL moves downstream. When the boundary
layer is considered, the SPL in LEE with BL is roughly 23.1 dB less than that in LEE upstream at x =
0.63 and the maximum difference of 11.0 dB occurs at x = 1.11 downstream. The boundary layer
significantly reduces the SPL both upstream and downstream on the cylinder wall. The refraction

effect of boundary layer is more significant upstream than downstream.

At far-field, the two same rings employed in the low Mach number case sketched in Fig. 5.7 are
used as observers to compute the SPL directivities as shown in Figure 5.30 a). The SPL in LEE in the
region with 122.6° < ¢ < 314.5° which is denoted by the dash line is always larger than that in LEE
with BL. The maximum difference over 25 dB is observed on the directivity between LEE and LEE
with BL at the valley for LEE with BL at & = 215.6°. Out of this region, the SPL in LEE is comparable
to that for LEE with BL. The boundary layer reduces the SPL significantly in the region where the
valleys distribute. When observed from the ring with z = -4 under the cylinder (from the ground) in
Figure 5.30 b), it is found that the SPL mainly concentrates at the RHS of the cylinder where the
propeller is located, which is quite different from the low Mach number case. The maximum
difference of SPL between LEE and LEE with BLis 34.5 dB at ¢ = 270.0°. The boundary layer reduces
the directivity at the far-field in the region opposite to the propeller side whereas the SPL of LEE

with BL is comparable to that of LEE at the propeller side in Figure 5.30 b).

In conclusion, the boundary layer mainly reduces the SPL significantly where the SPL valleys
distribute. In addition, the SPL upstream is decreased significantly both on the cylinder wall and at
the far-field by boundary layer. The refraction effect of boundary layer plays an important role in

the cruise Mach number case.

5.4 Effect of Mach Numbers on Refraction Effect of Boundary Layer

It is of interest to explore trends in refraction effect of BL with variations in flight speed. As shown
in Sections 5.2, the refraction effect is weak at M = 0.205 whereas it is strong at M =0.75. An interval
of Mach number exists between 0.205 and 0.75. To explore at which Mach number the refraction
effect starts to be negligible, the low Mach number case is set up at M = 0.3 and M =0.4 respectively.
Mach numbers above 0.4 are considered to belong to the cruise Mach numbers. At cruise Mach
numbers, boundary layer is significant according to the research performed by Spence [113]. At M
= 0.3 and M =0.4, the same source model, boundary conditions and properties of ambient air as

those in the low Mach number case are kept whereas different CAA mesh and background mean
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flow-field are used. The acoustic wavelength decreases upstream due to the convection effect of
the mean flow-field while the wavelength increases downstream. Consequently, the mesh is
adjusted to keep the PPW upstream and downstream of the ring source still 7. Due to the reflection
of BL and the fuselage, a strong directivity exists, which is different from the free-field. In addition,
the convection of the mean flow-field at different Mach numbers causes different distribution of
the SPL lobes on the cylinder wall and directivities at far-field. A direct comparison of directivities
between different Mach numbers does not show the refraction effect of boundary layer directly.
Consequently, a comparison of the difference between the SPL on the cylinder wall and directivities
at far-field at different Mach numbers are shown. The differences of SPL on the solid wall and at

the far-field by boundary layer are shown below:
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Figure 5.31 Difference of SPL caused by boundary layer.

When boundary layer is considered, the reduction of SPL on the cylinder wall occurs near the ring
plane at x = 0 and upstream as shown in Figure 5.31 a). The attenuation of SPL is strongest at M =

0.4 near the ring plane whereas the attenuation is stronger at M = 0.205 when the distance is far
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away upstream of the ring plane. The maximum reduction is over 3 dB for M = 0.4. At x=-5, a strong
reduction of SPL appears on the cylinder wall for M = 0.205. The cause is attributed to the different
distribution of the SPL lobes on the cylinder wall. As explained by Hanson [117] and Belyaev [167],
an explanation is that the boundary layer changes the directivity of the source. Due to the existence
of cylinder, the propeller source has a directivity in space which is different from that in free space.
The directivity in free space is homogeneous in the ring plane. The propagation in the boundary

layer results in a change in directivity as illustrated in Figure 5.32:

Source ring

Flow direction
——

ooooooooooooooooooooooooooooooooooooooooooooooooooooooo

Boundary layer

Cylinder

Figure 5.32 Acoustic wave propagation through boundary layer.

In the absence of boundary layer, the acoustic wave propagates to the cylinder in a straight line
through the direct path whereas the refracted path is followed when the boundary layer exists. The
angle of the direct path 8, is different from that of refracted path $:. When the Mach number
increases, the velocity gap between the boundary layer and free field becomes larger. Consequently,
the difference between & and ¥z becomes larger. In addition, peaks and valleys of the source
directivity exists in the streamwise direction. When the refraction effect is strong, the positions of
peaks and valleys are moved in comparison to those in the absence of boundary layer. Different
lobes of SPL occur on the same locations, which results in a different change of directivity depending

on Mach numbers.

The changes of the source directivity by the boundary layer is also illustrated in Figure 5.31 b). A
shift of the directivity by the boundary layer along the streamwise direction is significant on the
cylinder wall and the strongest change happens when M = 0.4. The shifts of directivity on the
cylinder wall for M = 0.3 and 0.4 are similar. The changes are quite different from those for M =
0.205. The different pattern of directivity change between M =0.205 and M =0.3, 0.4 is illustrated
by Figure 5.31 c) and d) at the far-field. It can be presumed that the refraction effect of the boundary

layer is stronger if the Mach number is higher. An explanation is that when the Mach number is
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above 0.3, a strong change on the source directivity by the boundary layer happens in comparison
to M £ 0.205, which causes a different reduction of SPL by the boundary layer. Different lobes of
directivity occur at the same positions and observers at the far-field. At M = 0.3 and 0.4, the lobes
of directivity changed by the boundary layer at the far-field are distributed in a similar manner,
which is different from those at M = 0.205. Therefore, it can be concluded that the refraction effect
of boundary layer plays an important role when the Mach number is higher than 0.3. When the
Mach number is above 0.3, the source directivity is significantly changed by the boundary layer in

comparison to that in the absence of the boundary layer.

5.5 Performance

In these cases, the performance running on two Tesla K20M GPUs is compared to those
implemented on four cores and on ten cores of Intel Xeon E5-2670 CPU with 2.6 GHz. Due to the
size of mesh blocks and loading balance, the maximum available and appropriate amount of MPI

process is 10. The performance is summarized below:

Table 5-1 Wall-clock time comparisons in seconds.

Case name Mesh Size Wall-clock time (in seconds)
2 GPUs | 4 CPU cores with speedup | 10 CPU cores with speedup
Low Mach monopoles 1.15M 508.2 5435.1 (21) 2490.1 (24.5)
Low Mach dipoles 115M | 534.8 6257.2 (23) 2781.0 (26)
Cruise Mach monopoles 2.87M 1266.4 18046.2 (29) 8021.2 (32)
Cruise Mach dipoles 2.87 M 1392.2 20187.1 (29) 9033.8 (32)

Note that values in the parentheses denote the speed-ups.

In conclusion, 9 minutes are necessary for the cylinder cases on two GPUs at the low Mach number,
whereas 24 minutes must be spent at the cruise Mach number since the total mesh size is larger. A
speed-up of about 21~26 is achieved in the low Mach number cases running on two GPUs whereas

the speed-up is roughly 30 in the cruise Mach number cases.

5.6 Summary

In this section, the acoustic scattering of a ring of spinning monopoles and dipoles off a cylinder has
been investigated by using the CAA method for the first time. A simplified geometry was used to
verify the numerical methods, acoustic source models and investigate acoustic refraction effect of
the boundary layer in this chapter. A single cylinder is utilized as an ideal fuselage. The propeller
noise sources are approximated by a ring of monopoles and a ring of dipoles respectively to

investigate the thickness noise and the loading noise.
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When compared to the analytical solution in free space, it was found that the PPW of the mesh at
the acoustic source region plays a key role in the amplitude of the acoustic propagation. The PPW
of the mesh at the source region must meet the requirement of PPW of the numerical schemes to
mitigate dispersion error. The amplitude of the acoustic wave must be modulated to be calibrated
to the analytical solution. After the calibration, the numerical solution corresponds well with the

analytical solution.

Before CAA simulations, the contribution of each harmonic can be identified by the analytical
solution. Consequently, the highest order of the harmonic that should be resolved can be identified.
The mesh size in the numerical simulation can be determined basically. A validation was firstly
performed between the results obtained by LEE and those from CESM. The good agreement
between the results validated the source model, numerical methods in SotonLEE and PPW of the

mesh.

On the cylinder wall, both the thickness noise and loading noise behave like a Gaussian distribution
along the stream-wise direction. The propagation of thickness noise concentrates on the ring plane
whereas that of loading noise inclines upstream. The incline upstream of the propagation of loading
noise is attributed to the resultant lift and torque of the propeller. At far-field, the directivity
contains many peaks and valleys due to the reflection of the cylinder wall. The directivity on the
ring plane and on the ground behaves like a Gaussian distribution with respect to the observer

position with the peak occurring at the same side as the propeller.

At low Mach number case, the refraction effect of the boundary layer was found negligible whereas
the refraction effect is significant at Cruise Mach number computationally. The boundary layer
reduces the SPL on the cylinder and far-field directivity upstream of the ring plane. Extensions of
computation at M = 0.3 and 0.4 have been performed to determine at which Mach number the
refraction effect of boundary layer becomes important. The difference between results in the
absence of boundary layer and with a realistic boundary layer showed that the refraction effect of

the boundary layer starts to be important when Mach number is larger than 0.3.

On performance, 9 minutes are necessary for the cylinder cases on two GPUs at the low Mach
number, whereas 24 minutes must be spent at the cruise Mach number since the total mesh size is
larger. A speed-up of between 21 and 26 is achieved in the low Mach number cases running on two

GPUs whereas the speed-up is roughly 30 in the cruise Mach number cases.
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Chapter 6: Scattering of Propeller Noise off a Wing body

In chapter 5, the acoustic scattering of a ring of spinning monopoles and spinning dipoles off a
cylinder was investigated. The CAA methods used in the current solver has been validated and
verified. In addition, the refraction effect of the boundary layer was investigated computationally.
Recall that the geometries of the cases in Chapters 4 and 5 are relatively simple and the
computational scale is small. In the following chapter, the case is extended with a complex
geometry, an ATR-72-like wing body with a full scale. The research focus is not placed on the
analysis and explanation on physical phenomena since the engineering geometry is complex and
the analysis is difficult. The numerical methods and sound sources in the following chapter are kept
the same as those in Chapter 5. The current case with a complex geometry is mainly devoted to
demonstrate the application to a large-scale engineering case and evaluate the true performance
of the current solver in engineering problems. In addition, the weak refraction effect of the non-
uniform flow field at M = 0.205 around the wing body is demonstrated computationally. Lastly, the
speed-up is recorded to evaluate the true speed-up of the current solver in engineering problems.
The causes of the relatively low performance of the current solver in this case with complex

geometry in comparison to the cases in Chapters 4 and 5 is also analysed in detail.

6.1 Sound Source

In this case, both propellers rotate in the counter clock-wise direction as viewed by an observer
downstream. The sound sources are two rings of six spinning monopoles and dipoles distributed
evenly as shown in Figure 6.1, which are similar to those in the cylinder case in chapter 5. The radius
of the ring is 1.965 m and the distance between the centres of the two rings is 8.1 m [104-106].
Viewed by an observer downstream, both rings rotate in the counter-clockwise direction at 1200
RPM. The first harmonic of BPF is 120 Hz. The phases of all the monopoles and dipoles are set to 0
since only the steady noise source is considered [10, 49]. The non-dimensional amplitude is set to
0.01 to ensure a linear propagation. The ratio of the lift to drag of the blade section is assumed to

be 4 in the dipole case [10, 166].
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Figure 6.1 Sketch of the spinning sources.

6.2 Analytical Solution

As in the cylinder case in chapter 5, the analytical solution in free space is first computed to
determine which BPFs must be resolved. The PSDs of the first three harmonics of the BPF for a

single propeller in the free space are shown in Figure 6.2 below:

6.3 dB/Hz

Figure 6.2 PSDs of a single ring of spinning monopoles along the line at x =0, z =5 in free space. The centre

of the ring is placed at (0, 0, 0).
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It can be observed that the difference of PSDs between the acoustic harmonics of the first BPF and
the second BPF is 5.0 dB/Hz, whereas the difference between the second BPF and the third BPF is
6.3 dB/Hz. Therefore, the contribution from harmonics which have a higher frequency than the
second BPF is ignored. In other words, the mesh in this setup resolves the acoustic waves with a

frequency up to the second BPF.

In this chapter, the main effort does not focus on the comparison between the solution from the
uniform mean flow-field and that from RANS mean flow-field. However, it focuses on the
demonstration of application of SotonLEE_GPU to the complex geometry, large-scale computation

and calculation of the speed-ups.

6.3 Geometry

The investigated configuration is a generic turbo-prop aircraft that has a similar geometry to the
ATR-72 500 wing body [104-106]. The aircraft is a simplification of a real aircraft at full scale. The
geometries of high-lift devices, engines, horizontal tail and vertical tail are not included. The
geometry is used to demonstrate the application of SotonLEE_GPU to real engineering cases. No

experimental results are available for comparison. The geometry is depicted below in Figure 6.3:
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Figure 6.3 Dimensions of the wing-body.

As shown in Figure 6.3, the wing span is 27.2 m with a wing area of 61 m2. The propeller is 8.8 m

away from the fuselage nose. The fuselage is 27.0 m long with a maximum diameter of 2.2 m.
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6.4 Mean Flow

This study focuses on the initial climbing of flight. The aircraft climbs at a Mach number of 0.205, at
the sea level, with an angle of attack of 5° of the fuselage. The background mean flow field is
obtained by a RANS simulation. The estimated 99% turbulence boundary layer thickness at the aft
of the fuselage is 0.25 m, which is quite thin in comparison to the acoustic wavelengths of 2.83 m
of the first harmonic and 1.42 m of the second harmonic. The mean flow field is shown in Figure

6.4 below:
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a) Pressure contours. b) Mach number in the x direction at wing section
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plane. the fuselage.

Figure 6.4 Mean flow field around the wing body.

6.5 Computation Setup

The physical domain is a box with the dimension of (40, 40, 26) m in the x, y and z directions. On

the solid wall, an inviscid wall boundary condition is used, while the stretched mesh is employed to
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attenuate the acoustic waves at the far-field. The dimension of the CAA domain is shown below in

Figure 6.5:
£ v
Outflow Buffer l:\_
X g - X
Outflow Buffer
26 m 40 m
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J 40m | 8m g&m Outflow Buffer

Figure 6.5 Dimensions of physical domain.

At far-field, four rings of observers are used to show the SPL directivities as shown in Figure 6.6.
Two rings are located on the ring plane with a radius of 10 m and 1000 m respectively with the
origin at (8.8, 0, 0.94) m, which is the middle of two propeller centres. Two other rings are placed
under the aircraft with a radius of 10 m and the origin at (8.8, 0, -9.06) m and with a radius of 1000
m and the origin at (8.8, 0, -999.06) m respectively. The SPL on the two rings, with radii of 10 m, is
computed directly by LEE during the simulation, while the SPL on the two rings with radii of 1000
m is obtained by using an FW-H solver [100, 161]. The box in grey is the FW-H integration surface,
which is used to collect the information of perturbations. The dimension of the box is (28, 28, 8) m.
The dimension of the FW-H integration surface is as small as possible to reduce the mesh amount
on the control surface and computational cost but sufficiently large to cover the whole geometry
and all the acoustic sources at the same time. In this research, the dimension of the FW-H control
surface cannot be reduced to the minimum extent by placing it on the solid wall because the
acoustic sources of propellers are in the flow field. Otherwise, the most important acoustic
contributions would come from the outside of the FW-H control surface, which would render a false

result.
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plane,r=10

Figure 6.6 Sketch of the observer rings and FW-H control surface.

The computation is in a non-dimensional format. The standard air property at the sea-level is used.
The reference length L~ is 1 m with the reference velocity 340.2 m/s. The reference density of 1.225

kg/m3 and reference temperature of 288.2 K are utilized.

6.6 CAA Mesh

For a given CAA solver, such as a commercial solver, the most important and time-consuming part
in an application with a complex geometry is the generation of the smooth, high-quality structured
mesh. As in chapter 5, the PPW of the CAA mesh is set to 7. In total, there are 1,704 mesh blocks
and 23 million mesh points in the physical domain. The largest mesh block contains 78 k mesh
points. 16 Tesla K20M GPUs, each with a memory volume capacity of about 4.5 GB, are necessary

for performing the computation. In this study, 16 GPUs are employed.

Since high-order schemes are used and the current solver is found not stable enough if a 3D O-mesh
is used, much attention and time is spent on the improvement of the quality of mesh. Otherwise,
spurious parasite waves close to the solid wall mentioned in Section 2.6.3 are easily excited. Some

important local details of the mesh are shown below:
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a) Mesh near the nose. b) Mesh near the aft.
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c) Mesh at the leading edge at the wing tip. d) Mesh at the trailing edge.

Figure 6.7 Mesh details of important locations.

It can be observed that the mesh near the nose in Figure 6.7 a) and near the aft in Figure 6.7 b) is
smooth and the growth rate is 1.1. At the wing tip, a 2D O-mesh stretched straight to the far-field
boundary is utilized to improve the mesh at the leading edge as shown in Figure 6.7 c). The mesh
density is high at the trailing edge, which makes the overall amount of mesh points large. In the
mesh around a complex geometry, the mesh size is more dependent on the minimum mesh points
allowed by the numerical schemes and some important locations of the geometry. For example,
the thickness of the trailing edge at the wing tip is 0.02 m which is only 0.7% of the wavelength of
the first harmonic. However, due to the requirement of the explicit filters, there must be at least 7
points along the trailing edge. A smooth increase on the mesh size also must be ensured near the
trailing edge. Consequently, the mesh size is greatly increased due to the locations with small

geometric size but important geometric features.
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In addition, the most common way to improve the quality of the structured mesh is using the O-
mesh close to the solid wall. However, the application using a 3D O-mesh always diverges near the
mesh interface close to the solid wall in the current solver. Many attempts have been made to
improve the mesh quality and it is found a 2D O-mesh at the wingtip straight to the far-field
boundary is allowed as shown in Figure 6.7 c). The cause is attributed to the smoothness and quality
of the mesh near the block interfaces close to the solid wall [168], which makes the numerical flux
through the interface non-conservative. Since smoothness is not good enough and the grid metrics
are discontinuous near the interface of the O-mesh, the parasite waves are excited. The parasite
waves are very short (grid to grid oscillations), and cannot be dampened and removed by spatial
filtering effectively. This also poses many challenges to mesh generation and increases the

difficulty.

6.7 Results

The same procedure of analysis used in the cylinder cases in chapter 5 is employed here. First, the

result of spinning monopoles is shown. Then, the investigation is performed on dipole results.

6.7.1 Results of Thickness Noise

The profile of instantaneous sound pressure field on the surface of the wing body is shown in Figure
6.8. First, it can be observed in Figure 6.8 that the pressure contours on the wing body are
asymmetric with respect to the symmetry plane of the wing body when both propellers rotate in
the counter clock-wise direction viewed by an observer downstream. The acoustic waves
concentrate more on the wing at the LHS than at the RHS. This is also demonstrated by the SPL
contours in Figure 6.9 a) and b). In addition, the acoustic waves concentrate on the ring plane as

shown in Figure 6.9 a) and b), which is the same as that in the cylinder case.

[ J ]

Pressure: -0.0005 -0.0003 -0.0001 0.0001 0.0003 0.0005
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Figure 6.8 Sound pressure contours on the solid wall.

SPL(dB): 60 70 80 80 100 110 120 130 140

Y
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a) SPL on the upper surface in RANS flow. b) SPL on the lower surface in RANS flow.

Figure 6.9 SPL contours on the solid wall.

The contours of instantaneous acoustic pressure field around the wing body in the RANS mean flow
are shown in Figure 6.10 below. The acoustic pressure on the ring plane is shown in Figure 6.10 a).
The sound pressure is propagating spirally which denotes that the rotation of both rings is in the
counter clock-wise direction. In Figure 6.10 b), the acoustic pressure on the symmetry plane is
shown and the propagation of acoustic waves near the ring plane is illustrated. The propagation of
acoustic wave is inclined slightly upstream due to the convection effect of the mean flow field. The
acoustic waves on the planes parallel to the ground are shown in Figure 6.10 c) and d). The plane
goes through the ring centres at z=0.94 in Figure 6.10 c), while the plane is 10 lower than the ring

centre in Figure 6.10 d).
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c) Sound pressure at z=0.94. d) Sound pressure at z = -9.06.

Pressure: -0.0005 -0.0003 -0.0001 0.0001 0.0003 0.0005

Figure 6.10 Instantaneous pressure contours in RANS mean flow.

The SPL contours captured on the same planes as those shown in Figure 6.10 are shown in Figure
6.11. Multiple peaks and valleys of the SPL distribute on the ring plane as shown in Figure 6.11 a).
The directivity is strong due to the existence of the wing body. In addition, difference of SPL occurs
between the LHS and RHS with respect to the symmetry plane. The SPL contours at the symmetry
plane are shown in Figure 6.11 b). The propagation of acoustic waves concentrates near the ring

plane, which are also demonstrated in Figure 6.11 c) and d).

SPL{dB): 60 70 80 90 100 110 120 130 140

a) SPLon fhe ring plane (x = 8.8). b) SPL on the symmetry plane (y = 0).
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c) SPL at z=0.94. d) SPL at z=-9.06.
Figure 6.11 SPL contours in RANS mean flow.

6.7.1.1 Refraction Effect of RANS Mean Flow

6.7.1.1.1 SPL on Wing Body

As mentioned in chapter 5, the sound propagations in the uniform flow and in RANS flow are similar
at M = 0.205. To demonstrate the weak refraction effect of the mean flow, four curves on the
fuselage are used to collect the SPL, which are shown as the black curves in Figure 6.9. The curves
are at the top, the bottom, the LHS and the RHS of the fuselage, respectively. A quantitative
comparison of the SPL is made on the fuselage shown in Figure 6.12 below:

uniform
mean RANS

uniform
mean RANS

a) On the top line. b) On the bottom line.
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c) On the LHS line. d) On the RHS line.

Figure 6.12 Comparison of SPL on the fuselage in uniform flow and in RANS flow.

The difference between the SPL in the uniform and that in RANS flow on the fuselage wall is small,
especially near the peak region as shown in Figure 6.12 a), b), c) and d). The maximum difference
between the SPL in the uniform and that in then RANS flow is 1.0 dB on the top curve, 0.5 dB on
the bottom curve, 1.0 dB on the LHS and 0.3 dB on the RHS curves respectively. In conclusion, the

refraction effect of non-uniform flow on the fuselage is weak.

6.7.1.1.2 Directivities

At the near-field, the observer rings with radii of 10 m, shown in Figure 6.6, are used to compute
the SPL around the wing body. The SPL on the ring with the origin at (8.8, 0, 0.94) is shown in Figure
6.13 a). The definitions of the angles used in the directivity are the same as those in the cylinder
case as shown in Figure 5.7. The SPL no longer behaves like a Gaussian distribution with respect to
¢ when both propellers are rotating, which occurs when a single propeller rotates. Instead, many
peaks and valleys are distributed on the ring plane. In addition, the SPL from LEE coincides well with
that in RANS flow. The difference is small and the maximum difference is 0.4 dB denoted by the
dotted line in Figure 6.13 a).
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a) SPL on the ring plane with the origin at (8.8, 0, b) SPL under the fuselage with the origin at (8.8, 0, -
0.94) and a radius of 10. 9.06) and a radius of 10.

Figure 6.13 Near-field SPL directivities.

When observed from the ring with the origin at (8.8, 0, -9.06), the behaviour of SPL like a Gaussian
distribution with respect to ¢ occurs again but with two relatively flat peaks at ¢ = 90° and at ¢ =
270° respectively. The peak at ¢ = 90° corresponds to the RHS of the symmetry plane while the
peak at ¢ = 270° denotes the LHS. Two valleys occur at ¢ = 0° and ¢ = 180° which denote the
upstream and downstream direction respectively. Still, concentration on the ring plane is the basic
feature of the directivity. The maximum difference between the SPL in uniform flow and that in

RANS flow is 1.4 dB. The difference in other regions is small and can be ignored.

6.7.1.2 Contributions of Harmonics on Directivities

At the far-field, a half ring under the fuselage with the origin at (8.8, 0, 0.94) and a radius of 1000
as shown in Figure 6.6 is utilized to show the far-field directivity on the ring plane. In addition,
another ring with the origin at (8.8, 0, -999.06) under the fuselage is also used to show the far-field
directivity. The far-field directivities of the overall SPL and PSDs of the first and second harmonics

in the uniform flow are shown in Figure 6.14 below:
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a) SPL on the half ring. b) PSDs on the half ring.
Figure 6.14 Far-field SPL and PSDs in RANS mean flow on the half ring with the origin at (8.8, 0, 0.94) and a
radius of 1000.

No behaviour of the Gaussian distribution on the ring plane occurs at the far-field, which is similar
to that at the near-field as shown in Figure 6.14 a). Multiple peaks and valleys distribute over the
half ring. The peak of the overall SPL occurs at ¢ = 270.1° with the peak value of 92.8 dB, whereas
the value of valley is 80.2 dB at ¢ = 207.9°. A gap of 12.6 dB exists between the peak and the valley,

which shows a strong directivity.

A difference of 1.8 dB occurs between the peaks of the overall SPL and the first harmonic whereas
the difference between the overall SPL and the second harmonic is 7.4 dB. The peaks and valleys of
the overall SPL occur together with those of the first harmonic at the same positions. It denotes
that the shape of the overall SPL is dictated by the shape of the first harmonic. However, big
difference exists between the valleys of the overall SPL and the first harmonic. This mainly results
from the contribution of the second harmonic as shown in Figure 6.14 a). It can be observed that
there is always a peak of the second harmonic when a valley of the overall SPL or the first harmonic
occurs. The valleys of the first harmonic are compensated for by the peaks of the second harmonic.
The second harmonic dominates the value of the valleys of the overall SPL. In addition, the amount
of the peaks and valleys of the second harmonic is twice of those of the first harmonic and overall

SPL, which is also demonstrated by the PSD shown in Figure 6.14 b).

Qualitative comparisons of the far-field directivities of the overall SPL and the PSDs of the first and
second harmonics on the ring with the origin at (8.8, 0, -999.06) and a radius of 1000 under the

fuselage in the uniform flow are shown in Figure 6.15 below:
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a) SPL on the ring. b) PSDs on the ring.
Figure 6.15 Far-field SPL and PSDs in RANS mean flow on the ring with the origin at (8.8, 0, -999.06) and a

radius of 1000 under the wing body.

The behaviour of Gaussian distribution occurs again on the ring under the fuselage as shown in
Figure 6.15 a), which is similar to that at the near-field shown in Figure 6.13 b). A gap of roughly 30
dB exists between the peak and valley of the overall SPL. The peaks of the overall SPL and the SPL
of the first harmonic coincide well, which denotes that the first harmonic dominate the directivities.
The main differences occur at the valley regions where the second harmonic plays an important

role in the overall SPL. This behaviour is also demonstrated by the PSDs shown in Figure 6.15 b).

6.7.2 Results of Loading Noise

The analysis similar to that on thickness noise is made on the result of loading noise. The profile of
instantaneous sound pressure field on the wing body is shown in Figure 6.17. Three features which
are the same as that in the thickness noise case are found. First, the pressure contours on the wall,
especially on the wing, are asymmetric with respect to the symmetry plane of the wing body when
both propellers rotate in the counter clock-wise direction viewed by an observer downstream as
shown in Figure 6.16. The propagation of acoustic waves concentrates more at the LHS than at the
RHS. This is also demonstrated by the SPL contours in Figure 6.17 a) and b). In addition, the acoustic

waves concentrate near the ring plane as shown in Figure 6.17 a) and b).
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Figure 6.16 Sound pressure contours on the wing body.
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a) SPL on the upper surface in RANS flow. b) SPL on the lower surface in RANS flow.

Figure 6.17 SPL contours on the wing body.

The contours of instantaneous acoustic pressure field around the wing body in the RANS mean flow
are shown in Figure 6.18. The acoustic pressure on the ring plane is shown in Figure 6.18 a). The
spiral propagation of sound pressure illustrates the rotation of both rings in the counter clock-wise
direction. In Figure 6.18 b), the acoustic pressure on the symmetry plane is shown and the
concentration of acoustic waves near the ring plane can be observed. The propagation of acoustic
wave is inclined upstream as that in the cylinder case. Furthermore, the incline of the acoustic wave

is also illustrated in Figure 6.18 c) and d). The acoustic waves on the planes parallel to the ground
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are shown in Figure 6.18 ¢) and d). The plane goes through the ring centres at z=0.94 in Figure 6.18

c¢), whereas the cut plane below the wing body is 10 lower than the ring centre in Figure 6.18 d).

¢) Sound pressure at z=0.94. d) Sound pressure at z = -9.06.

Pressure: -0.0001 -6E-05 -2E-05 2E-05 6E-05 0.0001

Figure 6.18 Instantaneous acoustic pressure contours around the wing body in RANS mean flow.

The SPL contours captured on the same planes as those shown in Figure 6.18 are shown in Figure
6.19. Multiple peaks and valleys of the SPL distribute on the ring plane shown in Figure 6.19 a). The
SPL contours at the symmetry plane are shown in Figure 6.19 b). It can be observed that the
propagation concentrates near the ring plane. Furthermore, the incline of SPL upstream is much
stronger in comparison to that in the case of thickness noise. The concentration near the ring plane

and the incline upstream are also demonstrated in Figure 6.19 c) and d).

SPL({dB): 40 50 60 70 80 S0 100 110 120 130
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a) SPL on the ring plane (x = 8.8). b) SPL on the symmetry plane (y = 0).

c)SPLatz=0.94. d) SPLat z=-9.06.

Figure 6.19 SPL contours around the wing body in RANS mean flow.

6.7.2.1 Refraction Effect of RANS Mean Flow
6.7.2.1.1 SPL on Wing Body

It has been known in chapter 5 that the sound propagations in the uniform flow and that in RANS
flow are similar at M = 0.205. To demonstrate the weak refraction effect of the mean flow, the
same four curves on the fuselage are used to collect the SPLin the monopole case, which are shown
as the black lines in Figure 6.17. The lines are at the top, the bottom, the LHS and the RHS of the
fuselage, respectively. A quantitative comparison between the SPL in the uniform flow and in the

RANS flow is made on the SPL on the fuselage shown in Figure 6.20 below:
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Figure 6.20 Comparison of SPL on the fuselage in uniform flow and in RANS flow.

Itisillustrated in Figure 6.20 a), b) c) and d) that the difference between the SPL in the uniform and
that in RANS flow on the fuselage wall is small, especially near the peak region, which is similar to
that in the spinning monopole case. The maximum difference between the SPL in the uniform and
that in then RANS flow is 0.3 dB for the LHS and the RHS respectively. In conclusion, the refraction

effect of non-uniform flow on the fuselage is weak and can be ignored.

6.7.2.1.2 Directivities

At near-field, the observer rings with radii of 10 m shown in Figure 6.6 are used to compute the SPL
around the wing body. The SPL on the ring with the origin at (8.8, 0, 0.94) is shown in Figure 6.21
a). As in the monopole case, many comparable peaks and valleys are distributed on the ring plane.
In addition, the SPL from LEE coincides well with that in RANS flow. The difference is small and the
maximum difference is 0.4 dB denoted by the dash line in Figure 6.21 a). These features are similar

to those of the monopole case.
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a) SPL on the ring plane with the origin at (8.8, 0, b) SPL under the fuselage with the origin at (8.8, 0, -
0.94) and a radius of 10. 9.06) and a radius of 10.

Figure 6.21 SPL directivities at the near-field.

When observed from the ring parallel to ground with the origin at (8.8, 0, -9.06), the behaviour like
the Gaussian distribution with respect to 8 of SPL occurs again but with two relatively flat peaks
inclined upstream at ¢ = 124.3° and at ¢ = 247.9° respectively, which is different from that in the
spinning monopole case. The peak at ¢ = 124.3° corresponds to the RHS of the symmetry plane,
whereas the peak at ¢ = 247.9° denotes the LHS. In the cases of thickness noise, the concentration
on the ring plane is the basic feature of the directivity. In contrast, the concentration inclined
upstream of the ring plane is the key behaviour of the directivity. This is due to the interference of
the propagation of forces Fyand Fs. The maximum difference between the SPL in uniform flow and
that in RANS flow is small, about 1.2 dB denoted by the dotted line shown in Figure 6.21 b). The

difference in other region is small and can be ignored.

6.7.2.2 Contributions of Harmonics on Directivities

At far-field, the same rings used in the spinning monopole cases are utilized again. A half ring under
the fuselage with the origin at (8.8, 0, 0.94) and a radius of 1000 is utilized to show the far-field
directivity on the ring plane. In addition, another ring with the origin at (8.8, 0, -999.06) parallel to
ground under the fuselage is also used to show the far-field directivity. The far-field directivities of
overall SPL and PSDs of the first and second harmonics in the uniform flow are shown in Figure 6.22

below:
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a) SPLon the ring with the origin at (8.8,0,0.94) and  b) SPL under the fuselage with the origin at (8.8, 0,
a radius of 1000. 0.94) and a radius of 1000.

Figure 6.22 Far-field SPL and PSDs in RANS mean flow on the half ring with the origin at (8.8, 0, 0.94) and a

radius of 1000 on the ring plane.

The directivity on the ring plane at the far-field shown in Figure 6.22 a) is similar to that at the near-
field. Multiple peaks and valleys are distributed on the half ring. The peak of overall SPL occurs at ¢
=270.0° with the peak value of 80.7 dB, whereas the value of the valley is 69.7 dB at ¢ = 226.0°. A

gap of 11.0 dB exists between the valley and the peak, which shows a strong directivity.

At & = 270.0° the peak is 75.2 dB for the first harmonic and 78.4 dB for the second harmonic. A
difference of 5.5 dB occurs between the peaks of the overall SPL and the first harmonic, whereas
the difference between the overall SPL and the second harmonic is 2.3 dB. It can be observed that
the peaks and valleys of the overall SPL occur at the same position as those of the second harmonic.
It denotes that the shape of the overall SPLis dictated by the shape of the second harmonic, which
is quite different from that in the spinning monopole case. However, big difference exists between
the valleys of the overall SPL and the second harmonic. This mainly results from the contribution of
the first harmonic as shown in Figure 6.22 a). It can be observed that the first harmonic dominates
the overall SPL when a valley of the overall SPL or the second harmonic occurs. The valleys of the
second harmonic are compensated for by the first harmonic. In addition, the amount of the peaks
and valleys of the first harmonic is half of that of second harmonic and overall SPL, which is also

demonstrated by the PSD shown in Figure 6.22 b).

Qualitative comparisons of the far-field directivities of the overall SPL and PSDs of the first and
second harmonics on the ring parallel to ground with the origin at (8.8, 0, -999.06) and a radius of

1000 under the fuselage in the RANS mean flow are shown in Figure 6.23 below:
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a) SPL on the ring. b) PSD on the ring.
Figure 6.23 Far-field SPL and PSDs in RANS mean flow on the ring with the origin at (8.8, 0, -999.06) and a

radius of 1000 below the wing body.

The directivity on the ring under the fuselage is similar to that at the near-field shown in Figure 6.21
b). A gap of roughly 33 dB exists between the peak and valley of the overall SPL. In addition, the
peaks of the overall SPL and the SPL of the first harmonic coincide well upstream, whereas
difference occurs downstream. In comparison to the directivity on the ring plane, the first harmonic
plays a more important role at the far-field under the fuselage. The amount of the peaks and valleys
of the overall SPL is determined by that of the first harmonic. The main difference between the
overall SPL and the first harmonic occurs at the valley regions where the second harmonic
contributes considerably to the overall SPL. This behaviour is also demonstrated by the PSDs shown
in Figure 6.23 b). A gap of 10 dB/Hz — 20 dB/Hz is observed between the PSDs of the first harmonic

and the second harmonic at the peaks of the first harmonic upstream.

6.8 Performance

The computational performance is an important aspect in this research in addition to the physical
phenomena. In the current case, the minimum allowable amount of GPUs is 16 due to the
requirement on the memory volume if an output to the FW-H solver is performed. Consequently,
the performance is compared on 16 CPU cores and 16 GPU cards for both the monopole case and

the dipole case. The performance is summarized below:

Table 6-1. Wall-clock time comparisons in seconds.

Case name ‘ Mesh size Wall-clock time (in seconds)
16 GPUs 16 CPU cores Speed-up
Thickness noise ‘ 22.6 M 40420.7 478260 11.9
Loading noise 226 M 58530.7 703478 12.2
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As shown in Table 6-1, 11 hours are necessary for the prediction of the thickness noise on 16 GPUs,

whereas 16 hours have to be spent on the case of loading noise. In comparison, 133 hours and 195

hours are necessary on 16 CPU cores. However, the speed-up on GPUs is not high, about 12 for

both cases. Four causes are analysed here:

1)

2)

3)

4)

Though the overall mesh size in the current case is large, the maximum size of the mesh
block is small, which reduces the overall performance. Recall that, as mentioned in section
4.6, the performance on the GPU increases with the mesh size and the performance on the
maximum mesh block dominates the overall performance. On the other hand, a total of
1704 mesh blocks exist, whereas the largest mesh block contains only 78 K mesh points in
this application as mentioned in section 6.6. The performance of these small mesh blocks
on GPUs is relatively low in comparison to the 3D cases in section 4.6. The overall mesh is
distributed across many small mesh blocks since strong controls have to be made on the
mesh quality via many small mesh blocks, which decreases the overall performance.

The overall performance is reduced by the data transfers among CPU cores though good
loading balance is achieved. In this case, all the mesh blocks are distributed evenly among
GPUs, each of which is distributed roughly 107 mesh blocks and 1.4 million grid points.
However, the connection amount is high and a total 4261 connections exist between all the
mesh blocks. Although these connections are not all the connections between the mesh
blocks distributed on different GPUs, they contribute considerably to the overhead of data
transfer and index transformation, and result in the final performance penalty.

The performance gap between the Tesla K20m GPU and the Intel Xeon E5-2670 is smaller
as tabulated in Table 1-2. In Table 1-2, the gap of Flops in double precision between the
later GPU and CPU drops from 13.4 to 7 which is nearly the half of the gap between the
older GPU and CPU. Consequently, the speed-up also decreases.

The cache size plays a more important role in the speedup of the codes on CPUs over GPUs.
Recall that the performance of the codes with small mesh blocks is high in section 4.6.6.
Data access to the cache, fast access memory on a CPU, is implicitly managed and optimized
by compilers. Therefore, the effect of the cache size on the performance of the codes is
high. The performance on the small mesh blocks is high on CPUs. On a GPU, the shared
memory, fast access memory on a GPU, is explicitty managed by the codes. The
performance on the small mesh blocks is relatively low on GPUs. As a result, the speedup

of the codes on GPUs over CPUs decreases.
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In conclusion, though the speed-up decreases, the GPU still offers a feasible way to fast predict the
large-scale engineering cases. The speed-up can be even higher if the high-order code, SotonLEE, is

more stable on a structured mesh since the size in the mesh blocks can be larger.

6.9 Summary

In this section, the case of propeller noise scattering off an aircraft has been predicted by CAA
methods and the speedup has been evaluated. The numerical methods and sound sources in the
following chapter were kept the same as those in Chapter 5. The research focus was not placed on
the analysis and explanation on physical phenomena but was mainly devoted to demonstrate the
application to a large-scale engineering case and evaluate the true performance of the current

solver in engineering problems.
For the thickness noise radiated by the ring of spinning monopoles, the key findings were:

e The thickness noise is asymmetric with respect to the symmetry plane both around and on
the wing body.

e The thickness noise concentrates on the ring plane of the wing body.

e Therefraction effect of the RANS flow field around the wing body at M = 0.205 is weak and
illustrated again in the current case.

e At far-field, two peaks of the directivity occur corresponding to the propeller positions.

e At far-field, the first harmonic dominates the basic directivity of the overall SPL, whereas
the second harmonic offers important contribution to the valleys of the overall SPL. The
peaks of the overall SPL are dictated by those of the first harmonic. In addition, the amount
of the peaks and valleys of the overall SPL is determined by the amount of those of the first

harmonic.
For loading noise radiated by the ring of spinning dipoles, the key findings are:

e The loading noise is also asymmetric with respect to the symmetry plane both around and
on the wing body.

e The loading noise concentrates upstream the ring plane of the wing body.

e A substantial difference occurs on the ring plane between far-field directivity in the dipole
case and that in the monopole case. It is the second harmonic which dominates the basic
directivity of the overall SPL, whereas the first harmonic plays an important role in the
valleys of the overall SPL. The peaks of the overall SPL are dictated by those of the second
harmonic. In addition, the number of the peaks and valleys of the overall SPL is determined

by the number of those of the second harmonic.
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e At the far-field under the wing body, the first harmonic dominates the basic directivity of
the overall SPL again, whereas the second harmonic offers important contribution at the
valleys of the overall SPL. The peaks of the overall SPL are dictated by those of the first
harmonic. In addition, the number of the peaks and valleys of the overall SPL is determined

by that of the first harmonic.

A speed-up of about 12 was achieved based on the implementations on 16 GPUs and those on 16
CPU cores in the current cases. 11 hours were necessary for the thickness noise computation on 16
GPUs, while 16 hours must be spent on the simulation of the dipole case, which offers an acceptable
wall-clock time for computation of propeller noise scattering off a wing-body at a full scale. The
relative low speed-up in the current case in comparison to those in Chapter 4 has been summarized.

The causes include:

e The relatively small scale of the maximum mesh block size in the current case decreases
the overall performance.

o The overall performance is reduced by the data transfers among small mesh blocks on
different CPU cores.

e The hardware is different, which results in a smaller performance gap between the CPUs
and GPUs. Moreover, the performance of the applications implemented on CPUs benefits
more from the larger cache size on the current CPU chip. Consequently, the speed-up

decreases.
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Chapter 7: Conclusions and Future Work

7.1 Conclusions

Noise generated by aircrafts has become an increasingly important issue with the development of
civil aircraft design requirements. With the increasing demand on the physics of aerodynamic sound
as well as the development of computational power of computers and numerical techniques, CAA
has been increasingly employed to study airframe/engine noise. However, the high computational
cost and the long run-time prevent the widespread CAA application to real engineering problems.
A hierarchy of methods has been developed and utilized to accelerate the implementation of CAA
simulations, including the CAA hybrid methods on the physical aspect, the CAA numerical schemes

on the numerical aspect and the HPC method on the implementation.

The aim of this research was to accelerate an existing high-order, CAA scattering solver, based on
finite difference method, on multiple GPUs and investigate the refraction effect of the boundary
layer on propeller noise computationally, and finally apply it to a large-scale engineering case.
Consequently, this research was divided into three phases: the development of the CAA programme
the investigation of the refraction effect of boundary layer computationally, and the application on
engineering problems. First, this research employed the GPU to reduce the wall-clock time of an
available CAA scattering solver which features the CAA hybrid method and the numerical schemes
with high-order accuracy, low-dissipation and low-dispersion. Second, the propeller noise
scattering off a cylinder with boundary layer was investigated computationally using the new CAA
scattering solver. Finally, the propeller noise scattering off a full-scaled wing body was predicted

and the computational performance was analysed.

7.1.1 Numerical Methods

At the development phase, the research focused on the development of efficient algorithms and
strategies of implementation of the existing high-order CAA solver, SotonLEE, on multiple GPUs.
First, it was found that the computation of prefactored compact scheme is the most computing-
intensive part and dominates the overall performance of the current CAA solver. The other
subroutines do not contribute considerably to the overall performance. Consequently, the key to
the efficient solution of the current CAA solver on a GPU is to find an efficient solution of the
optimized prefactored compact schemes. Second, the optimized prefactored compact schemes
give rise to bidiagonal matrices. As a result, the key to the efficient solution of optimized

prefactored compact schemes on a GPU is to find an efficient solution of bidiagonal matrices. Three
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methods were employed for the first time to solve the bidiagonal matrix on the GPU, namely
Natural method, PCR method and MatMul method. The PCR method is the most efficient in 2D
computations and in large-scale 3D computations. The MatMul method is efficient in small mesh
block size in 3D computations whereas the Natural method achieves poor performance. Third, in
the development of algorithms, it was found that the memory access pattern plays a key role in the
performance of an application implemented on the GPU. The memory access pattern contains
coalesced memory access and redundant memory access. The coalesced memory access results in
high performance whereas the redundant memory access causes performance penalty. Fourth, the
anisotropic memory access pattern was investigated for the first time. The poor performance of the
Natural method results from the redundant memory access in the x direction whereas the PCR and
MatMul methods achieve good performance with the aid of coalesced memory access pattern in
the x direction. However, the redundant memory access in the y and z directions still exists for the
PCR method. Finally, a hybrid method has been proposed in terms of anisotropic memory access
pattern. It combines the best performance of different algorithms and achieves the highest
performance in 2D and 3D computations. Accordingly, the solving strategy has been also

formulated dependent on the mesh sizes.

In terms of different memory access pattern, subroutines in SotonLEE were categorized into five
types: implicit stencil type, explicit stencil type, point-wise type, unstructured gather type and
reduction type. Accordingly, different types of subroutines have been applied with different parallel
strategies. The “tiling method” was applied to the explicit stencil type whereas the unstructured
gather type was paid much attention on the index transformation. The reduction type was
investigated by using Harris Kernel 3. In addition, the cost of data transfer between multiple GPUs
has been mitigated by using the GPUDirect. The new solver, SotonLEE_GPU, achieves a series of
speed-ups over multiple academic and engineering cases. For 2D computations, the maximum
speed-up achieves 78 for the 2D cylinder case whereas the peak speed-up achieves 54 for the 3D

engine bifurcation case.

7.1.2 Introduction of Propeller Noise Source into LEE

At the second phase, the study investigated the scattering of the noise of a single propeller off a
cylinder by using the CAA method for the first time. In LEE, the thickness noise of a propeller is
imitated by a ring of spinning monopoles, introduced into LEE by the term s; in the continuity
equation or ss in the pressure equation. The loading noise is modelled by a ring of spinning dipoles,
introduced into LEE by the terms s;, s; and s; in the momentum equations. The Dirac Delta function
in the monopoles and dipoles is smoothed by the 3D Gaussian distribution in which the parameter

o plays a key role in the numerical implementation. The numerical solution of a ring of spinning
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monopoles in the free space was calibrated to analytical solution of Hanson’s method in the
frequency domain and Farassat’s Formulation 1A in the time domain. It was found that the PPW of
the mesh at the acoustic source region plays a key role in the amplitude of the acoustic propagation.
The PPW of the mesh at the source region must meet the requirement of PPW of the numerical
schemes to mitigate dispersion error. The amplitude of the acoustic wave must be modulated to
be calibrated to the analytical solution. After the calibration, the numerical solution corresponds
well with the analytical solution. Before CAA simulations, the contribution of each harmonic can be
identified by the analytical solution. Consequently, the highest order of the harmonic that should
be resolved can be identified. The mesh size in the numerical simulation can be determined

basically.

7.13 Propeller Noise Scattering off a Cylinder with Boundary Layer

In the LEE implementations, the mesh only resolved the first harmonic since the contribution of the
second harmonic was much smaller. A validation was firstly performed between the results
obtained by LEE and those from CESM. The good agreement between the results validated the
source model, numerical methods in SotonLEE and PPW of the mesh. Then, the LEE implementation
has been employed to investigate the scattering of propeller noise off a cylinder and the refraction

effect of the boundary layer.

On the cylinder wall, both the thickness noise and loading noise behave like a Gaussian distribution
along the stream-wise direction. The SPL drops sharply when the observer is some distance away
from the ring plane. The propagation of thickness noise concentrates on the ring plane whereas
that of loading noise inclines upstream. At far-field, the directivity contains many peaks and valleys
due to the reflection of the cylinder wall. The SPL directivity on the ring plane and on the ground
behaves like a Gaussian distribution with respect to the observer position with the peak occurring
at the same side as the propeller. At low Mach number case, the refraction effect of the boundary
layer was found negligible whereas the refraction effect is significant at Cruise Mach number
computationally. The boundary layer reduces the SPL on the cylinder and far-field directivity
upstream of the ring plane. Extensions of computation at M = 0.3 and 0.4 have been performed to
determine at which Mach number the refraction effect of boundary layer becomes important. The
difference between results in the absence of boundary layer and with a realistic boundary layer
showed that the refraction effect of the boundary layer starts to be important when Mach number

is larger than 0.3.

On performance, 9 minutes are necessary for the cylinder cases on two GPUs at the low Mach

number, whereas 24 minutes must be spent at the cruise Mach number since the total mesh size is

146



Chapter 6

larger. A speed-up of between 21 and 26 is achieved in the low Mach number cases running on two

GPUs whereas the speed-up is roughly 30 in the cruise Mach number cases.

714 Propeller Noise Scattering off a Wing-Body at a Full Scale

At the application phase, the study predicted the scattering of the double propeller noise off a wing
body with a real size. This case is an extension of the cylinder case on the complexity of the CAA
mesh and the computational cost. The performance on GPUs and on CPU cores has been recorded

and compared.

When both propellers rotate in the counter clock-wise direction viewed by an observer
downstream, the acoustic field on the wing body wall and around the wing body is asymmetric with
respect to the symmetry plane of the wing body. The propagation of thickness noise concentrates
on the ring plane whereas that of loading noise inclines upstream. At far-field, two peaks of the
directivity occur corresponding to the propeller positions. On the ring plane, the shape of the
overall SPL of thickness noise is dominated by the first harmonic, whereas the second harmonic
contributes significantly at the valleys of the overall SPL. The second harmonic dictates the basic
shape of the overall SPL of loading noise whereas the first harmonic contributes considerably to the
valleys of the overall SPL. On the ground at the far-field, the first harmonic dominates the overall
SPL again, which is similar to that in the thickness noise. The second harmonic contributes
considerably to the valleys of the overall SPL. In addition, the refraction effect of the non-uniform

flow around the wing body is demonstrated weak and can be ignored.

On performance, 11 hours are necessary for the thickness noise computation on 16 GPUs, while 16
hours have to be spent on the simulation of the dipole case, which offered an acceptable wall-clock
time for computation of propeller noise scattering off a wing-body at a full scale. A speed-up of
about 12 is achieved in the current cases. The causes on the performance have been analysed:
including the overall mesh size, the largest mesh block size, the cache size on the CPU and difference

between the hardware used in IRIDIS 3 and IRIDIS 4.

7.2 Future Work

In this research, some deficiencies were found in the current CAA solver. Some possible topics are

suggested here to make the solver more robust in future work:

e Improvement of the far-field boundary conditions. It was found that the far-field condition

was the main bottleneck when the scattering of dipole noise was simulated in LEE. More
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sophisticated far-field conditions should be incorporated into the current solver to reduce
the dimension of the physical domain and to mitigate the reflection.

e Robust support of 3D O-mesh. It is found that the 3D O-mesh is not well sustained in the
current solver when it is close to the solid wall. The simulations using the 3D O-mesh around
the solid wall blows up at the block interfaces in the current solver since the smoothness
the mesh is not good enough. This causes the numerical flux through the interface non-
conservative. Therefore, it makes the mesh generation difficult and time-consuming, and
increases the total mesh amount. The new interface conditions [168] can be probably

utilized to improve the support of the 3D O-mesh in future work.

Regarding the scattering of the propeller noise, more investigations are suggested below for future

work:

e Investigation of distributed source: In this research, only point sources were investigated.
The distributed sources must be investigated if further application to the engineering
problem is to be performed.

e Investigation of higher harmonics: In this study, only the first and second harmonics were
investigated. The higher harmonics were proved to be unimportant. However, the higher
harmonics might contribute, to some extent, at the valleys of the overall SPL. In addition,
the refraction effect of the non-uniform flow is stronger when the acoustic wavelength is
shorter. The refraction effect of the boundary layer on higher harmonics should be
investigated.

e Reduced investigated geometry downstream from the ring plane: In this study it was found
that the propagation of the thickness and the loading noise mainly concentrates near the
ring plane and upstream. The SPL some distance away from the ring plane downstream is
much smaller in comparison to that on the ring plane. This implies that the geometry some
distance downstream from the ring plane might be removed to reduce the total number of

mesh points and the computational cost in future work.
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Glossary of Terms

Access Latency
The time between a request for an access to the RAM being issued, and the data becoming available
Anisotropic memory access pattern

Different memory access strides in the x, y and z direction. The memory access stride refers to the

interval between two elements in an array accessed by two adjacent loops.
Array padding

Allocating dummy additional elements at the end of an array to match the size of a cache and to

improve the cache use

Data race

Multiple write operations or write and read operations occurring simultaneously on the same RAM
Load balancing

Workloads are divided into many small portions which are distributed across working tasks. Load

balancing aims to distribute the workloads as evenly as possible.
Thread

A process is an instance of a program implemented on a computer. It may contain multiple
concurrent threads. A thread is a component of a process. Multiple threads share the instructions

and some variables of a process.
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