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Abstract—Small cells in millimeter-wave (mmWave) band are
able to provide multi-gigabit access data rates, and have eznged
as a cost-efficient solution to offer interference-free deue-
to-device (D2D) communications. In order to improve system
performance and enhance user experience, direct transmisss
between devices should be scheduled properly. We first prope a
transmission scheduling scheme for radio access of smalllisein
mmWave band, termed directional D2D medium access control
(D3MAC), whereby a path selection criterion is designed to
enable D2D transmissions. Through extensive simulationsye
demonstrate that D3SMAC achieves near-optimal performance
and it outperforms other schemes significantly in terms of diay
and throughput. Based on this near-optimal scheme, we then
evaluate the impact of user behavior, including traffic modeand
traffic load as well as user density, denseness and mobilitpn
the performance of D2D communications in mmWave small cells
Our study reveals that the performance of D2D communicatios
is improved as the user density and denseness increase, bhtst
effect is only obvious under heavy traffic loads. Furthermoe, user
mobility is shown to be another important factor that influences
the performance of D2D communications in a complicated way.
System performance is first improved as the average user spie
increases from static, but performance is degraded signifantly
when the user speed becomes high.

Index Terms—Device-to-device communications, millimeter-
wave, small cells, user behavior, scheduling

I. INTRODUCTION

On the other hand, there has been an increasing interest
in deploying small cells underlying the conventional homog
neous macrocell network in the design of the next-genaratio
mobile communication [4]. This network deployment is usu-
ally referred to as heterogeneous cellular networks. Small
cell in millimeter-wave (mmWave) is a promising technology
for future cellular networks to provide high data rate com-
munications. Unlike existing communication systems which
use lower carrier frequencies (e.g., from 900 MHz to 5 GHz),
mmWave band small cells suffer from high propagation loss.
The free space propagation loss at 60 GHz band is 28
decibels (dB) more than that occurred at 2.4 GHz [5]. Due
to the directionality and high propagation loss, howevee, t
interference between mmWave links is minimal. This is hjghl
advantageous to D2D communications which involve discov-
ering and communicating with nearby devices. Therefore, th
potential of D2D communications in mmWave small cells to
enhance the network performance is great. Proper schegdulin
over radio access for D2D transmissions in mmWave small
cells is vital to fully realize this potential.

Moreover, it is necessary to investigate the fundamental
factors that influence the achievable performance. Saufferi
from high propagation loss, mmWave D2D communications
can only achieve high transmission rates when two UEs are lo-
cated near to each other without obstacles between them. The
distribution of UEs is therefore a key factor and consedygent

Mobile data traffic is increasing rapidly, and a 1000-folthe influence of the density and denseness of UEs to the

increase by 2020 is predicted [1]. In order to increase neobiéchievable system performance must be carefully investiga
network capacity so as to meet the ever-increasing demahda cellular network, D2D communications exploit spatial
device-to-device (D2D) communication is proposed to emahieuse by offloading mobile traffic. However, the offloading
devices to communicate directly, which offers an undengyi capability varies under different traffic loads and moddsse
to the cellular network for improving spectral efficiency],[2 factors also impact the performance of D2D communications.
[3]. Under the control of base stations (BSs), user equigggneiMoreover, current related works mainly considered network
(UEs) can transmit data to each other through direct linlssenarios with static UE distribution. In other words, the
using cellular resources instead of through BSs. Conséiguerissue of mobility has not been fully investigated. Although
it enables physical-proximity communication, which savesurrent researches are meaningful for studying specifiescas
power while improving spectral efficiency dramatically. D2 or snapshots of D2D communications in real-world cellular
communication is expected to be a key feature supported tgtworks, they did not unveil the impact of user mobility
next generation cellular networks [3]. on the achievable system performance. UE mobility not only
causes the dynamic changes of network topologies, but also
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assess the impact of mobility on D2D performance.

Aiming to address the above problems, we propose a trans-
mission scheduling scheme, termed directional D2D medium
access control (D3MAC), for D2D transmissions in mmWave
small cells. In a D3MAC enabled cellular system, whenever
direct link between the sender and receiver of a flow has
high channel quality, the direct transmission will be adapt



instead of transmission through BSs and backhaul networks. 1. RELATED WORK

Therefore, the proposed D3MAC fully exploits direct trans- Recently, a number of studies have investigated mmWave
missions between devices to improve network performancetgbhnmogy for cellular networks. Wit al. [7] discussed six
terms of throughput and delay. Based on our proposed schegg, elements to enable mmWave communications in future
we evaluate D2D communication performance in both staligs networks and addressed some possible approachest Wu
and dynamic networks. Specifically, we assess the syst@ing] defined and evaluated important metrics to characterize
performance under different UE density gnd densenesﬁctraﬁmmmediaqua”ty of service (QoS) and designed a QoS-awar
loads and modes as well as user mobility, to analyze hQwheduling scheme. In terms of small cells in the mmWave
theses factors affect D2D communications. The contributigyangs most works focused on using bands in 28GHz, 38GHz
of this paper is three-fold, as summarized in the following: gng 73GHz to attain communication ranges in the order of

« We formulate the scheduling problem over radio acceg§0m or even more [9]. Zhet al. [10] proposed a 60GHz
with direct transmissions between devices into a mixgticocell architecture to augment with existing LTE netwsork
integer nonlinear program (MINLP), which minimizes thdor achieving a significant increase in capacity.
number of time slots to accommodate the transmissionWWe focus on the performance of D2D communications in
demand. Concurrent transmissions, i.e., spatial reuses, ®mWave cellular networks. By contrast, majority of the exis
explicitly considered. To solve this problem, we proposié‘g researches have been conducted on D2D communications

an efficient near-optimal scheduling scheme, referred i lower frequencies. Liret al. [6] provided an overview of
as D3MAC, which consists of a path selection criterioR2D standardization activities in 3GPP and identified salver
and a transmission scheduling algorithm. The priority dgchnical challenges. Qiaet al. [11] proposed an effective
D2D transmission is characterized by the path selectiggsource sharing scheme by allowing non-interfering D2D
parameter of the path selection criterion, while conculinks to operate concurrently. Although D2D communication
rent transmissions are fully utilized in the transmissiofay bring enhancement for spectral efficiency, it also cause
scheduling to maximize the gain of spatial reuse. interference as the result of spectrum sharing. For mmWave
« We evaluate the impacts of UE distribution and traffi®2D communications, current researches have mainly studie
demand as well as traffic mode jointly on D2D commuthe problems of power control [12], resource allocation][13
tations underlaying mmwave small cells. Specifically, wand interference management [14], [15]. Taking advantdge o
observe that generally increasing UE density and dendigh propagation loss and the use of directional antenn2b, D
ness benefits D2D communications, but under light trafflt\ks can be supported in mmWave 5G networks to enhance
loads this improvement is barely observable. In additioR€twork capacity and improve spectrum efficiency. Instefad o
highly erratically arriving traffic flow degrades the D2Diust focusing on transmission schemes or power control, we
performance, especially under heavy traffic loads adfdrther investigate the factors that have important impact
with low UE density and denseness. Explanations akR2D communication and evaluate how these factors influence

given on how these factors affect D2D communicatiori§€ achievaplg performance.

and network performance. Some existing studies have analyzed the performance of
« We carry out the study not only in static networks bup2D communications underlaying systems. ¥t al. [12]

also dynamic networks to evaluate the impact of UEvaluated the performance of D2D communication by consid-

mobility on D2D communications. It is observed that th&fing a scenario where only limited interference coordamat

performance is improved under low UE speed, where tfgtween the cellular and D2D communications is possible. Th

mobility enables more D2D pairs to establish, comparé¥orks [16], [17] evaluated the D2D systems under different

to the static case. However, D2D communications peffansmission schemes or mode selection mechanisms. These

form poorly in high UE mobility networks as a result oféXisting works have focused on the scenario of micro-scale

the frequent changes of D2D pairs. cellular networks with lower frequencies. By contrast, we

) ) ) ) extensively consider the key factors related to user Bistion
This paper is organized as follows. After presenting the rgny traffic demand, and investigate their impacts on the

lated work in mmWave cellular network and D2D communicgserformance of D2D communications in mmWave small cells.
tions in Section II, Section Il introduces the system mat® 14 the best of our knowledge, there exists no previous study

overview. In Section IV we formulate the scheduling probleng, a1yating the influences of user behavior and traffic demand
for radio access in mmWave small cells, while Section V is dgy, p2D communications in mmWave small cells.

voted to our proposed D3MAC scheme, which includes a path
selection criterion and a transmission scheduling allgoritin
Section VI, we demonstrate that D3MAC is able to achieve a
near-optimal performance in terms of network throughpat aft- System Model

transmission delay. We also evaluate the impact of UE densit Fig. 1 illustrates a typical scenario for dense deploymént o
and denseness as well as traffic load and traffic mode wmWave small cells underlying the cellular network. In each
the performance of D2D communications in static networksmall cell, there are several UEs and an access point (AP)
We then involve UE mobility in the discussion and evaluatehich synchronizes the clocks of UEs and provides access
its impact on the D2D communications in Section VII. Weservices within the small cell. The APs form a mmWave wire-
conclude the paper in Section VIII. less backhaul network, and the backhaul links are optimized

IIl. SYSTEM MODEL AND PROBLEM OVERVIEW



60 GHz its transmission rate by;, ... For two nonadjacent links, we
small cells adopt the interference model in [23]. Specifically, for bnk
(si,r;) and(s;,7;), the received power from; to r; can be
calculated according to

Prj,si - .fsi.,'rj kOPtli’Y (1)

Si,T57

where P, is the transmission power that is fixed, =
10PE(d0)/10 js the constant scaling factor corresponding to
the reference path losBL(dy) with do equal to 1m/,, ., is
<«— —>» Backahul —S—— Access =~ 7. Device to Device the distance between nodg and noder;, and~ is the path
Fig. 1. [lllustration of dense deployment of mmWave smallscehderlying loss exponent [23]'. The dlr.eCtlonal indicatdy, ,, indicates
macrocell network. whethers; andr; direct their beams towards each other. If
this is the casef, ., = 1, otherwise,f;, ., = 0. Thus, the
desired signal to interference plus noise ratio (SINR)-at

order to achieve high channel quality and reduce mtert&renlqﬁnoted by SINR,,.., can be calculated according to

Therefore, we assume that the backhaul links are fixed w

optimal scheduling, and we focus on the radio access, where ko Pl
D2D communications are enabled and traffic demands can be SINR;; ., = WNo+p S forrkoPids . 2
transmitted through direct links between nearby UEs imstea 07 F S Jooms M0t ttont;

of through the backhaul network. Some APs are connect\%erep is the MUI factor related to the cross-correlation

to the Internet via high Sp?e.d wired connections, V.VhICh a%¥ the signals from different linksly is the bandwidth, and
called gateways. The remaining APs must communicate W?\}?

a gateway in order to send (receive) data to (from) the letern (;)islz Egg] og(e);sl:gi(d -poygle'[hsepren?:i?ni?:g% Igft\(/)vrsnée (f)?tui??an
To overcome huge path attenuation, both the UEs and APS ' SisTi)y PP

achieve directional transmissions with electronicallyesable ransmission rates_i_“. is denoted aMS(CS“?’)' Therefore,
o . . concurrent transmissions can be supported if the SINR df eac
directional antennas by the beamforming technique [18].

X . _ link (s;,7;) is larger than or equal t8/5(c,, r,).
In the system, there is a centralized controller in the netwo There are two kinds of flows transmitted in the network,

_[19]’ W_hiCh usgally resides on a_gatgway. The system reeoUtfie flows between UEs and the flows from or to the Internet
is partitioned into non-overlapping time slots of equaldén ateway). We assume there a¥g flows in the network. For
and the controller synchronizes the clocks of APs. Then tt% w i, its traffic demand is denoted &s The traffic demand
clocks of UEs are synchronized by their corresponding APRSactor for all the flows is denoted by, alx N; row vector

There is a bootstrapping program in the system, by which e, ,oth element ist;. For each flow, there are two possible
chentlral cpntr_olller knqws tt;e up-to-gate network topology a transmission paths in the system, ordinary path and diggbt p
the ch’“‘t'on n ormat|0nq APS and UEs [20], [21]. A flow transmitted via an ordinary path is inherently multi
In this system, transmissions occur on two types of pathgpps, while a flow transmitted via a direct path is single hop.
ordinary and direct paths. A direct path is a direct transiois oy thejth hop link of the ordinary path for flowi, we denote

path from source (a UE) to destination (another UE), whiGls sender asy, and receiver as;,,, and denote this link as

does_not pass Fhr(_)ugh the backhaul netwc_)rk. An prdlna 0(.),7“{’(.)). We denote the direct link of flow as (s¢, r¢),
path is a transmission path through APs, which may includeg ("’ ‘(i o .

) . . ith s¢ as the source and as the destination. If no confusion

the access link from the source to its associated AP, the . P

. .. IS'caused, the superscriptsand/or® may be dropped.

backhaul path from the source’s AP to the destinations . .

. .. Let the maximum number of hops of the ordinary paths

AP or gateway, and the access link from the destination’s L e
. o . . .~ pe H,.x. Then for each flowi, its 1 x H,,.x transmission-
associated AP to the destination. The achievable tranmmssralte vector on the ordinary path is denotedeaswhere each

rates for ordinary paths and direct paths can be obtained via yPp ps

. o
channel transmission rate measurement procedure [22jidn R?\I/ementcl(i) represents the transmission rate of ttfe hop.

: : . e also denote th#/; x Hy,,x transmission-rate matrix for the
procedure, the transmitter of each link transmits measeinem rdinary paths of ali flows bE?, whoseith row is simplyc?
packets to the receiver first. Then with the measured signal yp ' plyc,.

) . . . ; he transmission rate of the direct path for flevis denoted
noise ratio (SNR) of received packets, the receiver eséimat L )
ascy, and thel x N; transmission-rate vector for the direct

the achievable transmission rate, and determines apptepri ; ) 4
modulation and coding scheme by the table related the Sl&ﬁths of all flows is denoted as, whoseith element is:{.

value with the appropriate modulation and coding scheme. _ _

With directional transmissions, there exists less interfeB- Operation Procedure and Problem Overview
ence between links. Under low multi-user interference (MUl The proposed D3MAC is a frame based medium access
concurrent transmissions can be utilized [23]. In the systecontrol (MAC) protocol similar to the frame-based schealgli
all nodes are assumed to be half-duplex, and two adjacelirectional MAC (FDMAC) of [24]. Each frame consists of a
links cannot be scheduled concurrently since each node lsakeduling phase and a transmission phase, and the sctgeduli
at most one connection with one neighbor [24]. We denotwerhead in the scheduling phase can be amortized over
the link ¢ from senders; to destinationr; by (s;,r;), and multiple concurrent transmissions in the transmissionspha



as in the FDMAC of [24]. In the scheduling phase, AP pollthat the direct link of A-B can transmit 3 packet in one time
its associated UEs successively for their traffic demands aslot and the direct link of €D can transmit 2 packet in one
reports to the central controller through the backhaul nétw time slot.

Based on the transmission rates of links, the central clietro  Clearly, for each flow, we needs to first select the optimal
computes a schedule to accommodate the traffic demandsrafsmission path between its direct path and ordinary. path
all flows. Then the central controller pushes the schedule The optimal schedule should accommodate the traffic demand
the APs through the backhaul network and each AP pushsfglows with a minimum number of time slots. In other words,
the schedule to its UEs. In the transmission phase, UEs awhcurrent transmission should be fully exploited in thieesk

APs communicate with each other following the schedulde. For the example of Fig. 2, the direct links of the both #ow
until the traffic demands of all flows are accommodateghould be enabled to enhance performance. According to
The transmission phase consists of multiple stages, andawmdd, these two flows need 2 and 4 slots to clear their traffic
each stage, multiple links are activated simultaneously fdemands, respectively, and moreover the two direct paths ca
concurrent transmissions. In the schedule computatiom, the scheduled for concurrent transmission since they have no
transmission path should be selected optimally between #@mmon nodes. Therefore, only 4 time slots are needed in
direct path and ordinary path for each flow, and the schedutgal. This simple example clearly shows that the seleatibn
should accommodate the traffic demands of flows with teansmission paths for flows has a significant impact on the
minimum number of time slots to fully exploit spatial reuse efficiency of scheduling and concurrent transmission sehed
ing should be optimized to improve transmission efficiency,
which is the basic idea of the proposed D3MAC.

IV. PROBLEM FORMULATION AND ANALYSIS

A. Radio Access Without Enabling D2D Communications

We begin by formulating the transmission scheduling prob-
lem without introducing D2D communications, where the
traffics of all flows are transmitted only through ordinary
paths. Since there are only ordinary paths, we drop the
superscrip?f. Given the traffic demand of flows, to maximize
the transmission efficiency, we should accommodate thictraf
demand with a minimum number of time slots [24]. Assume
that the schedule hak stages, and the number of time slots
— >  Backahul —>> Access —=> Device to Device of the kth stage iss*, while the duration of a time slot is
denoted as. The total number of time slots of a schedule is
then>_~ | §*. For each flowi, we define the number of hops

Let us illustrate the basic idea of D3MAC with Fig. 2/for its ordinary path as its hop numbéf;, and we further
where there are three small cells. In cell 1, UEs A and C a#éfine a binary variablé® ; to indicate whether thgth hop
associated with AP1, and in cell 2, UE B is associated wiff the ordinary path for flow is scheduled to transmit in the
AP2, while in cell 3, UE D is associated with AP3. Assuméth stage. For any two linkés;, ;) and(s;,r;), we define a
that there are two flows in the network;-AB and G—D. The binary variablel(s;, r;; s;, ;) to indicate whether these two
traffic demands of A-B and G—D are 6 and 8, respectively, links are adjacent. If they aréd(s;,r;; s;,7;) = 1; otherwise,
and thusd = [6 8]. Numerically, they are equal to the numbef (si, 7i;5;,7;) = 0. In a schedule, if a link is scheduled
of packets to be transmitted, assuming that the packetHen#it one stage, it will transmit as many packets as possible
is fixed. The transmission rate matrix for the ordinary pathtil its traffic demand is cleared. Then, the link will not be
of flows obtained by the measuring procedure is active in the remaining slots of this stage. Since conctrren

transmissions interfere with each other, the SINR of ftre
(3) hop of the ordinary path of flow can be expressed as

Fig. 2. An example of D3MAC with three small cells.

co_{2 3 2}’

2 4 2

N
which indicates the transmission rates of links—AP1, INR; ;) = Priyosia bj(i,) (4)
AP1—AP2 and AP2:B are 2, 3 and 2, respectively, while TOWNo+ Y Y Prgysa 'bﬁ(u)’
the rates of links G:AP1, AP1-AP3 and AP3-D are 2, 4 w v(u)#4 (i)

and 2, respectively. If direct transmission is not enablieelse wheres;(; andr;(;, denote the transmitter and the receiver of

two flows cannot be scheduled for concurrent transmissi% jth hop of the ordinary path for flov. The transmitting
due to the half duplex restriction. Thus according@ and (4te of link (S @ T.(‘)) is therefore expressed as
J(2)r» 7 7

d, these two flows need 8 and 10 time slots to clear all the
traffic demands, respectively, and this will take up 18 siots cjiy = nWlog, (1 + SINRj(i)), (5)
total. On the other hand, the transmission rate vector fer th

two direct paths is measured to bé = [3 2]. This indicates wheren € (0, 1) is the efficiency of the transceiver design.




Regarding the system constraints, first, all traffic deman&gcond, all traffic demands should be scheduled, and hence
should be scheduled, which can be expressed as K
K > 0T (bl + clak) > di, Vi andj(i)=1,2, -, H,.
;5 ¥ > dis Viandj(i) = 1,2, H;.  (6) k=1 14

o . . . Each link can be activated at most once in a schedule, which
To avoid frequent beamforming or steering, each link can be

activated at most once in a schedule, which means that can be expressed as

1, if d; >0, 1, if d; >0,

K
K
. » bk + ’-“—{ "’ Yiandj(i)=1,2,---, H.
30 ={ 0, Grerwise 1 2000 =12 B () 200! otnerise ¥ 2190
k=1

(15)
Adjacent links cannot be scheduled concurrently in the samejacent links cannot be scheduled concurrently in the same
stage due to half-duplexing, which can be expressed as  stage, which requires the followings.

Vi, j (i), u, v(u), k andw(u) # j(i) : ) Vi, j (i), u, v(u), k andv(u) # j(i) :
k k i . — H o o o o
iy 05y =1 it 1(sj0), 750003 Su(uys To(w)) = 1. b?(i) + bﬁ(u) <1if I(Sj(i)7rj(i);Sv(u)’rv(u)) =1
The jth hop of the ordinary path for flowshould be scheduled v; ,, 1 andu £i:abrak < if I(sd pd. gd Td) =1; (17)
ahead of thgj + 1)th hop, which means that o LT e ’
Vi, j(i)=1,2,--- ,Hi—1andK =1,2,--- , K :

(16)

Vi, u, v(u), k andu # i :
af + by < LI I(sfrds s ) =1

(A7)

(18)
Ko Ko . ) . —
> by = 20 by I Hi > 1 To enable concurrent transmissions, the SINR of each link in
k=1 k=1 _ _ _the same stage should be able to support its transmissien rat

Therefore, the optimal scheduling problem without enablinyhich means that for both direct path and ordinary path the

D2D communications (P1) is formulated as follows: followings must hold:
K . o f .
min 3 &%, 10) SINR} ;) = MS(c5)) - Ujiays Vi j(i),k,  (29)
k=1
s.t. Constraintg6) to (9) hold. SINR! > MS(cf) - a¥, Vi,k, (20)

B. Radio Access with Enabling D2D Communications v_vhere]\_/[S(c;?i ) dgnotes the minimqm SINR required fqr the
jth ordinary-path link to support flowat the rater;?(i), while

We now include D2D communications into the scheduling\,/[S(Ct_i) is the minimum SINR required for the direct-path
where each flow can choose using either the original path

Ik tozsu ort flowi at the ratec?. Lastly, the constraint (9
the direct path. Define a binary variahi to indicate whether PP ! ! 4 ©
the direct link of flows: is scheduled to transmit in thith

is still required.
Therefore, the problem of optimal scheduling (P2) where
stage, i.e., if this is the casé’ = 1; otherwise,a® P P uling (P2) w
SINRs of thejth hop of the ordinary path for flow and the

=0.The D2D communications are enabled is formulated as follows:
K
direct path for flow: in the kth stage, denoted by Sll\j‘g) min 3 6%,

and SINF?, respectively, can be expressed as
SINRj;) =

= (21)
s.t. Constraintg9), (13) to (20) hold.

By solving Problem P2, we can obtain the optimal scheduling
Pro 52 -bf(i) solution for the network, which minimize the slots needed fo
WNo+p> S o g0 - g(u) P> Pro - ak’ transmissions. However, Probl_em P2 is an MINLP as some of
w ()2 TP p W the constraints in P2 are nonlinear constraints.

(11)
V. THE D3MAC SCHEME

SINW = It is computationally unacceptable to use an exhaustive

P g -a¥ search to solve P2 for practical networks with mmWave
= - (12) small cells where the duration of a time slot is only a few

W N Pi,.o -bF P, -ak . - .
o+p2u:7%£) St ) +p1§i risg " dp microseconds. Therefore, we opt for a heuristic algorithm

o ) ) ) with low complexity to obtain a near-optimal solution sottha
The transmitting rate of linKs?;), 7%, ) is therefore given by e scheduling scheme can be implemented in practice. We
%y = nW logy (14 SINRj ;) ), while the transmitting rate of solve this MINLP by two steps. At the first step, we select
link (sé,7d) is ¢f = nWlog, (1+ SINRY). an appropriate transmission path, either a direct path or an
Next let us analyze the system constrains. First, each flesdinary path, for each flow. If the direct path has high clenn
can choose either an ordinary path or a direct path to transipiiality and can achieve higher transmitting capabilitynttize

data, which indicates that ordinary path, we choose the direct transmission. At thersgc
H; . i ak—0 step, we accommodate the traffic demand of flows with as few
Vi, k Z bf(i) = { O“ it a}; B 1’ (13) time slots as possible by making full use of every slot and
J(0)=1 ’ == enabling concurrent D2D links as many as possible.



A. Path Selection Criterion

To control the interference, we set a thresheld, and the

For flow i, let p¢ denote its direct path ang? denote its contention graph is constructed in the way that if the maximu
ordinary path. FOZI' the direct transmission pathwith the interference between two vertices is less than the thrdshol

transmission ratezd. we define its transmission capability a

i

A (pf) = CZ? .

Further assume that the ordinary pathhasH.,.x, hops, and
the transmission rate of itgth hop iSC?(pQ). We can define

transmission capability of the ordinary patp as

o 1
Apf) = Honon,
1

=1 S

(22)

(23)

d-e., ifw,; < o , there will be no edge between these two
vertices. Otherwise, there will be an edge between thenreThe

is always an edge between any two adjacent hops since they
cannot be scheduled for concurrent transmissions due to the
half-duplex assumption. We denote the contention graph by
G(V, E), whereV denotes the set of vertices in the contention
graph, andt denotes the set of edges in the contention graph.
We refer to two vertices as neighbors if there is one edge
between them in the contention graph. For any vertexV,

we denote the set of its neighboring vertices Nyv). We
further define the weight of vertex as the number of time

For each flowi, we choose the path with higher transmissioflots that the hop needs for transmission, denoted Y.

capability between its direct path and ordinary path. Tioees

the path selection criterion can be expressed as

. A(p?) d
> B

wi:d Alpe) ~ f, choosep, (24)
otherwise choosep?,

where s > 1 is the path selection parameter. The smafler
the higher the priority of direct transmissions betweenais:

Algorithm 1: Path Selection

1 Input: SetsP? and P¢;

2 Output: The set of selected paths for all the flows

3 Initialization : P = ();

4 for each flow: do

5 | Obtain A(p?) and A(pf);

if M > 3 then
A(p?)

| P=PuUpf;

else

| P=PuUpj;

10 Return P.

The pseudocode of the path selection process is presented ir

The pseudo-code of our transmission scheduling algorithm
is presented in Algorithm 2. To manage the interference
between concurrent transmitting hops, hops with an edge
between them in the contention graph should not be scheduled
in the same time. Hence, we first obtain all the hops that can
be scheduled currently at stageand build the contention
graph (ines 6 and 7), based on the which we schedules the
unscheduled hops of flows iteratively in non-increasingeord
of weight with the conditions for concurrent transmissions
satisfied ljnes 8 to 19). Inline 11, a hop in** can either

Algorithm 2: Heuristic Transmission Scheduling

1 Input: The set of selected paths for all the flows in stage
k, denoted byP*;

2 Output: {HFIU" | 5k

3 Initialization : Obtain the set of all the hops iR*,
denoted byH*; u = 0; 6¥ = 0;

4 while |H*| > 0 do

5 | u=u+1, HE=0;¢F=0;

6 Obtain all the hops that can be scheduled currently

into the set/; ~

7 | ObtainGE(VE, E¥) based ortH;

s | while [H| >0 do

Obtainv € V¥ with the largest weightV,;

Algorithm 1, whereP° and P? denote the sets of all potentiakg HE = HE U
pathsp? and p¢, respective, while the se® contains all the 1, for each hop(s;(;), 7i(;)) in HE do
selected paths for all the flows. 12 Obtain SINR, ;) 7,y
13 if SINR, ;) ., < MS(ci(;)) then
B. Heuristic Transmission Scheduling Algorithm 14 L Hy = Hfi \v;
We propose a heuristic transmission scheduling algoritﬁ?n Go to line 18

to accommodate the traffic demand of flows with as few time
slots as possible by fully exploiting spatial reuse. In orge 16

Cﬁ = max{ ’57 Lcl(d]l)TJ}’

manage the interference effectively by choosing propershdp
for concurrent transmissions, we introduce a contentiaplgr 18
to depict the contention relationship between hops. In the

H="H\N(@);
H="H\v; _
Obtain Gk (VF, EX) based ortH;

contention graph, each vertex represents a hop in the rietw% 6; O

and there is an edge between two vertices if there existseseye | 4k _ gk \uH”“'

interference between these two hops. For hapd hopj, we U_’“ w
22 =u;

define the maximum interference between them as

23 Return {H*}U", | §*.

u=11

(25)

wi,j =max {Pr, s, Pr, s, }.



be a hop of an ordinary path or a link of a direct path, and ii) Network Throughput: The total number of the suc-
we have draped the corresponding superscripr ¢. Also cessful transmissions of all the flows over the duration of
if it is a direct link, we havei(j) = 4. In line 16, | | is the the simulation. For each received packet, if its delay is les
integer floor operator. In this inner loop, scheduling igpp@d than or equal to the threshold it is counted as a successful
when no possible hop can be scheduled concurrently angnsmission.

more. The algorithm carries out this process iterativelyil un TABLE |
all the hops of all the flows considered in stdgare properly PARAMETERS OFSIMULATED NETWORK
scheduledlines4 to 21). In the output of the algorithri}* is - Paf?mete;_ = Symbol \éalue
. . uration of one ume slo T HuS
the maximum number of hops for the Igngekst mult|_-hop flow Data packet size I 1000 bytes
scheduled at stage, and forl < « < U, H} contains the Delay threshold 0 1000 time slots
hops or links that are scheduled for concurrent transmissio ~ Contention graph threshold o 0.1mw
. L : . . K U" PHY data rate R 2 Gbps, 4 Gbps, 6 Gbps
while % is the number of time slots required fgf} } . Propagation delay dl,, 50ns
Note that ifn denotes the number of UEs in the network, the <h tPM"lAYCOfverheaTd ; ?PHY . ffo %S/R p
L . or rame Tx time ShFr pHY + 14 * + dlp
number of concurrent transmlss_|0n links shogld be no more "5t transmission time Tometot 1000 = 8/R
than |n| [24], due to the non-adjacent constraint. SIFS interval Ts1rs 100 ns
ACK Tx time Tack TshFr
Path selection parameter 8 2
V1. STATIC NETWORK EVALUATION AND ANALYSIS SIFS: Short InterFrame Space

A. Comparison with Optimal Solution and Other Protocols 1) Comparing with optimal solution:\We first compare

Under a static network environment, we first give afhe D3MAC with the optimal solution. Since obtaining the
extensive performance evaluation for our proposed D3MAgptimal solution takes extremely long time, we only simelat
scheme, given various traffic patterns. Specifically, we corg scenario of three cells with four users. There Are = 4
pare its performance with those of the optimal solutiomlows in the network, and the simulation length is set to 0€25
obtained by solving the problem P2 with YALMIP [25], andThe relavent parameters of the simulated network are listed
some existing protocols. In the simulation, the transmissiin Table I. Under heavy load, execution time of obtaining the
rate 2 between UEs as well as between UEs and assogptimal solution becomes prohibitively long. Consequente
ated APs is set to 2Gbps, 4Gbps and 6 Gbps, respectivgiyn only obtain and present the results under light load.

according to the distances between devices. Due to better ’
. .. . x1
channel qualities, the transmission rate of backhaul liisks iE’ER}rR@S"'““T :;Ssmi‘“‘””ﬂ

set to 6 Gbps. WithR = 2Gbps, a packet can be transmit
ted in one time slot. The packets with transmission del:
larger than the delay thresholdare declared as unsuccessfu
transmissions and discarded. Generally, the central @itatr
is able to complete traffic polling, schedule computatiod ar
schedule pushing in a few time slots. Two traffic modes, tt ™ .
Poisson process (PP) and interrupted PP (IPP), are used in %%  °%° &, 2 28m 0n 008 i 206 200
performance evaluation. _ _ (a) Network throughput (b) Transmission delay
a) PP p?CketS, arrive at each f,IOW followmg the P0|sso|n_ig. 3. Comparison with the optimal solution under Poisgaiffic.
process with arrival rata. The traffic load, denoted b¥j,aq,

s

=)

60

Average Transmission Delay (slot)

Total Successful Transmission:
=

in a PP traffic is defined as Fig. 3 compares the achieved throughput and delay perfor-
A-L-Ny mance by the proposed D3MAC with those of the optimal
Toaa = R (26) solution under Poisson traffic, where it can be observed that

the performance gap between the D3MAC and the optimal
psolution is negligible. Even under the traffic load of 2.8 th
D3MAC only increases the average transmission delay by less
than 10% and reduces the network throughput by less than
3%, compared to the optimal solution. We point out that by

where L is the size of data packets.

b) IPP packets arrive at each flow following the IPP wit
the parametera, pi, A2 andps. The arrival intervals of the
IPP obey the second-order hyper-exponential distribuiitih

a mean of
B(X) = pr 4 P2 27) optimizing the path selection parametey the performance
A A gap between the D3MAC and the optimal solution can be
The traffic loadT},.q in this case is defined as further reduced. The results of Fig. 3 therefore demorestrat

I N that the D3MAC achieves a near-optimal performance.
7 (28) 2) Comparing with other protocolsNext we compare the
BE(X)-R D3MAC with the following three benchmark schemes .

The achievable system performance is assessed by th§ ODMAC. In the ordinary directional MAC (ODMAC)
following two metrics. [24], [26], [27], D2D transmissions are not enabled, and all

i) Average Transmission Delay The average transmissionthe flows are transmitted through their ordinary paths. The
delay of the received packets from all the flows, and wscheduling algorithm of the ODMAC is the same as that used
evaluate it in units of time slots. in the proposed D3MAC. This benchmark scheme represents

Tlload =



the current state-of-the-art in terms of scheduling theessc 9 APs, i.e., 9 small cells, are uniformly distributed in a @
or backhaul without considering D2D transmissions. area of 50nx50m and the gateway is located at the center
i) RPDMAC. The random path directional MAC of the area. We concentrate on investigating the influentes o
(RPDMAC) [18] selects the transmission path for each flothe UE density and the UE denseness, under different traffic
randomly from its direct path and ordinary path. Its scheddpl loads and different traffic modes, on the achievable system
algorithm is the same as that of the D3MAC. Thus, thgerformance.
RPDMAC is a good benchmark scheme to show the advan-1) Influence of UE densityTo evaluate how the density
tages of the path selection criteria in the D3MAC. of UEs influences D2D communications, we deploy 20, 30,
i) FDMAC-E. This is an extension of the FDMAC [24], 40, 50 and 60 UEs uniformly in the area, which makes the
and to the best of our knowledge, the FDMAC achieves th&erage density 0.008, 0.012, 0.016, 0.020 and 0.024WE
highest efficiency in terms of spatial reuse. In the FDMAGrespectively. Each UE is associated with the nearest AP. 30
E, the transmission path is selected in the same way as tfagvs are set in the simulation, 20 of which are between UEs,
D3MAC with the path selection paramet@r= 2. However, while 10 of which are between UEs and the gateway, including
in order to show the role of backhaul optimization, the asceaploading and downloading. Other simulation parametegs ar
links and backhaul links are separately scheduled in tigentical to those used in obtaining the results of Fig. 4.
FDMAC-E. The access links from UEs to APs are scheduled o
by the greedy coloring (GC) algorithm of the FDMAC [24]. » ?
The backhaul links on the transmission path are scheduled
the time-division multiple-access (TDMA). The access $ink
from APs to UEs are also scheduled by the GC algorithm.
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Fig. 5. Network throughput as the function of UE density iattd by the
D3MAC, given different traffic loads.
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The network topology is the same as used in obtaining t
results of Fig. 3. The simulation duration is set to 0.5s, ar
the delay thresholg is set to10* time slots, while the rest
of the simulation parameters are as listed in Table I. Fig.
compares the network throughputs as functions of traffid loi o Lond ot
for the four protocols under the PP traffic. It can be seen ) )
from Fig. 4 that under the light load from 0.5 to 1.5, all the. (a) PP traffic _ (®) IPI_D tramc,
four schemes achieve similar performance. The performal L, 6. Network throughput as the function of traffic loadaaied by the

p p AC, given different UE densities.
of the ODMAC protocol degrades considerably when the
traffic load increases beyond 1.5, and it attains the worstFig. 5 depicts the network throughputs as the function of
performance. The RPDMAC protocol only begins to degradee UE density obtain by the D3MAC with three different
when the network load increases beyond 2, and it outperformasffic loads, while Fig. 6 shows the network throughputs as
the ODMAC scheme which confirms that enabling D2D transhe function of the traffic load with 5 different UE densities
missions improves the network throughput. For the FDMAGinder both the PP and IPP traffics. We observe that basically,
E protocol, the rate of increase in the throughput begins tioe network throughput increases with the density of UEs as
reduce as the load becomes larger than 2, and its througlell as with the traffic load but the impact of the UE density
put becomes saturated around 400,000 for high traffic load,heavily influenced by the traffic load and vice versa.
which is significantly larger than those of the RPDMAC and More specifically, it can be seen from Fig. 5 (a) that when
ODMAC schemes. The proposed D3MAC protocol attains thlhe UE density is very low, the achievable throughputs are
best performance. Specifically, the throughput of the D3MASimilar under all the three PP traffic loads, and additignall
increases linearly with the traffic load. At the high load oihcreasing the UE density has the same positive impact for al
5, the achievable network throughput of the D2MAC is 56%he three cases of traffic loads. However, for the relatilight

> @

Total Successful Transmissions
=

Total Successful Transmissions
S

o

HU i
3 55

higher than that of the FDMAC-E. traffic load of 3, when the UE density exceeds 0.012 &,
o ) the network throughput becomes saturated. Also the through
B. Performance Evaluation in Static Networks put increase in the case of traffic load 3.5 becomes slower

We now evaluate the impact of UE behaviors. A typicakhen the UE density exceeds 0.016/W&. By contrast, the
dense deployment of mmWave small cells is simulated, whawe of the throughput increase with the traffic load of 5



actually increases when the UE density exceeds 0.01/689E ™ Tt oat3 . i Londa

- -6 Traffic Load=3. -6 Traffic Load=3.
Similarly, as can be seen from Fig. 6 (a), under light traffid , " hafoLoats | W hafoLoatcs |
loads, the network throughput increases with the traffid)oas

and this trend is independent of the UE density. When tI§4000

o
3
S

6000

6000 T

4000

Average Transmission Delay

traffic load exceeds certain critical value, which is diflerfor 5 | A,

different UE densities, the throughput starts to grow sjowls™| ™., S

and eventually becomes saturated under heavy loads. = p—0 o "% g e o B
exception is the very high UE density case of 0.024/bi, R P o P
where the network throughput keeps increasing with thédraf (a) PP traffic (b) IPP traffic

load. The t.hrOUQhPUtS of the IPP-traffic network given in'Eg Fig. 7. Average transmission delay as the function of UE ilersdtained
(b) and Fig. 6 (b) show the same trends of the PP-traffig the D3MAC, given different traffic loads.
network but the system under IPP traffic attains slightlydow

throughput than the PP-traffic network, which is caused | “[=wwr e ve
. o, 7000 m? o, 7000 m?

less stable arrival of IPP packets. i Soevene _ £, oo
It can be seen that the influence of the UE density aig., |Ehe o £ oo Eieeine

traffic load on the achievable network throughput is highl'§
complicated. The UE density has significant impact on D2 ¢ «
communication in heavily loaded systems, and high UE de §=
sity increases the system throughput greatly. Increadieg 1~ ™
UE density may also increase the throughput performance = = = . G ot
D2D communication under Iight loads, bu.t th.e imprqvement is (a) Poisson traffic (b) IPP traffic
less obvious and Sma"er' High UE density increasing S_yStqirB. 8. Average transmission delay as the function of trdfied attained
throughput can be explained as follows. The average distang the D3vAC, given different UE densities.
between UEs decreases as the number of UEs increases in the
network, which improves the channel qualities between UBgich improves the successful transmission rate and reduce
and increases the transmission rates of D2D links. Thisvallore-transmissions. This also helps improving the transoniss
more flows to transmit packets through D2D links instead ofelay performance. The reason that increasing the traffid lo
ordinary paths, leading to a higher throughput. Howeves, thvorsens the transmission delay performance is also ohvious
impact on throughput is heavily depended on the traffic loaliicreasing the network traffic load simply means more packet
The increase of throughput brought by high UE density f® be transmitted, which increases the packets’ waitinge tim
more profound under heavy traffic loads. This is because irirathe transmission queues of the transmitting devicesljga
heavily loaded system, the network may originally be unéble to a higher transmission delay.
transmit all packets within the delay threshold. By inchregs  2) Influence of UE densenes3he denseness of UEs is
the UE density, these originally unsuccessful transmissgan another important factor that affects the performance obD2
be transmitted successfully through more and better D23 lin communication. With a fixed UE density, high UE denseness
Under light loads, on the other hand, the network is oridgynalindicates that UEs are distributed unevenly, and low dezsen
able to transmit almost all packets within the delay thrého means that UEs are near-uniformly distributed. In ordermtd fi
and there is less need to relying on the improvement broughtt how the UE denseness impacts on D2D communication,
by high UE density for increasing successful transmissionse deploy the same simulated network with the UE density
Thus the UE density has less impact on light-load networkfixed to 0.016 UEm?. However, in each small cell, the loca-
Fig. 7 shows the average transmission delays as the functimms of UEs follow the two-dimensional normal distributio
of the UE density obtained by the D3MA with three differenwith the mean at the cell center and the standard deviation
traffic loads, while Fig. 8 depicts the average transmissignper dimension. The denseness of UEs can be adjusted by
delays as the function of the traffic load with five differenchanging the value of, where a smalt indicates a large UE
UE densities. We can clearly see that the transmission delignseness and vice versa. We set the levels of UE denseness
is reduced as the UE density increases, while the transmissirom 1 to 5, which correspond to the valuescogéqual to 20,
delay increases with the network traffic load. We also oleser¥8, 16, 14, 12, and 10.
that the average transmission delay performance of the IPPFigs. 9 and 10 show that the network throughput and average
traffic network is worse than that of the PP-traffic networkransmission delay achieved by the D3MAC as the functions of
since the IPP traffic has lower arriving stability than the PBE denseness, respectively, given three different trafia$.
traffic and this erratically arriving traffic demand causasger The results of Fig. 9 indicate that the throughput increasts
waiting time at the transmitting devices’ queues and hentie denseness. Given the UE density, distances between UEs
longer transmission delay. in high denseness systems become shorter and, therefere, th
The reason that the transmission delay decreases as dhannel qualities are improved. However, for light-load-sy
UE density increases is simple. With the increase of thems, the throughput stops increasing after the UE densenes
UE density, the transmission opportunities increases hisd treaches certain level. By contrast, for heavy-load netgdhe
reduces the waiting time of the packets to be transmitteddin throughput keeps increasing with a similar rate. Under hieav
dition, a higher UE density also improves the channel qgalitoads, the traffic demand is beyond the transmitting cajpabil
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Network throughput as the function of traffic loathmted by the
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Fig. 12. Average Transmission delay as the function of trdffad attained
by the D3MAC, given different levels of UE denseness.

of the original system. Thus higher UE denseness improug@ impact of the traffic mode as well as its coupling influence
the performance by increasing transmission rates. One thigh other network key parameters. Specifically, Fig. 130
other hand, in a lightly loaded system, the traffic demand méye network performance as the function of traffic load under
almost be met by the transmitting capability of the originaP and IPP traffics and with different UE densities, while
system, and there is less need to rely on the increasery. 14 illustrates the network performance as the function
UE denseness for improving transmission rates. Similély, of traffic load under PP and IPP traffics and with different
average transmission delay is reduced as the UE densenegsls of UE denseness. We can clearly observe that the PP-
increases, due to the increase in the transmission rates. Rtaffic system outperforms the IPP-traffic system, in terms
thermore, the transmission delay decreases more rapidlyogsichieving higher throughput and lower transmission yela
the UE denseness increases, under heavy loads. This rapisteover, the impact caused by traffic mode varies with traffi

reduction in transmission delay as the UE denseness iryeas
under heavy loads is mainly due to the large reduction of tl
packets’ waiting time. By contrast, such an effect is smadl a
not so obvious under light loads. The results of Figs. 9 ai
10 also show that the performance of the PP-traffic netwa
is better than that of the IPP-traffic network.

The complicated coupling influences of the traffic load an
UE denseness on the performance of D2D communicati
are further illustrated in Figs. 11 and 12, which depict th

network throughput and average transmission delay as the

functions of the traffic load, respectively, with differdevels
of UE denseness. Again, we observe that under light loads,
average transmission delay is very small. When the traféid lo
exceeds certain value, which is different for differentelsv
of UE denseness, the transmission delay begins to incre
rapidly. Also under light loads, the network throughput in
creases with the traffic load. When the traffic load excee
certain value, which again is different for different levedf
UE denseness, the throughput grows slower and eventu:
becomes saturated.

3) Influence of traffic modeAs have shown about, the
performance of the PP-traffic network is better than thahef t
IPP-traffic network, because the IPP packets has loweiiagriv
stability than the PP packets. We now have a closer look in
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load, UE density and UE denseness. The performance gdgJEs allows UEs to move around and thus to increase the
between the two systems is larger under heavy traffic logutobability of encountering other UEs. This enables more ne
low UE density and low UE denseness. D2D links and therefore improves the system performance.
However, the network throughput begins to drop rapidly as
VIl. DYNAMIC NETWORK EVALUATION AND ANALYSIS the UE Speed further increases. The frequent Changes of
The distribution of UEs is usually dynamic in real Worldthe network topol_ogy brought by high UE speed apparently
changes D2D pairs too frequently. As a consequence, many

networks and the dynamic changes of the network tOpOIO(?QD links are frequently disabled before the transmissmms

have profound |mpact on the ach|e\(§1ble performance. Inror ﬁem are completed, which has detrimental effects on the D2D
to evaluate the impact of user mobility on the performance o L
o - -~ communication performance.
D2D communication, we adopt the realistic human mobility
model SLAW proposed by Brockmanet al. [28] in our 7w
simulation, where the distribution of user traveling dista
decays at a power law with the paramefek..y, and the
probability of user remaining in a small, spatially confinengwoo
region for a time period/y., is dominated by algebraically s 3x°
long tails that attenuate with the super diffusive spreads U §2°°°
are initially distributed uniformly with the UE density egju <1
to 0.016 UEm? and their mobility traces are generated b ° 5 : s 8 =g % 4 & 8
the random walk model. Other simulated network parameters ueage UE Speedmi ueage UE Specdmis
remain the same as before. Based on the scale of the simulated (a) PP traffic (b) IPP traffic
network, we Set)\dccay = 0.2, which makes the averageFig-,16- Average transmi_ssion (_:ielay as the_z function of @etdE velocity
. . . attained by the D3MAC, given different traffic loads.

moving distance of UE 5m, and the mean valud @i, is set
to 1s. In order to schedule the system with the D3MAC, we Fig. 16 plots the average transmission delay as the function
consider the network topology and UE locations static withiof UE mobility, given three different traffic loads. We obger
a rather short duration of time, which is 0.1s in the simolati that the transmission delay first decreases when the average
and the transmission rates of all links are updated everg.0.1JE speed increases from 0 to 2m/s. The improvement in
Since the speed of UE is one of the key factors that determirteday performance at low UE mobility over the static network
the network topology, we evaluate the throughput and delesy caused by newly established D2D links brought by UE
performance of the system under different UE velocities taobility. However, as the average UE speed increases furthe
unveil the impact of UE mobility. the transmission delay begins to grow rapidly, especiailyau
heavy traffic loads. This is because high UE mobility causes
frequent changes of UE locations, which frequently disable
D2D links before the transmissions on them are completed.
These unsuccessful transmissions then need to be resededul
leading to the increase of transmission delay. This detrtaie
effect is further amplified by heavy traffic load.

From the the above results and analysis, we can draw the
general conclusion that low UE speed improves the perfor-
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Fig. 15. Network throughput as the function of average Ubaig} attained When the average UE sp_eed exceed_s certain value, the system
by the D3MAC, given different traffic loads. performance suffers considerably owing to the frequenthgha

off network topology, which results in highly unstable D2D

Fig. 15 depicts the_ network thrOUthUt as the function Pairs. This detrimental impact of high UE speed is further
average UE speed, given three different traffic loads. Qlase e X
Elmpllfled under heavy traffic loads.

that the impact of UE mobility on the achievable networ
throughput is heavily influenced by the network traffic load.

Specifically, with a very light traffic load of 0.8, the traffic VIIl. CONCLUSIONS

demand can easily be met, and the UE mobility appears toln this paper, we have investigated the optimal scheduling
have no impact on the achievable network throughput. Wigiroblem of radio access of small cells in the mmWave band
the traffic load of 1.4, increasing the average UE speed fralmt enables D2D communications and fully utilizes theigpat

0 to 2m/s has little impact on the network throughput, but theuse. Because the optimal solution for this schedulingpfpro
network throughput begins to drop when the average UE spderh is computationally prohibitive for large-scale nethgrwe
further increases. By contrast, for the case of the traffadllo have proposed a centralized MAC scheduling scheme, referre
equal to 2, the achievable system throughput actually &sge to as the D3MAC, to solve this scheduling problem efficiently
considerably as the average UE speed increases from OThlwough extensive simulations, we have demonstrated itleat t
2m/s. The system with low average UE speed outperforrB@MAC achieves a near-optimal performance, in terms of
the network with static UE distribution, because the mapili network throughput and transmission delay, and it outperéo



other existing protocols. Our other main contribution hgs7]
included a comprehensive evaluation of how the user behavio
impacting the achievable D2D communication performance in
the network consisting of mmWave small cells, based on ous]
proposed D3MAC protocol. Specifically, we have carefully

investigated the five key factors related to user behavior,
namely, UE density, UE denseness, UE mobility, traffic logdo]
and traffic mode. Our study has unveiled intriguing patterns
and complex interactions of these factors in influencing tl?fb]
achievable performance of D2D communications in mmWave
small cells. Our results and observations thus offer vdéua

lessons and useful guidelines in designing future netwofks

mmWave based small cells.
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