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ABSTRACT 

Gd3+-based spin labels are useful as an alternative to nitroxides for intramolecular distance 

measurements at high fields in biological systems. However, double electron-electron reso-

nance (DEER) measurements using model Gd3+ complexes featured a low modulation depth 

and an unexpected broadening of the distance distribution for short Gd3+-Gd3+ distances, 

when analysed using the software designed for S=1/2 pairs. It appears that these effects result 

from the different spectroscopic characteristics of Gd3+ – the high spin, the zero field splitting 

(ZFS), and the flip-flop terms in the dipolar Hamiltonian that are often ignored for spin-1/2 

systems. An understanding of the factors affecting the modulation frequency and amplitude is 

essential for the correct analysis of Gd3+-Gd3+ DEER data and for the educated choice of ex-

perimental settings, such as Gd3+ spin label type and the pulse parameters.  

This work uses time-domain simulations of Gd3+-Gd3+ DEER by explicit density matrix 

propagation to elucidate the factors shaping Gd3+ DEER traces. The simulations show that 

mixing between the |+½, –½> and |–½, +½> states of the two spins, caused by the flip-flop 

term in the dipolar Hamiltonian, leads to dampening of the dipolar modulation. This effect 

may be mitigated by a large ZFS, or by pulse frequency settings allowing for a decreased 

contribution of the central transition and the one adjacent to it. The simulations reproduce 

both the experimental line shapes of the Fourier-transforms of the DEER time domain traces, 

and the trends in the behaviour of the modulation depth, thus enabling a more systematic de-

sign and analysis of Gd3+ DEER experiments.  
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I. INTRODUCTION 

Gd3+-based spin labels are an attractive alternative to nitroxide labels in Double Electron-

Electron Resonance (DEER, also called Pulsed Electron-Electron Double Resonance, 

PELDOR) distance measurements, particularly at high fields, where they offer high sensitivi-

ty. Other advantages are the absence of orientation selection effects and chemical stability 

that makes them suitable for in-cell distance measurements. Gd3+-Gd3+ DEER has been suc-

cessfully used to measure intramolecular distance distributions in model compounds1,2, pro-

teins3–6, nucleic acids7,8, peptides in solution9 and in model membranes10,11, and nanoparti-

cles.12 Recently several in-cell Gd3+-Gd3+ DEER experiments were demonstrated as well.13–17 

While most Gd3+-Gd3+ distance measurements are carried out using DEER, it has recently 

been shown that Relaxation Induced Dipolar Modulation Enhancement (RIDME)18 also 

works well for Gd3+19,20, and that high-field (240 GHz) continuous-wave EPR21,22 can be used 

to extract distances from the width of the central transition. Gd3+-nitroxide DEER measure-

ments have also been reported.23,12,24,25  

The DEER experiment measures the dipolar coupling frequency ωdd between two spins, re-

ferred to as the "pump" and the "observer" spins, from which the distance can be extracted26. 

DEER pulse sequences generate a Hahn echo27 or a refocused echo28 at the observer spin fre-

quency, and dipolar coupling is reintroduced using an inversion pulse at the pump spin fre-

quency (Figure 1). Plotting the echo intensity against the time of the pump pulse insertion 

point produces a modulation of the echo intensity at the dipolar frequency. For a pair of spins 

with S=½, under the weak coupling approximation and in the absence of exchange interaction 

and spectral overlap between the pumped and observed spins29, the echo intensity V(t) in the 

DEER trace is given by27: 
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where V0 is the echo amplitude in the absence of the pump pulse, λ is the modulation depth 

parameter representing the fraction of pumped spins excited by the pump pulse26, θ is the an-

gle between the inter-spin vector and the applied magnetic field, and the dipolar coupling fre-

quency is 
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where μ0 is the vacuum permeability, g is the electron g-factor, βe is the Bohr magneton, ħ is 

the reduced Planck's constant, and r is the inter-spin distance. In the absence of spin relaxa-

tion processes, DEER sensitivity is therefore given by λV0. Many sophisticated methods exist 

for extracting the distance distribution from V(t); they are implemented in the popular Deer-

Analysis package30,31 and elsewhere32–34. 

 

Figure 1: a) Three27- and b) four28-pulse DEER sequences. In both sequences, an echo 

is generated by pulses at the observer spin frequency νobs, and the application of the 

pump pulse at the νpump frequency causes a partial dephasing in that echo. The pump 

pulse time t is incremented to measure the dipolar frequency. 

In previous work using Gd3+-Gd3+ DEER, it was assumed (under the weak dipolar coupling 

approximation) that if the pump pulse flips Gd3+ by only a single quantum, then Gd+3-Gd3+ 

DEER could be analysed as an effective S=½ system1. However, despite the practical success 

of those measurements, DEER traces obtained for model compounds with Gd+3-Gd3+ distanc-

es below 4 nm displayed features not predicted by the theory for a S=½ pair under the weak 

dipolar coupling approximation1,2,35. Specifically, the dipolar spectrum (Fourier transform of 

the DEER traces) may deviate from the Pake pattern1,2,36. This deviation leads to a broaden-

ing of the distance distribution and the emergence of spurious distance peaks when the data is 

analysed by the software designed for spin-1/2 systems. This effect is larger for Gd3+ ions 
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with a smaller zero field splitting (ZFS) and a narrower central line2,37. Another unexpected 

feature is the low modulation depth1,2. These observations likely result from the different 

spectroscopic characteristics of Gd3+ compared to nitroxides – the high spin and the ZFS, 

which affect the validity of the weak dipolar coupling approximation.2,35,36,38 An understand-

ing of the factors shaping the DEER trace is therefore essential for the proper data analysis, 

and for the educated choice of optimal experimental parameters such as pulse frequencies and 

the chelate coordinating the Gd3+ ion.  

The prior work on the subject has explored the limits of the effective S=1/2 and weak dipolar 

coupling approximation for Gd3+-Gd3+ DEER using a simple frequency domain approach: 

transition energies were computed by diagonalizing the Hamiltonian, and were shown to shift 

due to the mixing between the |+½, –½> and |–½, +½> states by the flip-flop term of the di-

polar interaction at short distances.2,39 A large ZFS was found to reduce this mixing because 

it reduces the probability of overlap between the central transitions of the two spins in disor-

dered samples with a large distribution over ZFS parameters, as commonly found for Gd3+ 

40,41. This understanding has led to proposals for experimental setups that can overcome the 

difficulties in the measurement of short distances20,36,42. However, this approach did not clari-

fy the origin of the modulation depth problem, suggest optimal pulse settings in the DEER 

experiment, account for the possible rhombicity in the ZFS, or consider contributions from 

multiple transitions to the final DEER trace. 

To address both the lineshape and the modulation depth, we carried out time-domain simula-

tions of the DEER experiment using explicit density matrix propagation in Spinach43. Our 

goal was not fitting the DEER traces, but rather characterizing the effect of ZFS, dipolar state 

mixing, and pulse parameters on the DEER trace, including the modulation depth, damping 

rate, the shape of the Fourier transform, and the extracted distance distribution. The simula-

tion considers all transitions between all energy levels at the specified temperature, the dipo-

lar coupling including the flip-flop terms, the rhombic ZFS tensor up to the second spherical 

rank (and its ensemble distribution), as well as explicitly simulated soft microwave pulses.  

We found that the simulation reproduces the experimental lineshapes, but overestimates the 

modulation depth. It confirms that the state mixing between the |+½, –½> and |–½, +½> 

states of the two spins, caused by the flip-flop terms in the dipolar Hamiltonian, leads to a 

strong damping of the dipolar modulation, and to artefacts in the distance distribution when 

software designed for spin 1/2 systems is used for the analysis. 
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II. THEORY 

The spin Hamiltonian of two electrons with isotropic g-tensors and spin S>½, such as Gd3+ or 

Mn2+, interacting via the dipolar mechanism and hyperfine coupled each to its own nucleus, 

is given by: 
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Where the first term is the Zeeman interaction, the second is the zero-field splitting, the third 

is the hyperfine interaction with the corresponding nucleus (Gd has two magnetic isotopes 

with the total abundance of 30%44), and the fourth is the dipolar interaction between the two 

electrons. 

The ZFS is adequately described by the usual D and E parameters: 

 
3

,2 2
x yD D

zD D E
   

  (4) 

accounting for its rank 2 part45. Higher-order terms (spherical ranks 4 and 6), although pre-

sent for Gd3+, are much smaller and can be neglected46. Dx, Dy, Dz are the principal values of 

the D tensor. In the eigenframe of the D tensor, the ZFS Hamiltonian is: 
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The well-known second order perturbation analysis of the eigenvalues of this Hamiltoni-

an47,48 concludes that the energy of most transitions depends on D in the first order, whereas 

that of the central transition (|–½>↔|+½>) does so only in the second order. The central tran-

sition is therefore the narrowest, and gets narrower when the magnetic field is increased47,48. 

The dipolar coupling term in the spin Hamiltonian is given by49 

 
1 2 2
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where the secular term is 
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and the “flip-flop” (pseudo-secular) term is 
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The terms C෡, D෡ , E෡, and F෠ are negligible within the high field approximation, when the Larmor 

frequencies are much larger than the dipolar frequency, which is usually the case for common 

EPR spectroscopy. The flip-flop term B෡ can usually be neglected (the “weak coupling” ap-

proximation) when the difference between the Larmor frequencies of the two electron spins is 

much larger than ωdd (“unlike spins”). When this condition is not met (“like spins”), this term 

leads to state mixing. Powder averaging over all possible orientations in these two extreme 

cases yields a Pake pattern in the dipolar spectrum. For S=½, the singularities appear at ωdd 

and 2ωdd for unlike spins, and at 3ωdd/2 and 3ωdd for spins of identical Larmor frequencies. 

For intermediate regimes, the lineshape is more complicated49,50.  

Two isotopes of Gd are magnetically active, having a nuclear spin of 3/2: 155Gd (natural 

abundance 14.8%, μ/μN = –0.2582) and 157Gd (natural abundance 15.65%, μ/μN = –0.3385)44. 

The hyperfine coupling with these nuclei, ~14 MHz51, is small and unresolved in the Gd3+ 

EPR spectrum. The effect of this hyperfine interaction on Gd3+-Gd3+ DEER has not been 

explicitly addressed. However, Mn2+-Mn2+ DEER measurements show that the effect of the 

dipolar flip-flop term is considerably smaller than in Gd3+, which can be attributed to the 

inhibition of the dipolar state mixing by the hyperfine interaction38,52 – the hyperfine coupling 

of 55Mn (spin 5/2, 100% natural abundance), is much larger (~250 MHz). 

III. METHODS 

The implementation of the three-pulse (3P-) DEER sequence in Spinach considers the spin 

Hamiltonian in Equation (3) in its entirety except for the ܥመ through ܨ෠ terms of the dipolar 

interaction and the hyperfine interaction, which was found to have only a minor effect 

(Figure S1) and was therefore excluded from the calculations. The code performs explicit 

time domain propagation through off-resonance microwave pulses of finite power and width. 

It does not, however, include a background decay, relaxation, spectral diffusion, a distance 

distribution, instrumental factors such as B1 inhomogeneity, or cross-excitation, i.e. the pump 

pulse exciting transitions of the observed spin and vice versa. 

The spin system consists of two spin-7/2 electrons with identical isotropic g-values of 

1.992553, because the Gd3+ g-anisotropy is unresolved at W-band54. Both spins have the same 

distributions of the ZFS parameters D and E (Figure 2)40,41: the D distribution is given by two 

Gaussians of identical width, centred around Dc and –Dc, whereas the E/D distribution is 

http://dx.doi.org/10.1063/1.4994084


7 
 

given by ܲ൫ಶ
ವ
൯ ൌ ൫ಶ

ವ
൯ െ 2൫ಶ

ವ
൯
ଶ
. The ZFS values of two commonly used Gd3+ chelates, 

PyMTA14 and DOTA55, were used for the simulations. The ZFS distribution is integrated 

over to abolish orientation selection: every iteration of the loop picks D and E values at 

random and carries out the simulation, with the statistical weight assigned from the 

distribution. The ZFS values of the two spins are assumed to be identically distributed, but 

uncorrelated. D and E variation alone was found to be insufficient for abolishing orientation 

selection (data not shown), and therefore orientational freedom of the two ZFS tensors was 

also permitted. In accordance with the model underlying these distributions40 and with 

experimental ENDOR results56, a random ZFS orientation is picked for every iteration. The 

molecular frame was chosen to be that of the dipolar interaction, where the molecular Z axis 

coincides with that of the dipolar frame. Figure 3 shows the axis system used and the 

definitions of the various angles relating the ZFS of the two Gd3+ ions and their dipolar 

interaction. The ZFS distribution was sampled until convergence was observed, typically 

after ~150 samples (Figure S2), resulting in a computational time of about a week using 16 

Xeon E5-2698 cores. The calculations were carried out either with the full dipolar 

Hamiltonian (labelled “Â ൅ B෡ dipolar”) or just the secular term (labelled “Â dipolar”) to 

quantify the effect of the flip-flop term. Powder averaging was carried out using the rank 131 

Lebedev grid57,58.  
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Figure 2: Representative distributions of ZFS parameters D and E used in the 
simulations. The D distribution is given by two Gaussians of identical width, 
centred around Dc and –Dc, whereas the E/D distribution is given by ۾൫۳۲൯ ൌ

൫۳۲൯ െ ૛൫۳۲൯
૛
. 40,41 Here Dc=1150 MHz, σ=300 MHz2 (standard deviation, re-

lated to the full width at half maximum by ۴ۻ۶܅ ൌ ૛√ܖܔ૝ો), as in the 
commonly used Gd3+ chelate, PyMTA14. 
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Figure 3: An illustration of the various axes frames used in the sim-
ulations and their relations, through the appropriate Euler angels, 
with respect to the Z axis of the dipolar interaction, Zdipolar. The two 
ZFS frames have random orientations, sampled from the distribution 
shown in Figure 2 until convergence in the simulation results. Two-
angle powder averaging is used with respect to the overall system 
orientation. The A spin is the observed spin and the B spin is the 
pumped spin. 

 

The thermal equilibrium density matrix (used as the initial condition) was calculated at each 

orientation using the Boltzmann law: 
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The magnetic field was 3.5 T and the temperature was 10 K unless otherwise stated.  

The three-pulse DEER experiment (Figure 1) was used in the simulation. The frequencies 

measured in the three- and four-pulse DEER variants are known to be the same for S=½59, the 

difference being a higher echo intensity59 and a slightly broader excitation profile28 for the 

three-pulse variant, at the cost of having to deal with a dead time. For a high spin, the 

difference between the two techniques is unexplored.  

In order to preserve all non-secular interactions, the simulations were carried out in the 

laboratory frame. The excitation was implemented by using either "ideal" pulses, for which 

the internal Hamiltonian was neglected during the pulse, or "soft" pulses, for which this 

approximation was not made. Transition-selective pulse operators were generated by 

constructing an Ŝx operator where only the matrix elements corresponding to the desired 

transition were nonzero, and constructing the pulse propagator to be ݁ି௜
ഏ
మೄ
෡ೣ or ݁ି௜ഏೄ෡ೣ to 

represent a /2 or  pulse, respectively. Such pulses excite or invert a given transition 

perfectly – an oversimplification used to compare the behaviour of different transitions. The 
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simulation of the more realistic soft off-resonance pulses was carried out by including the 

internal Hamiltonian into the pulse propagator, computing the time-ordered propagator over 

the pulse waveform period and taking a matrix logarithm to obtain the effective Hamiltoni-

an60,61. This Hamiltonian was then applied for the duration of the pulse. The reason why ma-

trix logarithm is used to obtain the generator (instead of just multiplying the period propaga-

tor up to the desired pulse duration) has to do with numerical efficiency – propagator multi-

plication method is expensive when the time interval ratio is not a power of 2. The B1 value 

needed for the desired pulse durations was found by simulating a nutation experiment (Figure 

S3).  

Gd3+ spin echoes under the ideal pulse conditions are narrow and easy to miss. They also 

shift in a hard to predict way when soft pulses are used. A 2D detection was therefore 

employed in the simulation – a 600 ns interval centered around the expected echo position 

was computed for each pump pulse location point. For soft pulse simulations, the echo was 

integrated over an integration window of the echo full width at half height (Figure 4); for 

ideal pulse simulations, its maximum value was used. 

Theoretical DEER traces were post-processed in the following way: (1) normalized to the 

maximum, (2) passed though a Savitzky-Golay filter to eliminate minor high frequency 

wobbles resulting from non-random pulse phases in the simulation, as well as imperfect 

powder and ZFS distribution averaging, (3) vertically shifted to oscillate around zero by 

subtracting the mean of the second half of the trace, (4) apodized using the Hamming window 

function, (5) zero-filled to three times their original length, and (6) Fourier transformed. 

Distance distributions in the spin-1/2 approximation were obtained using Tikhonov 

regularization in DeerAnalysis31 (see Figure S4 in the SI). The fits to the time and frequency 

signals according the distance distributions were good for long distances, but not for short 

ones, due to the dead-time of the 3P-DEER experiment (Figures S4 and S9 in the SI). 
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Figure 4: A schematic of the 2D DEER detection described in the main text. a) The pulse sequence, showing 
the pump pulse timing t and the transient trace coordinate T. b) Echo intensity along the acquisition time T ver-
sus pump pulse timing t. c) Echo intensity along the acquisition time at pump pulse timing t=0, showing the 
time points used for echo integration. d) DEER trace obtained by integrating the echo intensity and applying 
Savitzky-Golay filtration and e) its FT. The dataset used is r=7.2 nm, D=1150+300 MHz, observer pulses of 
15/30 ns on the centre and pump pulse of 15 ns 100 MHz higher. 

IV. RESULTS AND DISCUSSION 

A. Echo-detected EPR spectra  

Two commonly used Gd3+ chelates, PyMTA14 and DOTA55, were chosen for the simulations. 

Their experimental echo-detectd EPR (ED-EPR) spectra are shown in Figure 5, along with 

EasySpin62 simulations to confirm the ZFS values and their distributions, which were then 

used for the DEER simulations.  

3200 3250 3300 3350 3400 3450 3500 3550 3600

3200 3250 3300 3350 3400 3450 3500 3550 3600

 exp
 sim

a) PyMTA

B
0
 [mT]

b) DOTA

 

Figure 5: EasySpin62 simulations of the W-band ED-EPR spectra of the Gd3+ chelates studied in this work: a) 
PyMTA2, D=1150±300 MHz, linewidth=1.5 MHz; b) DOTA36, D=500±190 MHz, linewidth=0.5 MHz.  

B. Ideal pulse DEER simulations 

Initially we simulate Gd3+-Gd3+ DEER using ideal transition-selective pulses. These pulses 

perform a perfect population inversion along selected transitions. This allows characterizing 
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the behaviour of various transitions. Such DEER traces were simulated for a short (2 nm) and 

a medium (5 nm) distance for two different ZFS distributions. The results (Figure 6) show 

that for the Â dipolar case (black traces), all DEER traces produce perfect Pake patterns. As 

expected, the modulation is deeper for lower ms values of the pumped transition, due to the 

thermal polarization, and it does not depend on the ZFS (which of course only holds true for 

ideal pulses, whose excitation efficiency is independent of the EPR spectral linewidth) or 

distance.  

For the Â ൅ ෠ܤ  dipolar coupling case (red traces), the modulation is damped. The damping is 

manifested in the frequency domain as a smearing of the Pake pattern singularities. This is 

more pronounced at short distances. In the setups where the central transition is observed and 

either the |ିళ
మ
வ ↔ |ିఱ

మ
வ	or the |ିఱ

మ
வ ↔ |ିయ

మ
வ	transition of spin B is pumped, the spectra still 

maintain the general form of a Pake pattern. However, in the setup where the central (|ିభ
మ
வ ↔

|భ
మ
வ) transition of spin A is observed and the adjacent (|ିయ

మ
வ ↔ |ିభ

మ
வ) of the B spin is pumped, 

or vice versa, the modulation in the time domain is nearly lost, as is the Pake pattern. Also 

unique to these setups is the fact that the dipolar flip-flop process (the ܤ෠  term) slightly de-

creases the modulation depth for the short distance. A long distance moderates the damping, 

especially together with a large ZFS, and also prevents the reduction of modulation depth. 

This is in accordance with experimental results, showing that the distortions in the DEER 

spectra are more severe for short distances2 and for chelates with a small ZFS2,36, and are al-

leviated by pulse setups decreasing the contribution of the |ିయ
మ
வ ↔ |ିభ

మ
வ	transition36. When 

switching between the pumped and observed transitions, the behaviour is analogous (see Fig-

ure S5). 
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Figure 6: Simulated DEER traces and spectra using ideal transition-selective pulses. The observer pulses were 
set to excite the central transition, and the pump pulse was set to the |-7/2>↔|-5/2> (top row), |-5/2>↔|-3/2> 
(second row), or |-3/2>↔|-1/2> (third row) transitions. The energy level diagrams show the pump (grey) and 
observer (blue) pulses setup for the corresponding rows. r=2.0 nm (a-f) or 5.0 nm (g-l), D=500+190 or 

1150+300 MHz, vertically shifted for clarity. The dipolar Hamiltonian consisted of either both the Â ൅ ෡࡮  terms 
(red lines) or the Â term (black lines).  

The modulation dampening is expected based on previous calculations2,39 which attributed it 

to state mixing between the |+½, –½> and |–½, +½> states by the dipolar flip-flop term. This 

mixing is present because the only energy difference between these two states is caused by 

the second order contribution of the ZFS47,48, which is quite small. Therefore, the weak cou-

pling approximation fails: the off-diagonal flip-flop term is not negligible with respect to the 

difference between the energy levels it connects, and it can efficiently mix them. This mixing 

changes the energy of the observer transitions involving these states, particularly |ିయ
మ
,భ
మ
வ ↔

|ିభ
మ
,భ
మ
வ, excited here, so that the eight lines in the multiplet of a given observer transition are no 

longer equally spaced by the dipolar frequency39. Since it is the spacing between these lines 

which is measured in DEER, when a transition involving a mixed state is excited, the meas-

ured frequency will not be the nominal dipolar frequency ωdd, but another value, depending 

on the ZFS and the particular transition and manifold involved. As the ZFS is anisotropic and 
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displays a broad distribution, and several transitions are simultaneously excited, many differ-

ent frequencies will be measured. These frequencies interfere with each other, damping the 

modulation even in the absence of a distance distribution. A similar behaviour was described 

for Mn2+-Mn2+ DEER38. It is noteworthy that the slight smearing of the dipolar spectrum in 

the other setups indicates a residual effect of dipolar mixing, even for the large |ms| values. 

The change in modulation depth due to the ܤ෠  term probably results from changes in the 

transition probability following state mixing. 

Since the distortions are significant only when the excited transitions are |ିయ
మ
வ ↔ |ିభ

మ
வ	and 

|ିభ
మ
வ ↔ |ାభ

మ
வ, it may be hypothesized that the cause is the adjacency of the excited transitions. 

However, that is not actually the case: when another pair of adjacent transitions are excited, 

these strong distortions are absent (Figure S6 in the SI), confirming that this behaviour is 

unique to the narrow central transition. Nonetheless, one can still observe a smaller effect of 

the state mixing by the flip-flop term in nearly all pulse setups, particularly at short distances. 

Even these results, obtained using the oversimplified approach of transition-selective pulses, 

can show that as suspected, dipolar state mixing is the cause of the artificial broadening of the 

distance distribution in Gd3+ DEER, and can reproduce the experimentally observed ability of 

a long distance or a large ZFS to moderate this. These results also indicate that not all 

transitions behave the same; the question of how affected the DEER trace becomes, is 

therefore the question of which transitions are involved. 

C. Soft pulse DEER simulations 

To study the effect of the simultaneous excitation of several transitions, we turned to 

simulating Gd3+-Gd3+ DEER using soft pulses. Such simulations allow for a more direct 

comparison with the experimental data obtained using rigid model compounds, which serves 

both to test the simulation validity and to account for experimental observations.  

    1. Pulse configuration 

We have established above (Figure 6) that not all transitions behave the same under dipolar 

state mixing. This naturally leads to the question of whether an application of pulses, 

maximizing the contribution of the lower lying transitions (|-7/2>↔|-5/2>, |-5/2>↔|-3/2>) at 

the expense of the |-3/2>↔|-1/2> one, allows overcoming the problems of Gd3+ DEER. 

A previous work36 showed that a large frequency separation Δν between the excitation 

frequencies mitigates the deviations from the Pake pattern. A series of DEER traces using 
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different Δν values and their simulations are shown in Figure 7. The time domain traces and 

the modulation depth values are shown in Figure S7, S8 respectively, in the SI. The 

simulations reproduce the gradual recovery of the modulations and the Pake pattern with an 

increasing Δν, together with the moderation of the distance distribution broadening. These 

effects are confirmed to result from dipolar state mixing, and their gradual reduction can be 

explained by an increase in the contribution of the |–5/2>↔|–3/2> and |–7/2>↔|–5/2> 

transitions to the signal at the expense of the |–3/2>↔|–1/2> transition as Δν increases. These 

simulations are also in line with RIDME results, which show that broadening due to the 

dipolar flip-flop term is significanly reduced as in this experiment the contributions of the |–

7/2>↔|–5/2>, |–5/2>↔|–3/2> transitions are substantial20. It must be stated that Gd3+-

RIDME, despite its ability to moderate the problems of Gd3+-DEER, suffers from a problem 

of its own – the contribution of higher harmonics to the signal, whose manifestation in the 

distance distribution may be hard to distinguish from additional distances19,20. A comparison 

between excitation schemes where the pump pulse is set to the powder pattern center or off-

center is shown in Figure S9. A spectral distortion is noticeable even in the absence of dipolar 

mixing. This is caused by the inherent dead-time problem of the 3P-DEER sequence (see 

Figure S10, SI). 

The simulation reproduces the experimental lineshape to a reasonable degree; considering 

some uncertainty in the ZFS distribution, the effect of experimental background subtraction, 

and the experimental distance distribution, a perfect reproduction of the experimental data 

cannot reasonably be expected. 
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Figure 7: Comparison between simulated and experimental DEER spectra and distance distributions (obtained 
using DeerAnalysis31) for various pulse frequency separations Δ. For the setup with Δ=106 MHz, the spec-
trum and distance distribution for the Â dipolar coupling case are shown as a representative example. The 
dashed lines indicate the expected positions of the Pake pattern singularities. The asterisk in the Ka band spec-
trum shows the position of the 2H modulations present in the experimental spectrum. Pulse setup: pump pulse on 
the centre, pulse durations shown on Table I. r=2.35 nm, D=500+190 MHz. Experimental data taken from36. 
The time domain data is in Figure S7 in the SI. 

Table I: Pulse durations for DEER using various pulse frequency separations Δν shown in Figure 7. 

 

    2. Effect of the Distance 

Experimentally, it was observed that the characteristic problems of Gd3+-DEER are 

moderated by a long distance2. To check if the simulation reproduces this behaviour, Figure 8 

shows a comparison between simulated and experimental2 DEER traces and spectra of 

Δ [MHz] 106 363 469 747 1090 728 (Ka band, T=15 K)

obs [ns] 15,30 17.5, 35 17.5, 35 20,40 17.5, 35 6,12 

pump [ns] 25 30 25 35 25 10 
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PyMTA-based rulers, for a short (1.95 nm) and a medium (4.75 nm) distance. The short 

distance was also measured in Q-band, in addition to W-band. 

 

 

Figure 8: Comparison between simulated and experimental DEER traces for a) a medium (4.75 nm) and b,c) a 
short (1.95 nm) distance. (a) and (b) were simulated for W-band, (c) for Q-band. First column: time domain 
traces. Second column: DEER spectra. Third column: distance distributions obtained using the spin-1/2 approx-
imation. W-band setup: pump pulse on the centre, tpump=15 ns, Δ=90 MHz, tπ/2=15 ns. Q-band setup: pump 
pulse on the centre, tpump=28 ns, Δ=100 MHz, tπ/2=20 ns. D=1150+300 MHz. Experimental data taken from2. 

At W-band, the calculated modulation depth is overestimated by a factor of about 2-3 

compared to the experimental one. At Q-band, the overestimation is less pronounced. The 

dipolar flip-flop term slightly decreases the modulation depth, more so for the short distance. 

A comparison between the results with (red lines) and without (blue lines) dipolar flip-flop 

terms shows that dipolar mixing considerably dampens the modulation, nearly abolishing it 

for the short distance, where the associated spectrum strongly deviates from a Pake pattern 

and spurious peaks appear in the distance distribution. This is a consequence of the use of a 

distance distribution analysis kernel designed for the weak-coupling case, which interprets 

the many frequency components in the DEER trace as representing different distances. These 
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results confirm that the weak-coupling approximation does indeed fail in Gd3+ DEER at short 

distances. The use of the weakly coupled spin-1/2 assumption during the distance distribution 

extraction for short distances and small D values leads to a nonsensical answer. Software 

packages must therefore be extended to the full spin-7/2 case before they can be used in this 

context. However, this may be impractical because of the excessive computational time and 

the need for an exact knowledge of the ZFS parameters and their distributions, which is not 

always available. A more practical way would be the use of chelates with a large ZFS or of 

different experimental conditions20,36.  

The modulation depth decreases for short distances (<2.9 nm), independently of dipolar 

mixing (see Figure S11), which may be due to the central line broadening by the dipolar 

interaction35. For longer distances, the modulation depth is independent of the distance. 

Dipolar mixing only slightly decreases the modulation depth. The simulated modulation 

depth values are about twice as large as the experimental ones. 

    3. ZFS vs distance 

The ultimate goal of the simulation is to enable an educated choice of experimental 

parameters. An important question is which tag (or which ZFS value) is the most suitable for 

which distance. It has been suggested2 that tags with a large ZFS are more suitable for short 

distances, because the large ZFS reduces the distortions due to the dipolar flip-flop terms, 

whereas those with a small ZFS are suitable for long distances, where dipolar mixing poses 

less of a problem, and the narrow central line offers improved sensitivity. To validate this, a 

set of DEER traces using different distances and ZFS values was simulated. 

The results (Figure 9) show that for r = 2.2 or 3 nm, no ZFS in the range of 500-2000 MHz 

could overcome the dipolar mixing. Most spin-1/2 model reconstructions do not even predict 

the right distance (those that do, may do so by a coincidence, because that happens for the 

smaller ZFS). Only for r = 4 nm does the real distance appear, being slightly shifted up for Dc 

< 950 MHz. Even then, there is a substantial broadening, and a ghost peak that may be the 

second harmonic of the dipolar frequency. The simulations are, however, more pessimistic 

than the reality: experimentally, even for r ~ 2 nm, the real distance can be extracted2.  

It is noteworthy that, in the absence of the dipolar mixing, the shape of the Fourier transform 

of the DEER trace is independent of ZFS (Figure S12 in the SI). This indicates that the slight 

tilting of the electron spin quantization axis by the ZFS has practically no effect in DEER at 

W-band, in agreement with what was found before1,35,63,39, even in Q-band1,12. 
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Figure 9: Dipolar spectra from simulated DEER traces and corresponding distance distributions obtained using 
DeerAnalysis for various distances and ZFS values. Pulse setup: pump pulse on the centre, tpump=15 ns, Δ=100 
MHz, tπ/2=15 ns. The standard deviation of the D Gaussian distribution was arbitrarily chosen to be always half 
the size of the average D. The horizontal lines show the expected positions of the singularities of the Pake pat-
terns and the distances.  

 

Figure 10: Modulation depth values for the simulated DEER traces shown in Figure 9. 
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The modulation depth decreases with the ZFS, as expected due to broadening of the central 

transition that is pumped here. It also decreases for short distances, even without the dipolar 

mixing, due to the broadening of the central transition by the dipolar coupling. Dipolar 

mixing decreases the modulation depth for the shortest distance only. The width of the 

distribution of D also affects both the modulation depth and the spectral lineshape (Figure 

S13 in the SI). 

D. Additional factors  

The simulation predicts a more severe effect of dipolar mixing on the distance distribution 

than that experimentally observed (Figure 8, Figure 9), and systematically overestimates the 

modulation depth. One possible factor which can affect DEER traces and was not considered 

is cross-excitation, that is, the ability of each excitation frequency to excite not only the spin 

it is intended for, but also the other spin, which is of course inevitable in practice. As the 

excitation of both spins by both frequencies results in no modulation, such cross-excitation 

may exclude some of the strongly coupled spin pairs, which are affected the most by the 

dipolar pseudosecular term, from the DEER trace.  

It is known that the application of the pump pulse causes a decrease of the echo intensity, 

probably by the formation of undetectable multiple-quantum coherences due to an effect of 

the pump pulse on transitions of the observed spin12,64,65. This echo reduction effect increases 

with the modulation depth65, and therefore the optimum modulation depth value is not the 

largest achievable one. This effect is not studied in the current work, where cross-excitation is 

not included.  

Another possible factor suspected to decrease the experimental modulation depth is random 

flips of the pumped spin owing to spectral diffusion. An odd number of such flips cancels out 

the effect of the pump pulse, and therefore decreases the modulation depth. Spectral diffusion 

can be mediated by spin diffusion – flips with neighboring spins which are not excited in the 

experiment, caused by the pseudosecular part of the dipolar interaction. As spin diffusion is 

more effective when the frequencies of the two spins are similar35, its effect on the 

modulation depth is expected to be stronger when the narrow central transition is pumped, 

and also to be more pronounced in higher field, because the central line narrows with the high 

field47,48. Experimental results show the depth to decrease with the evolution time9,65, which 

can be explained by the longer evolution time allowing more time for random flips to occur. 

As the simulation considers only one spin pair participating in DEER, this effect is not 
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accounted for. The simulation shows no effect of the evolution time on the modulation depth 

(data not shown). 

Other factors missing from the simulation are the lack of phase coherence between the 

different pulses of the DEER experiment on our hardware (this should have no effect for the 

spin-selective pulses used here), B1 inhomogeneity, and uncertainty introduced by the 

background subtraction. 

Finally, in this work we did not consider the distribution in the distance, which is always 

present in biomolecules and originates from some intrinsic flexibility of the biomolecule 

combined with the flexibility of the Gd3+ linker to the molecule. This additional broadening 

would mask some of the effects of the pseudosecular term on the extracted distance 

distribution.  

V. CONCLUSIONS 

We have presented a numerical simulation of time domain Gd3+-Gd3+ DEER, considering the 

spin Hamiltonian in its entirety and accounting for soft pulses. The simulation confirms that 

state mixing between the +½ and –½ states of the two spins, caused by the pseudosecular 

term in the dipolar Hamiltonian, leads to damping of the dipolar modulation, and for a short 

distance also to a decrease of the modulation depth. The software designed for distance 

distribution extraction from spin-1/2 DEER data cannot therefore be used in good faith to 

process Gd3+ DEER traces for short distances and a small ZFS; a more sophisticated 

deconvolution kernel accounting for all the various processes described above is necessary to 

make that possible. However, an informed selection of experimental parameters, minimizing 

the effects of dipolar state mixing, is a more practical approach. Specifically, whenever a 

broad distance distribution is detected in the region below 4 nm, a RIDME measurement or a 

measurement with a large  should be carried out to differentiate a genuinely broad distance 

distribution from an artificial broadening due to the pseudosecular terms of the dipolar 

interaction. 

SUPPLEMENTARY MATERIAL 

See supplementary material for additional information regarding the methodology 

(demonstration of convergence of the DEER trace upon integration over the ZFS, a nutation 

experiment simulation, example of extraction of the distance distribution) and results (the 

effect of the Gd3+ hyperfine interaction, simulations using ideal pulses, effect of pumping on- 
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vs off-center, dead-time dependent spectral distortions, modulation depth vs distance, the 

effect of ZFS vs that of the distance, and the effect of the width of the ZFS distribution). 
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