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Abstract

In order to counteract the problem of railway noise and its environmental impact, passing trains in Europe
must be tested in accordance to a noise legislation that demands the quantification of the noise generated
by the vehicle alone. However, for frequencies between about 500 Hz and 1600 Hz, it has been found that a
significant part of the measured noise is generated by the rail, which behaves like a distributed source and
radiates plane waves as a result of the contact with the train’s wheels. Thus the need arises for separating
the rail contribution to the pass-by noise in that particular frequency range. To this end, the present paper
introduces a wavenumber–domain filtering technique, referred to as wave signature extraction, which requires
a line microphone array parallel to the rail, and two accelerometers on the rail in the vertical and lateral
direction. The novel contributions of this research are: (i) the introduction and application of wavenumber
(or plane–wave) filters to pass-by data measured with a microphone array located in the near-field of the rail,
and (ii) the design of such filters without prior information of the structural properties of the rail. The latter
is achieved by recording the array pressure, as well as the rail vibrations with the accelerometers, before
and after the train pass-by. The performance of the proposed method is investigated with a set of pass-by
measurements performed in Germany. The results seem to be promising when compared to reference data
from TWINS, and the largest discrepancies occur above 1600 Hz and are attributed to plane waves radiated
by the rail that so far have not been accounted for in the design of the filters.

Keywords: railway, noise separation, microphone array, wavenumber–domain

1. Introduction

The noise generated by a passing train comprises a number of sources: rolling noise, aerodynamic noise,
engine noise, fan noise, among others. For trains travelling at speeds up to 300 km/h [1], the dominant
source is the rolling noise, which originates from the contact between the wheels and the rail. With the aim
of legal homologation, the technical specification for interoperability (TSI) NOISE regulates the sound levels
of European rail-bound vehicles to specific limit values [2]. It has however been found that a significant part
of the pass-by noise comes from the track at frequencies below 2 kHz, and for this reason the compliance of
a vehicle with the TSI legislation is nowadays largely dependent on the track on which such a vehicle runs.
In order to facilitate the homologation process, the need thus arises for separating the track contribution to
the measured pass-by noise.

The interest in the problem of pass-by noise analysis (and synthesis) is evident with the number of
methods that have been developed to predict and estimate the different noise contributions. Among the
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synthesis methods is TWINS (Track–Wheel Interaction Noise Software) [3, 4], one of the standard prediction
methods in the literature, which estimates the contributions from the wheel, rail and sleeper. TWINS takes
as input roughness measurements of the wheel and rail and track decay rate measurements [5]. Another
synthesis method is VAMPPASS (Vehicle Acoustic Modelling for Pass-by Prediction and Audio Simulation
Software) [6], which predicts the pass-by levels by means of an equivalent source model [7], and the radiation
is described by directivity patterns per equivalent source.

As regards separation (or analysis) techniques, the MISO (Multiple Input Single Output) method [8]
determines an estimate of the rail contribution by means of the measured rail vibration spectra and a
transfer-matrix, and the wheel contribution is inferred as the level difference between the total pass-by and
the rail contribution. Another separation technique is the VTN (Vibro-acoustic Track Noise) method [9],
which estimates the sound levels using source models from TWINS [10] for measured vertical and lateral
rail vibrations, as well as measured sleeper vibrations. One more approach is the PBA (Pass-by Analysis)
technique [11], which is a transfer-matrix method that can separate the contributions down to roughness
levels, by means of knowledge of rail vibrations and sound pressure at one microphone located as defined in
ISO3095 [12].

Other separation techniques include the use of an array of microphones, such as one-dimensional [13, 14]
and two-dimensional [15] beamforming arrays. However, a common drawback of beamforming is that it un-
derestimates the rail contribution by at least 10 dB. The cause of this underestimation is that beamforming
arrays are most suitable for uncorrelated sources, which is not the case for a spatially extended source such
as the rail. The most recent alternative to beamforming is the so-called SWEAM (Structural Wavenum-
bers Estimation with an Array of Microphones) method [16], which calculates an inverse estimation of the
structural wavenumbers and decay rates of the waves in the rail.

To the authors’ knowledge there is no application of wavenumber filtering in the context of pass-by
noise separation with microphone arrays. However, the concept of wavenumber filtering is fundamental
in, for example, Fourier-based near-field acoustic holography [17, 18], in which the wavenumber spectrum
of microphone array measurements is filtered in order to estimate the pressure or velocity distribution at
a given distance from the array. On the other hand, wavenumber filtering is also commonly used for the
identification and visualization of damage in structures, see e.g. [19, 20] and references therein, by means
of measuring the wave-field with ultrasonic piezoelectric transducer arrays or with a scanning laser Doppler
vibrometer.

This paper presents the wave signature extraction (WSE) method, whose purpose is to separate the
rail contribution to pass-by noise by means of wavenumber–domain filters. Although the implementation
presented here comprises a uniform line microphone array, the WSE method is also applicable to two-
dimensional microphone arrays. The main contribution of this work is the introduction and application
of the rail wavenumber filters to pass-by data, without prior knowledge of the structural properties of the
rail. WSE also aims at separating the total rail noise into vertical and lateral contributions, and offers the
possibility of indirect estimation of the wheel contribution.

Nomenclature

κ Acoustic wavenumber
Ω Frequency vector
Υ Vector with sub-frequencies inside a specified 1/3 octave band
Go(k, fc) Diagonal matrix with optimal rail wavenumber filter at frequency fc
k Wavenumber vector
K(ii) Auto-spectrum of the i-th sensor
K(ij) Cross-spectrum of i-th and j-th sensors
P(k,Υ) Matrix with frequency-wavenumber pressure spectra
p(xm,Ω) Column vector with pressure frequency spectrum of the m-th microphone
pext(x,Υb) Row vector with extrapolated pressure at b-th sub-frequency in the band
pfilt(x,Υb) Column vector with array pressure output of rail filter at b-th sub-frequency in the band
si(t) Column vector with raw time-series of the i-th sensor
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yi(t) Column vector with 1/3 octave band filtered time-series of the i-th sensor
p2
v,p

2
l Mean-square pressure due to vertical and to lateral rail contribution

pfilt,v,pfilt,l Root-mean square pressure output of vertical and lateral rail filter
φ Plane-wave radiation angle
Υb b-th sub-frequency in the specified 1/3 octave band
B Number of frequencies inside a specified 1/3 octave band
c Speed of sound in air
E Number of samples of the extrapolated pressure
f Frequency
fc Center frequency of a specified 1/3 octave band
k∗c Optimal center wavenumber at a specified 1/3 octave band
M Number of microphones in the array
N Number of frequencies of the temporal Fourier transform
wv, wl Weighting factors for the vertical and lateral rail contributions

2. Theory

2.1. Rail sound radiation

A railway track consists of the rails, pads, sleepers, and ballast. The sound radiation of the sleepers
dominates up to 500 Hz, specially for a track with stiff pads [21]. Below this frequency, the rail often behaves
like a compact source, and most of the sound radiation is concentrated in a small region close to the contact
point with the wheel. As the frequency increases, the structural waves begin to propagate freely in the rail,
and the latter behaves like a distributed source. Then the rail sound radiation becomes dominant up to
about 1600 Hz. Above this frequency it is frequently the case that the rail noise is surpassed by the wheel
noise.

x

z

φ

λB

λ

Figure 1: Sound radiation directivity of the rail. Plane waves are radiated at an angle φ in the x− z plane, and λ and λB are
the wavelengths of the acoustic and structural waves.

In the frequency range in which the rail behaves like an extended source, the sound field consists of plane
waves propagating at an angle to the normal of the rail longitudinal axis. This radiation angle, lying in
the x− z plane, is characterized by the ratio of the acoustic wavelength and the wavelength of the bending
wave that is excited in the rail. Fig. 1 shows a schematic of this situation, in which the angle follows
φ = arcsin(λ/λB) = arcsin(kB/κ), where kB and κ are the bending and acoustic wavenumbers respectively.

During a train pass-by, the rail radiation has contributions from vertical and lateral bending waves. In
general, lateral waves cut-on earlier in frequency than vertical waves because of a difference in stiffness,
and there can be a total of at least four wave families up to 5 kHz [22]. In order to distinguish between
plane–wave families it is convenient to represent the fields in the wavenumber domain.

2.2. Rail dispersion signature

A complete spatio–temporal description of how plane waves propagate in a certain medium is contained
in the dispersion curve. This is a plot of the wave amplitude versus wavenumber κ and frequency f . For
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example, in air, the acoustic waves propagate following a linear dispersion relation κ = 2πf/c, where c is
the sound speed in air. For bending waves in a railway track, the phase velocity is frequency dependent
and the dispersion curve is more sophisticated. Fig. 2 illustrates the dispersion plot obtained from a
vertically excited Timoshenko beam model, and the calculated dispersion from two bogies passing in front
of a microphone array. The wave in Fig. 2(a) seems to appear in Fig. 2(b), plus other waves that possibly
correspond to noise radiated by the wheels and the sleepers.

Figure 2: Dispersion plot signatures obtained from (a) vertical mobility of a periodically supported Timoshenko beam model,
and from (b) array pressure measurements for a train pass-by section corresponding to two bogies running at 160 km/h.

In practice, as in Fig. 2(b), the calculation of the dispersion curve is done by means of a 2D discrete
Fourier transform, applied to measurements taken in the space–time domain. More specifically, if the input
data is a matrix with S rows (spatial samples) and T columns (time samples), then the 2D discrete Fourier
transform operates along the rows to obtain frequency spectra, and along the columns to obtain wavenumber
spectra.

It is worth mentioning that the rail dispersion on an empty track calculated from acceleration and pressure
data has been previously compared in [21], for both vertical and lateral impact hammer excitations. It is
shown in that study that a microphone array placed close to the track captures the acoustic plane waves
radiated by the rail and the corresponding dispersion plot shows the same rail signature as the dispersion
plot obtained from acceleration signals.

3. Wave signature extraction

The main principle of the wave signature extraction (WSE) method is to separate the rail noise by means
of filtering the wavenumber spectra obtained from microphone array measurements of the train pass-by. The
key point is the design and application of the wavenumber filters according to the rail signature measured
with the microphone array. As mentioned above, the rail signature consists of plane waves that typically
can be represented as narrow–band signals in the wavenumber domain, hence justifying the application of
band-pass wavenumber filters that only accept the narrow–band content and reject the rest of the spectrum.

In general the rail signature can be estimated given the knowledge of the structural properties of the
track, which would usually require a static test besides the actual train pass-by measurement. In this
work, however, the rail signature is estimated from pressure and acceleration recordings taken a few seconds
before and after the pass-by event, provided the microphone array is located in the near-field of the rail
and two accelerometers are located on the rail: one in the vertical and one in the lateral direction. As
explained in Section 3.5.1 below, this procedure to estimate the rail signature allows for the design of the
band-pass wavenumber filters without the need of the additional static measurement. The application of
the filters to the array pressure measured during the train pass-by thus gives the rail contribution in 1/3
octave bands, as presented in Section 3.6, as well as the individual contributions due to vertical and lateral
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rail motion. As anticipated in Section 2.1 above, the applicability of the WSE method is limited to the
frequency range in which the rail behaves like a spatially extended source; otherwise the rail sound radiation
is rather omnidirectional and no longer consists of plane waves.

An overview of the signal processing chain from time–domain signals to the rail sound pressure levels is
shown in Fig. 3, and the pseudocode of the algorithm is included in Appendix A. The remainder of this
section includes a detailed explanation of each of the signals and processing blocks involved in the WSE
method.

Microphone array

1/3 octave band filter

Space extrapolation

Wavenumber filtering

Vertical Lateral

Auto-spectra

Last data block?

Yes

No

Process new data block

Cross-spectra

Pressure spectra

Vertical rail Lateral rail

Cross-spectra/Auto-spectra

accelerationacceleration

1/3 octave band filter

Pressure spectra

Optimization

Space extrapolation

Wavenumber filters

calibration
Array

Go(k, fc)

p(x,Υ)

pext(x,Υ)

K(mm)(Ω) K(mM)(Ω)

y1(t), ...,yM(t)

s1(t), ..., sM(t)

pfilt(x,Υ)

pext(x,Υ)

p(x,Υ)

K(mr)(Ω)

sM+1(t) sM+2(t)

yM+1(t) yM+2(t)

rail SPL rail SPL

for r = M + 1
and M + 2

Total
rail SPL

Figure 3: Block diagram of the wave signature extraction method. The dashed box comprises the estimation of the optimal
filter with data before and after the train pass-by.

As depicted in Fig. 3, the inputs are time–domain signals, in units of volts, from an M -channel line
microphone array, and vertical and lateral rail vibrations measured by two accelerometers in front of the
array. Let us assume each signal is recorded during the time vector t ∈ RL, and we group them in a matrix
of raw measurements

S(t) =
[
s1(t) s2(t) · · · sM+1(t) sM+2(t)

]
∈ RLx(M+2). (1)

3.1. 1/3 octave band filtering

In the context of noise calculations, it is customary to provide results in 1/3 octave bands. In order to
account for this in the WSE method, the first signal processing stage entails the application of a 1/3 octave
band filter to the raw data measured with all sensors. This filter outputs time–domain signals that only
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contain the frequency content of a chosen band centered at a frequency fc. The filter is a digital Butterworth
band-pass filter h(τ ), and it has length D < L. Let us define the filtered matrix as

Y(t) =
[
y1(t) y2(t) · · · yM+1(t) yM+2(t)

]
∈ RLx(M+2), where yi(tl) =

D∑
d=1

h(tl − τd) si(τd). (2)

3.2. Spectral estimation

Since the end results of the WSE method comprise rail contributions versus frequency, it becomes natural
to transform the temporal data to the frequency domain. Therefore the auto-spectrum of every microphone
in the array is estimated, as well as the cross-spectrum between every microphone and a given reference
signal. At this point the signals are divided into overlapping blocks of length N , and the rest of the processing
is repeated per block unless otherwise stated. Let us define the power spectrum in units of V2, for arbitrary
sensors i and j, as the diagonal matrix1

K(ij)(Ω) =
ς

N2
diag

{
VUyi(t)

}
diag

{
VUyj(t)

}H ∈ CNxN , (3)

where Ω ∈ RN is the frequency vector in Hz, the operator V ∈ CNxN is the 1D temporal discrete Fourier
transform matrix, the diagonal matrix U has an N -length time window function on its elements, the super-
script H denotes Hermitian transpose, and ς is the windowing correction factor. It is worth mentioning that,
in practice, the discrete Fourier transform is preferably performed via fast Fourier transform algorithms such
as Cooley-Tukey [23] instead of via multiplication with the Fourier matrix.

Then the auto-spectrum of the m-th microphone equals K(mm)(Ω), whilst the cross-spectrum is com-
puted with respect to the reference signal and it follows K(mr)(Ω), where, for instance, r = M + 1 and
r = M + 2 for vertical and lateral acceleration signals respectively. For the sake of brevity we shall develop
the equations for an arbitrary reference signal r, since it is only a matter of choosing r. Furthermore, the
computational time for the entire WSE algorithm can be halved by means of processing one-sided spectra,
that is, taking only the first N/2 + 1 frequencies in Ω. In that case Eq. (3) must then have a multiplicative
factor of 2.

3.3. Pass-by pressure spectra

The following processing block is to transform the microphone array data from units of Volts to Pascals
and account for the phase information between the microphones, such that a complex pressure signal is
obtained in the space–frequency domain. The pressure spectrum of the m-th microphone, in units of Pa, is
provided by the N -length vector

p(xm,Ω) = χm e−jΘmr , (4)

where j =
√
−1, Θmr(Ω) is the phase of K(mr) in radians, and the vector

χm(Ω) =
1

ζm
cm

[
K(mm)

]1/2
(5)

follows, where cm(Ω) ∈ CN is the calibration transfer function in units of Pa/Pa for the m-th microphone
(see Section 4 for measurement details), and ζm ∈ R+ is the nominal sensitivity of the m-th microphone in
units of V/Pa. The pressure spectra in the space–frequency domain are then grouped in matrix form as

P(x,Ω) =
[
p(x1,Ω) p(x2,Ω) · · · p(xM ,Ω)

]
∈ CNxM . (6)

1The superscript (ij) does not denote an element of the matrix, but rather that the matrix contains the frequency spectra
for the i-th and j-th sensors in its diagonal.
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3.4. Spatial data extrapolation

Spatial extrapolation of microphone array data is a common technique used in near-field acoustic holog-
raphy (see e.g. [24]), in order to extend the spatial aperture (or length) of the measurement, hence improve
the resolution in the wavenumber domain when applying the spatial Fourier transform. In the context of the
WSE method, the space–frequency pressure matrix in Eq. (6) is extrapolated along its rows. This extrapo-
lation is only applied to the B rows corresponding to the frequencies inside the 1/3 octave band centered at
fc. Here linear predictive border padding [25] is employed, which estimates the additional spatial samples
by means of fitting an auto-regressive model to the measured pressure field.

Let us define the set of frequencies inside the band centered at fc as Υ = {Υ1,Υ2, ...,ΥB} ⊂ Ω. Then,
the padding algorithm finds the coefficients αm(Υb) required to solve the difference equation

pext(xµ,Υb) = −
M∑
m=1

αm(Υb) p(xµ−m,Υb), for µ = M + 1,M + 2, ...,
E +M

2
, (7)

at the b-th frequency in the band, where E −M is even and corresponds to the amount of extrapolated
samples2. This equation is solved towards both ends of the array length, and for all frequencies in Υ. The
resulting pressure fields are organized in a matrix

Pext(x,Υ) =

pext(x1,Υ1) pext(x2,Υ1) · · · pext(xE ,Υ1)
...

...
. . .

...
pext(x1,ΥB) pext(x2,ΥB) · · · pext(xE ,ΥB)

 ∈ CBxE . (8)

3.5. Rail wavenumber filters

The previous sections have presented the required signal processing blocks used to prepare the raw mea-
surement data for filtering in the wavenumber domain. The novelty of this paper is the design and application
of band-pass wavenumber filters to the array measurements in order to separate the rail contribution to the
total pass-by noise. It is only this part of the method in which the data measured with the accelerometers is
used, for the sake of obtaining an accurate description of the vertical and lateral rail signatures and design
the filters accordingly. The following includes the filter design and digital implementation.

3.5.1. Design basis and considerations

The ideal grounds to design a wavenumber filter for the sound field radiated by the rail is from microphone
array measurements on an empty track. The rail signature can then be found by means of performing an
impact hammer test for both vertical and lateral excitations, and the filters can be tailored to only pass the
wavenumbers that show up in the dispersion curve. In this way, the filters yield only the sound fields radiated
by the vertical and lateral rail vibrations. Nevertheless, this impact test measurement can in principle be
avoided because the speed of the bending waves in the rail is about five times higher than the speed of sound
in air, thus it is expected that the rail begins to radiate sound some seconds before the train is actually in
front of the array3. Similarly, once the train has passed, the rail keeps radiating sound for some seconds.
The significance of this fact is that the information before and after the pass-by can be used to design the
rail filters, such that these are applied to the sound fields during the pass-by. Moreover, specially for high
train speeds, Doppler shift may influence the filter functions if the rail signature is obtained from static
tests instead of with dynamic (pass-by) tests; thus using information before/after the pass-by might be a
more desirable choice. An additional result found in [21] that further motivates this strategy is that the rail
signatures of an empty track and a loaded track are nearly identical in the frequency range of interest.

2In Eq. (7), the subscript µ refers to the index of the extrapolated spatial sample, that is, sample µ = (E −M)/2 + 1 is
equivalent to sample m = 1 in Eq.(6). Also, the indexes µ = M + 1 and M + 2 ought not to be associated with the acceleration
signals here.

3The number of seconds depends on the train speed and the track decay rates.
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In general, empty track measurements are performed separately with vertical and lateral hammer exci-
tations, yet the case of a train pass-by exhibits both excitations (and sometimes coupling between them).
Thus, if we aim at accurately capturing, for example, the vertical rail signature, it might be reasonable to use
the data corresponding to the time in which the vertical vibrations are stronger than the lateral vibrations.
In other words, let us define a signal power ratio (SPR) per frequency band and per time block as

SPR(fc, tj) = 10 log10

tr K(vv)(Υ)

tr K(ll)(Υ)
, for tj before/after the pass-by, (9)

where v = M+1 and l = M+2 correspond to vertical and lateral acceleration signals. Then, the input data
that can be used for the design of the vertical filter corresponds to the time blocks tj for which SPR > 0
dB. Likewise, for the lateral filter, the time blocks for which SPR < 0 dB can be taken. If the SPR is zero
for a given block, the data can be disregarded and the next block is evaluated.

3.5.2. Filter design optimization

The separation accuracy of the WSE method depends on the filter parameters: center wavenumber kc
and pass-band kpb; hence it is imperative to have a means for choosing these values appropriately. To
preserve conciseness only the process for the vertical filter is described. Also, the blocks of time–data
are restricted to the aforementioned conditions on the SPR. Let us begin with the wavenumber–frequency
domain representation of Eq. (8):

P(k,Υ) =
[
p(k,Υ1) · · · p(k,ΥB)

]
∈ CExB , (10)

where p(k,Υb) = QWpText(x,Υb)/E, with superscript T denoting vector transpose, W ∈ RExE a diagonal
matrix containing a spatial Tukey window, and Q ∈ CExE the 1D spatial discrete Fourier transform matrix.
This representation is equivalent to the pressure dispersion curve within the frequency band Υ. Here, the
e-th element of the wavenumber vector k is defined as

ke = [2(e− 1)− E]
∆k

2
for e = 1, ..., E, (11)

where ∆k = 2π/(E∆x) is the wavenumber resolution and ∆x is the microphone spacing, and the highest
alias-free wavenumber is π/∆x.

With the purpose of promoting computational efficiency, the wavenumber domain can be restricted
according to two facts: (i) the waves before the pass-by have a negative (positive) wavenumber if the +x
axis is defined against (towards) the train direction, and (ii) the waves we are after are not evanescent.
Therefore, provided for instance that the +x axis is defined against the train direction and data before the
pass-by is used, the wavenumber domain can be restricted to the triangular region −2πΥ/c ≺ k ≺ 0. At a
given frequency Υb in the band, this region can be understood as all propagating waves, kz =

√
κ2 − k2

e ∈ R,
with κ = 2πΥb/c and e ∈ [1, E/2].

The proposal is then to estimate the center wavenumber of the filter with an optimization algorithm,
grounded on the assumption that before/after the pass-by only the rail is radiating noise, thus the situation
is closest to that of an empty track. If this assumption is valid, then the optimal filter should have the
pass-band centered at the maximum of the pressure wavenumber spectrum. It is also assumed that there is
at most one prominent bending wave for vertical and for lateral rail vibration. (The case of more than one
wave per direction introduces a layer of complexity that is out of the scope of this paper.) Then, at a given
frequency Υb, the optimization algorithm can be formulated in the wavenumber domain as

kc(Υb) = arg max
k

∣∣∣Hpre(k, fc) p(k,Υb)
∣∣∣ subject to

{
−2πfc/c ≺ k ≺ 0 before pass-by or

0 ≺ k ≺ 2πfc/c after pass-by,
(12)

where the diagonal matrix Hpre(k, fc) is a pre-conditioning band-pass Butterworth filter. The pass-band
of this conditioning filter corresponds to k ∈ [1, βπfc/c], in which the cut-on wavenumber discards plane
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waves propagating with normal incidence, that is ke → 0, and the cut-off discards monopole- and dipole-like
sources that manifest as plane waves propagating at grazing incidence [26], that is |ke| → κ. Here the value
of β has been found empirically, and equals 0.75 and 1.5 for vertical and lateral filters.

The functional in Eq. (12) is not necessarily convex, since at some frequencies there might be contri-
butions from both vertical and lateral rail vibrations to the measured sound fields. Therefore an element-
by-element approach ought to be adopted to find the maximum. This is solved for the B frequencies in
the band fc, and the optimal center wavenumber k∗

c(fc) is found from the median of the set kc(Υ). The
preference of the median instead of mean operator here is that it guarantees that the center wavenumber is
exactly one of the wavenumbers of the set kc(Υ). Appendix B includes the pseudocode of this algorithm.

On the other hand, the pass-band of the filter kpb is left as a tuning parameter. It is worth considering
that the spatial decay rate of the track has a frequency dependent behavior for vertical and lateral rail
vibrations, in which oftentimes the vertical decay is higher than the lateral decay for frequencies below 1
kHz, and the opposite can happen above 2 kHz [22]. Due to the duality property of the Fourier transform,
a higher decay (or a smaller bandwidth) in the spatial domain is equivalent to a larger bandwidth in the
wavenumber domain. We propose then to take this information into account at the moment of choosing the
pass-bands of the vertical and lateral filters.

It is important to stress that the optimal center wavenumber is not necessarily equal to the actual rail
bending wavenumber. However the center wavenumber accounts for any effects associated to wavenumber
sampling rate (or array length), thus it can be expected that the more microphones are used, the closer the
optimal center wavenumber will be to the bending wavenumber.

3.5.3. Digital implementation

The choice of IIR Butterworth filter families is adopted in this paper. Let us denote the optimal filter
at the frequency band fc, for instance for the vertical rail contribution, as the diagonal matrix Go(k, fc) ∈
CExE . Its magnitude response has a pass-band kpb, and the latter is centered at k∗

c . The pass-band choice
rule is a larger bandwidth for the vertical filter than for the lateral filter. The phase response must be
zero-phase such that the spatial phase of the input sound field is preserved. In order to account for possible
wavenumber shifts, the filters are constructed by means of setting: (i) the filter response obtained with data
before the pass-by in the negative wavenumber axis, and (ii) the filter response obtained with data after the
pass-by in the positive wavenumber axis.

The output of the vertical filter within the frequency band fc can then be grouped in a matrix

Pfilt(x,Υ) =
[
pfilt(x,Υ1) · · · pfilt(x,ΥB)

]
∈ CExB , (13)

where the b-th column of the matrix follows from zero-phase filtering the extrapolated sound field:

pfilt(x,Υb) = QHGH
o (k, fc)Go(k, fc)QWpText(x,Υb). (14)

Here the input sound field is obtained via Eqs. (4)-(7) with r = M . This procedure is analogously performed
with the lateral filter. It is worth stressing that because the filters have zero-phase response their outputs
have the same spatial phase as the input (extrapolated pressure field).

3.6. Rail contributions to the sound pressure level

Once the filters have been applied to the microphone array pressure during the pass-by, the next and
final step is to calculate the total rail, vertical rail and lateral rail contributions to the sound pressure level
at a given microphone position. Firstly, the total rail contribution is calculated from the outputs of the
vertical and lateral filters. At a given position in the array xµ and within the 1/3 octave band fc, the
root-mean-square (RMS) pressure obtained from the output of the vertical filter is defined as

pfilt,v(xµ, fc) =

√√√√δf
1

πB

B∑
b=1

∣∣∣pfilt(xµ,Υb)
∣∣∣2, (15)

9



where the dimensionless variable δf is the octave bandwidth per unit Hz, and one-sided spectra is used.
A similar calculation is done for the RMS output of the lateral filter: pfilt,l(xµ, fc). Then the total rail
contribution to the sound pressure level (SPL) in dBA follows

SPLrail(xµ, fc) = 20 log10

[
pfilt,v(xµ, fc) + pfilt,l(xµ, fc)

pref

]
+A(fc), (16)

where pref = 20 µPa and A(fc) is the A-weighting filter coefficient at fc.
This way of calculating the total rail contribution must be equivalent to the energetic sum of the vertical

and lateral rail contributions. In mathematical terms, let us define the mean-square pressure of these
contributions as

p2
v = p2

filt,v + wv pfilt,v pfilt,l, (17a)

p2
l = p2

filt,l + wl pfilt,l pfilt,v, (17b)

where wv and wl are weighting factors that follow wv + wl = 2. The latter condition establishes the
equivalence between Eq. (16) and the energetic sum of the individual rail contributions. The choice here is
to set wv = wl = 1, which means that both contributions are equally important to the total rail contribution.
Then, the vertical (and similarly lateral) rail contribution to the SPL in dBA follows:

SPLvert(xµ, fc) = 10 log10

[
p2

filt,v + pfilt,v pfilt,l

p2
ref

]
+A(fc). (18)

At this point the algorithm checks whether the last data block has been reached (see Fig. 3). If it is
the last block, the algorithm stops and calculates the rail contributions. Otherwise the previous stages are
repeated with the new block of data. The calculation of the rail contributions once all blocks have been
processed comprises averaging the SPL values per block obtained during the iterative process.

4. Experimental setup

The measurement campaign was carried out in a high-speed track with standard ballast, near Munich,
Germany, in June 2016. The experimental setup is shown in Figs. 4 and 5. It consists of a 42-channel
line microphone array, two accelerometers and a pass-by microphone located 7.5 m away from the track
center as defined in ISO3095 [12]. The array consists of 6 GRAS 40BD and 36 GRAS 40PH microphones.
The acceleration sensors are ICP accelerometers B&K 4398, and the pass-by microphone is a BSWA Tech
MA201. All sensors are connected to a VXI multi-channel acquisition system, and the time signals are
simultaneously sampled at 6.4 kHz.

The microphone array is positioned 1.2 m away from the nearest rail, and at half the rail web in height.
The array is held on an aluminium frame, which rests on three supports fixed with ballast. The microphone
spacing is 8 cm, which gives an array length of 3.36 m. Windshields are used in order to minimize the
influence of flow in the measurements. The accelerometers are mounted with magnets on the rail, and
located in front of the left-most microphone of the array. One accelerometer is placed in the vertical
direction underneath the rail, and the other is placed in the lateral direction at half the rail web. Two train
passages are considered: one at 80 km/h and one at 160 km/h.

In order to fully account for the scattering in the measurements due to the microphone array, the latter
is calibrated in free-field in an anechoic chamber at the Marcus Wallenberg Laboratory for Sound and
Vibration Research in KTH. A monopole sound source is used to produce an omnidirectional field, and
the distances from the microphones to the source are measured. Then the calibration transfer functions
{c1(Ω), ..., cM (Ω)} used in Eq. (5) (see Section 3.3) are the result of dividing the analytical monopole
sound field at the microphone positions by the pressure measured at these positions.
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Figure 4: Photograph of the experimental setup at the track section in Germany.

Array

Rail

Acc2

Acc1 1.2 m

Figure 5: Schematic (side-view) of the experimental setup in Germany.

5. Results

5.1. Dispersion signatures before and after the pass-by

This section includes dispersion signatures obtained with recordings of about 30 seconds before and after
the pass-by. The dispersion is calculated with respect to the vertical and lateral acceleration signals. The
temporal block size is N = 4096 samples, which gives a frequency resolution of ∆f ≈ 1.56 Hz, and 95%
overlap is used between blocks. The extrapolated array space consists of E = 210 samples, which gives a
wavenumber resolution of ∆k = 0.374 rad/m.

Fig. 6 shows the pressure dispersion signatures before the pass-by of the train running at 160 km/h. It
can be seen that the plane waves propagate with a negative wavenumber, and this is physically meaningful
since the +x axis is defined against the train direction. It can also be observed that, as expected, the vertical
wave appears to have a smaller wavenumber than the lateral wave, due to the different stiffness of the rail
in these directions [22]. In Fig. 6(a), however, it appears as if the lateral wave is being captured by the
array even when referencing the spectra with respect to vertical acceleration, and this indicates that there
might be a coupling of the lateral wave with the vertical rail vibrations. It is also noticeable the presence of
other dispersive waves which look like replicas of the strongest wave, and are separated by approximately
10.5 rad/m. These replicas are due to periodicity effects of the sleeper spacing, and the fact that there are
not as many replicas in Fig. 6(b) is an indicator of the difference in bending stiffness [22]. Moreover, there
is another wave with negative wavenumber and higher slope than the vertical and lateral waves in Fig. 6(a),
and this corresponds to the air dispersion curve κ = −2πf/c possibly related to plane waves propagating
at grazing incidence. It is worth stressing that, since the array is located in the near-field and it is of finite
length, it is very difficult to separate sources which radiate plane waves at grazing incidence. In equivalent
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Figure 6: Dispersion plot signatures from Eq. (10) expressed in dB re 20 µPa, and obtained with pressure spectra referenced
to (a) vertical and (b) lateral acceleration signals, using data before the pass-by.

words, the array becomes “blind” to such sources and groups them as a unique plane wave at κ = −2πf/c
in the dispersion curve.

Fig. 7 shows the dispersion signatures after the pass-by. Since the train has passed, the waves now
propagate with a positive wavenumber, and a clear symmetry can be seen when compared to Fig. 6.
Replicas are also visible in Fig. 7(a), as well as the air dispersion curve yet now following the relationship
κ = 2πf/c. Overall these results indicate that the assumption of the rail radiating noise before and after
the pass-by holds, and that the filters can be designed with this data.

Figure 7: Dispersion plot signatures from Eq. (10) expressed in dB re 20 µPa, and obtained with pressure spectra referenced
to (a) vertical and (b) lateral acceleration signals, using data after the pass-by.

For the sake of illustration, Fig. 8 shows the SPR versus measurement time at 1000 Hz, obtained with
data before and after the pass-by, and for both train speeds. In Fig. 8(a), corresponding to 80 km/h train
speed, the vertical vibrations dominate for about 3 to 4 seconds before and after the pass-by, and the lateral
vibrations dominate during the remaining time blocks. On the other hand, the time intervals during which
the vertical vibrations dominate in Fig. 8(b) are slightly smaller than those in Fig. 8(a), which reveals a
dependence of the SPR with the train speed as anticipated in Section 3.5.1.
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Figure 8: Signal power ratio from Eq. (9) at 1000 Hz, using 30 seconds of data before and after the pass-by. The train speed is
(a) 80 km/h and (b) 160 km/h. The vertical solid (dashed) lines indicate the time at which the SPR becomes negative when
using data before (after) the pass-by.

5.2. Filter optimization

Results of the optimization algorithm are shown in this section. Table 1 includes the optimal center
wavenumbers obtained with data before and after the pass-by. The train speed is 160 km/h, yet for 80

Table 1: Optimal vertical and lateral center wavenumbers obtained with data before and after the pass-by, and analytical
bending wavenumbers of a free Timoshenko beam obtained with measurements used for reference data.

Frequency
(Hz)

Vertical Lateral
k∗
c before

(rad/m)
k∗
c after

(rad/m)
Timoshenko
(rad/m)

k∗
c before

(rad/m)
k∗
c after

(rad/m)
Timoshenko
(rad/m)

500 −2.99 2.99 3.33 −5.05 5.24 5.00
630 −3.74 3.74 3.80 −5.98 6.17 5.65
800 −4.30 4.49 4.36 −6.73 6.55 6.40
1000 −5.05 5.05 5.02 −7.85 7.67 7.26
1250 −5.98 5.42 5.82 −9.16 9.16 8.27
1600 −7.11 7.11 6.79 −10.29 10.66 9.44
2000 −7.67 8.23 7.98 −11.59 11.97 10.83

km/h the results are nearly identical. The center wavenumbers agree well with the fact that the vertical
stiffness is greater than the lateral stiffness, thus vertical wavenumbers are smaller than lateral wavenumbers.
The comparison of the wavenumbers before and after the pass-by indicates a small shift at some frequencies,
and this is attributed to inexactitudes of the optimization algorithm. For the sake of comparison, the
wavenumbers of a free Timoshenko beam representing the rail are also reported in the table. To obtain
these, the vertical and lateral bending stiffnesses are set to 6.4 MN·m2 and 1.07 MN·m2 and the shear
coefficient is set to 0.4 [27]. The effect of the pad-sleeper-ballast support is not included for simplicity,
but it is assumed to be small in this frequency range due to the low stiffness of the rail pads fitted in
this track (this was estimated to be at around 100 MN/m, as it will be shown below). These analytically
calculated wavenumbers are in good agreement with those estimated with the measurements, and this
comparison confirms that the optimization procedure can extract the correct wavenumbers for the filters
without knowledge of the structural properties of the rail.
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Fig. 9 shows the center wavenumbers of Eq. (12) (per band sub-frequency) that are used to determine
the optimal center wavenumber of the vertical filter. Data after the pass-by is used in Fig. 9(a), and data
before the pass-by is used in Fig. 9(b). In Fig. 9(a) the vertical center wavenumbers inside the frequency
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Figure 9: (a) Circles: set of vertical center wavenumbers obtained from Eq. (12) in the frequency band centered at 630 Hz,
using data after the pass-by. Dashed-line: optimal center wavenumber k∗

c . (b) Same as (a) but at 1600 Hz and using data
before the pass-by.

band mostly oscillate between 3.7 rad/m and 4.1 rad/m, yet a few times are smaller than these values. The
use of the median eliminates the influence of these outliers and yields the value of 3.74 rad/m. Similarly
in Fig. 9(b), the optimal value is around −7.1 rad/m, however the curve exhibits a negative slope versus
frequency. This slope can also be seen in Fig. 6(a), and is attributed to the fact that the +x axis is defined
against the train direction hence the plane waves travel with negative wavenumber before the pass-by. It
can also be noticed in Fig. 9(b) that, at some frequencies, it seems as if there is another wave present with
a more negative wavenumber, which likely corresponds to the lateral wave (see Fig. 6(a)). In addition, the
reason for the higher density of circles in Fig. 9(b) is that the frequency band centered at 1600 Hz has a
larger amount of sub-frequencies than the band centered at 630 Hz.

The resulting filters are illustrated in Fig. 10 at 800 Hz and 2000 Hz, using the center wavenumbers from
Table 1. The pass-band is 2.5 rad/m for the vertical filter and 1.5 rad/m for the lateral filter. The order
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Figure 10: Power of the optimal vertical and lateral filters at (a) 800 Hz and (b) 2000 Hz in the wavenumber domain.

of the filters is 4, and these have a power of −3 dB at the cut-on and cut-off wavenumbers. Nonetheless it
is worth pointing out that the application of zero-phase filtering via Eq. (14) duplicates the power of the
filters shown in Fig. 10.
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5.3. Application of wavenumber filters

The result of applying the rail filters to pass-by data in the wavenumber domain is shown in this section.
The block size is N = 1024, with 95% overlap, and the extrapolated space consists again of E = 210 samples.
The reference sensor chosen here is the left-most microphone in the array, that is, r = M in Eq. (4). The
time window of analysis during the pass-by is shown in Fig. 11, and it corresponds to the passage of two
bogies and four wheel sets: approximately 26 m long.
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Figure 11: Solid curve: band-pass filtered vertical acceleration, in which the minima correspond to the wheels passing above
the accelerometer. Dashed box: analysis window of length of one vehicle, corresponding to two bogies and four wheel sets. The
distance axis is the measurement time axis multiplied with the train speed.

SPL snapshots for both train speeds at three time blocks are shown in Figs. 12 and 13, illustrating the
filtering procedure at 1000 and 1600 Hz respectively. The wavenumber axis is zoomed into the propagating
wave region, i.e. |k| < κ, in order to have a clearer view of the filtering process. The time instance
during the analysis window is also shown on each snapshot. Making an overall comparison of the two train
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Figure 12: Top row: wavenumber-domain sound pressure levels of the total pass-by noise (–), total rail noise (- -), vertical rail
noise (o) and lateral rail noise (+), for the train running at 80 km/h, and the frequency band centered at 1000 Hz. Bottom
row: same as top row but with the train running at 160 km/h. The box in the north-west region of each subfigure contains
the analysis window, and its corresponding time instance depicted with a vertical yellow line. The minima of the curve in this
box correspond with the passage of the wheels above the accelerometer positioned in the vertical direction.
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speeds, it can be noticed that the SPL of the faster train is higher than that of the slower train. Besides
the plane waves radiated by the rail there is a broadband wavenumber content, which may correspond
to the omnidirectional-like radiation of the wheel in the spatial domain [10]. More into detail, the sound
field radiated by the vertical wave is almost always stronger than that radiated by the lateral wave, which
indicates that the vertical rail contribution is likely greater than the lateral rail contribution in this frequency
band. This happens for both train speeds, and it can be interpreted as that the excitation direction of the
wheel/rail contact is predominantly of vertical nature. In addition, as seen in Figs. 12(a) and (d) as well
as 13(a) and (d), it is expected that the total rail contribution is greater in the time instances at which the
wheels are furthest from the array.
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Figure 13: Top row: wavenumber-domain sound pressure levels of the total pass-by noise (–), total rail noise (- -), vertical rail
noise (o) and lateral rail noise (+), for the train running at 80 km/h, and the frequency band centered at 1600 Hz. Bottom
row: same as top row but with the train running at 160 km/h. The box in the north-west region of each subfigure contains
the analysis window, and its corresponding time instance depicted with a vertical yellow line. The minima of the curve in this
box correspond with the passage of the wheels above the accelerometer positioned in the vertical direction.

On the other hand, the wavenumber domain can also be interpreted as the domain of plane–wave inci-
dence angles, by means of using the relation φ = arcsin(k/κ). Considering the +x axis is defined against
the train direction, then the time instances at which the wheel/rail contact is on the right-hand side of the
array are expected to exhibit a stronger wavenumber content for waves propagating with negative incidence
angles (or, equivalently, with negative wavenumbers ke). Similarly, the wavenumber content is expected
to be stronger for waves propagating with positive incidence angles when the wheel/rail contact is on the
left-hand side of the array. This phenomenon is most noticeable in Figs. 13(d) and (f).

In Figs. 13(a) and (c), as well as in Figs. 13(d) and (f), the broadband content appears to have opposite
slopes versus wavenumber, and this is attributed to the position of the four wheels with respect to the array
at the given time instances. Additionally, in Figs. 13(a) and (b) there is a substantial contribution of a
plane wave centered at a little less than 5 rad/m, which may correspond to the sound field radiated by an
additional bending wave in the rail.
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5.4. Description of reference data

In order to provide verification of the WSE technique against a different approach, noise predictions
are presented in this section based on the TWINS model [4]. This allows the different noise components
to be calculated separately; namely the radiation from the sleeper, rail vertical motion, rail lateral motion
and wheel. The procedure has been validated through field experiments [4]. In this case, to increase the
reliability of the source separation, measured vibration levels of the rail and of the sleepers are adopted
as an intermediate input in the model. In [28] it is shown that the uncertainty is significantly reduced
when measured vibration is adopted. Therefore the procedure followed to predict the noise components
consists of the following three steps: (1) a “standard” TWINS modelling of the measurement situation is
first performed, (2) the predicted sound power levels from step 1 are then compensated using measured
track vibration, and finally (3) all the components are adjusted so that the total predicted noise matches the
measured noise spectrum. The results in the second step are equivalent to using the radiation models for the
track directly with measured vibration spectra. No adjustment is made to the wheel component in this step.
In the last step the relative contribution of each component in each frequency band is retained. Correcting
the predicted spectra in step 3 is only acceptable if the difference between measured and predicted noise at
step 2 is small. It is assumed in performing step 3 that the relative contributions of wheel and track are
correct in each frequency band so the final adjustment is only to adjust the contributions of each band to
the A-weighted noise level. This is also necessary to allow a comparison with the WSE method where the
summation of the different components always corresponds exactly to measured noise spectrum.

Direct measurements of rail and wheel roughness and of decay rates are available and are shown in Fig.
14. Fig. 14(a) also includes an analytical estimate of decay rates using a model of a Timoshenko beam on
a continuous two-layer support [29]. This best fitting line is obtained with a pad stiffness in the vertical
direction of 100 MN/m. This low value of stiffness is responsible for the decay rate being low in a wide
frequency range, resulting in strong noise radiation from the rail.
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Figure 14: (a) Decay rates and (b) roughness for the test site used for TWINS predictions of the reference data.

The other important parameters required for the noise calculation are listed in Table 2. The rail cross-
receptance factor [29] has been adjusted to give the best fit between the lateral rail vibration and the
measured spectra. The ballast stiffnesses are default values that have not been tuned to the current case.
The measured track decay rates shown in Fig. 14 are used in the predictions.

The wheel is modelled using finite elements to obtain modal parameters and then mobilities via a modal
summation approach. The modal frequencies and damping ratios have been tuned to match mobilities
measured with impact hammer tests.

As an example of the procedure adopted to obtain the various components, Fig. 15 shows the noise
spectra as obtained in steps 2 and 3 for the train speed of 80 km/h. The results are expressed as sound
pressure spectra in one-third octave bands corresponding to the LAeq over the 26 m analysis window (shown
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Table 2: Track parameters used for TWINS calculations.

Track component Parameter Vertical Lateral
Rail Bending stiffness (MN·m2) 6.42 1.07

Damping loss factor 0.02 0.02
Mass per unit length (kg/m) 60
Cross-receptance factor (dB) -10

Railpad Stiffness (MN/m) 100 13.6
Damping loss factor 0.2 0.2

Sleeper Model Modal Constant mass
Mass (kg) - 140
Spacing (m) 0.6 0.6

Ballast Model Frequency-dependent Constant
Stiffness (MN/m) - 35
Damping loss factor - 2

in Fig. 11 in the dashed box). Measurements and calculations are presented for a receiver set at 7.5 m from
the nearest rail and 1.5 m above the top of rail. This does not correspond to one of the microphones in the
WSE array but it is close to the TSI reference position at 7.5 m from the centre of the track. Similar results
are found for different receiver positions. To allow for propagation above a reflecting ground, the Delany &
Bazley model [30] with flow resistivity of 105 Pa·s/m2 is adopted in the calculation.
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Figure 15: TWINS predictions after (a) step 2 and (b) step 3. In Step 2 sound power levels are compensated from track
vibration measurements while in step 3 components are adjusted to match measured spectra. These predictions are performed
in order to produce the reference data, and are independent of the measured data used in the WSE method.

The results obtained at step 2, Fig. 15(a), are already in good agreement with the measurements.
Between 315 Hz and 5 kHz the average difference is 1 dB and the maximum is 3 dB; the final corrections
of step 3 can be safely applied, see Fig. 15(b). The rail is the predominant source between 315 Hz and 1.2
kHz and also dominates the overall noise. The wheel contribution equals that of the rail at 2 kHz and is
dominant at higher frequency. The same procedure is applied to predict results at the position of the array
and at 160 km/h. The rail component predictions for these cases are shown in the next section where they
are compared with the WSE separation results.
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5.5. Validation of the WSE method

The predictions made with TWINS, described in the above section, are used as reference data. The
microphone m = 21 (or µ = E/2 + 1) is used for the comparison.

5.5.1. Separation of total rail contribution

Figs. 16 and 17 show the SPL spectra of the total rail noise for train speeds of 80 and 160 km/h
respectively. Firstly it can be stated that the rail spectra is very close to the total pass-by spectra, thus
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Figure 16: (a) Sound pressure level spectra of the rail contribution for the train running at 80 km/h, predicted by TWINS
and the WSE method. The total pass-by is that predicted by TWINS. (b) Difference between WSE and TWINS results of rail
contribution.

there is a significant contribution from the rail in the measured pressure in this frequency range. Overall the
rail contribution obtained with the WSE method agrees well with the predictions from TWINS. However,
an underestimation of the rail contribution by the WSE method can be seen in Fig. 16 at 1600 and 2000
Hz, with a magnitude of 3.8 and 4.7 dB respectively. In Fig. 17 the underestimation is not as significant,
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Figure 17: (a) Sound pressure level spectra of the rail contribution for the train running at 160 km/h, predicted by TWINS
and the WSE method. The total pass-by is that predicted by TWINS. (b) Difference between WSE and TWINS results of rail
contribution.

with a magnitude of 3 dB, and is most noticeable at 1600 Hz.
One of the results found in Section 5.3 is that, at 1600 Hz, there appears to be an additional acoustic plane

wave which might correspond to a secondary bending wave (see Figs. 13(a) and (b)), yet it is disregarded
by the filtering process. At present it is considered that this is a web bending wave, as described in [22].
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Provided this acoustic wave is indeed radiated by the rail, its filtering could explain the underestimation of
the total rail noise. In what follows the separation of vertical and lateral rail components is presented.

5.5.2. Separation of vertical and lateral rail contributions

Figs. 18 and 19 illustrate the SPL spectra of the vertical and lateral rail contributions for train speeds
of 80 and 160 km/h respectively. The results obtained from the WSE method are compared with the
predictions obtained from TWINS. The difference in dB between the two methods are also shown for each
of the rail components.
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Figure 18: (a) Sound pressure level spectra of the vertical and lateral rail contributions for the train running at 80 km/h,
predicted by TWINS and the WSE method. (b) Difference between WSE and TWINS results of vertical rail contribution. (c)
Difference between WSE and TWINS results of lateral rail contribution.
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Figure 19: (a) Sound pressure level spectra of the vertical and lateral rail contributions for the train running at 160 km/h,
predicted by TWINS and the WSE method. (b) Difference between WSE and TWINS results of vertical rail contribution. (c)
Difference between WSE and TWINS results of lateral rail contribution.

For both velocities we see a good agreement for both the vertical and lateral rail contributions up to
1250 Hz. For higher frequencies one can see a larger discrepancy that, as said earlier, can be attributed to
the influence of possible higher order waves that are not included in this analysis, as well as the influence of
the wheel contribution.
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6. Conclusions

The present paper introduces the wave signature extraction method, whose aim is to separate the rail
contribution to pass-by noise in the wavenumber domain. The motivation of this work arises from the
problem of railway noise generation, and the compliance of rail-bound vehicles with existing regulations
for noise and its environmental impact. The wave signature extraction method requires a uniform line
microphone array and two accelerometers, although it can be extended to two-dimensional microphone
arrays. The novelty of this work lies in the introduction and application of rail wavenumber filters to
microphone array measurements of the train pass-by. The applicability of the method is limited to the
frequency range in which the rail behaves like a distributed source. The advantage of the method is that
no prior knowledge of the structural properties of the track is in principle needed. The sound pressure
levels of the total rail, vertical rail and lateral rail contributions to the pass-by are obtained for two train
speeds, and compared with reference data provided from TWINS. The comparison demonstrates that the
wave signature extraction predicts well the total rail contribution, except at the frequencies at which the
wheel contribution dominates the pass-by noise. Nevertheless there is room for application of the method
even at frequencies in which the wheel is dominating, by means of using a denser microphone array. At
these frequencies care must then be taken of possible discrepancies of the rail signature with and without
the train on the track. Lastly, the results concerning vertical and lateral rail contributions are also close to
the predictions by TWINS, indicating that the proposed method also has a potential to separate the sound
fields radiated by the two rail vibrational components.
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Appendix A. Wave signature extraction algorithm

Here the matrix S(t) contains the raw data measured at the sensors and fc is the center frequency of the
1/3 octave band. The algorithm outputs the total rail, vertical rail and lateral rail sound pressure levels.

Algorithm 1 : [ SPLrail, SPLvert, SPLlat] = wave signature extraction( S(t), fc )

1: for all sensors do
2: 1/3 octave band filter S(t) at fc via Eq. (2)

3: Γ← no. overlapping blocks
4: γ ← 0
5: while γ ≤ Γ do
6: γ ← γ + 1
7: Compute Eq. (4), for r = M (left-most microphone in the array)
8: for Υb ∈ Υ do
9: Apply spatial extrapolation via Eq. (7)

10: Apply vertical and lateral rail filters via Eq. (13)

11: Calculate total rail SPL via Eq. (16) at γ-th block
12: Calculate vertical (and similarly lateral) SPL via Eq. (18) at γ-th block

13: Calculate total rail, vertical rail and lateral rail SPLs from averaging the corresponding SPLs per block
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Appendix B. Filter optimization algorithm

The estimation of the optimal filter at a given frequency band fc is described by the pseudocode below.
The recommended choice of filter pass-band kpb is between 1 and 3 rad/m.

Algorithm 2 : optimize filters(fc, kpb)

1: for r = {M + 1,M + 2} do
2: Compute Eq. (4) with r, using data before and after the pass-by
3: Apply spatial extrapolation via Eq. (8) at frequency band fc
4: Compute spatial Fourier transform of pressure via Eq. (10)
5: for b = 1, ..., B do
6: Compute center wavenumber kc(Υb) via Eq. (12)

7: Calculate optimal center wavenumber via k∗
c(fc) = median {kc(Υ)}

8: Construct filter Go(k, fc) using wavenumbers obtained with data before and after the pass-by

In the second line of the algorithm, the spectra K(mm)(Ω) and K(mr)(Ω) are averaged for all data blocks
at once via the Welch’s method [31]. Also, the time blocks used for the vertical and lateral filters follow the
condition on signal power ratio introduced in Eq. (9).
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