A hybrid MLP-CNN classifier for very fine resolution remotely sensed image classification
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Abstract The contextual-based convolutional neural network (CNN) with deep architecture and pixel-based multilayer perceptron (MLP) with shallow structure are well-recognized neural network algorithms, representing the state-of-the-art deep learning method and the classical non-parametric machine learning approach, respectively. The two algorithms, which have very different behaviours, were integrated in a concise and effective way using a rule-based decision fusion approach for the classification of very fine spatial resolution (VFSR) remotely sensed imagery. The decision fusion rules, designed primarily based on the classification confidence of the CNN, reflect the generally complementary patterns of the individual classifiers. In consequence, the proposed ensemble classifier MLP-CNN harvests the complementary results acquired from the CNN based on deep spatial feature representation and from the MLP based on spectral discrimination. Meanwhile, limitations of the CNN due to the adoption of convolutional filters such as the uncertainty in object boundary partition and loss of useful fine spatial resolution detail were compensated. The effectiveness of the ensemble MLP-CNN classifier was tested in both urban and rural areas using aerial photography together with an additional satellite sensor dataset. The MLP-CNN classifier achieved promising performance, consistently outperforming the pixel-based MLP, spectral and textural-based MLP, and the contextual-based CNN in terms of classification accuracy. This research paves the way to effectively address the complicated problem of VFSR image classification.
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1. Introduction

With the rapid development of modern remote sensing technologies, a large quantity of very fine spatial resolution (VFSR) images is now commercially available. These VFSR images, typically acquired at sub-metre spatial resolution, have opened up many opportunities for new applications (Zhong et al., 2014), for example, urban land use retrieval (Mathieu et al., 2007; Shi et al., 2015), precision agriculture (Ozdarici-Ok et al., 2015; Zhang and Kovacs, 2012), and tree crown delineation (Ardila et al., 2011; Yin et al., 2015). However, despite the presence of a rich spatial data content (Huang et al., 2014), the information conveyed by the imagery is conditional upon the quality of the processing (Längkvist et al., 2016). With fewer spectral channels in comparison with coarse or medium spatial resolution remotely sensed data, it can be challenging to differentiate subtle differences amongst similar land cover types (Powers et al., 2015). Meanwhile, objects of the same class may exhibit strong spectral heterogeneity due to differences in age, level of maintenance and composition as well as illumination conditions (Demarchi et al., 2014), which might be further complicated by the scattering of peripheral ground objects (Chen et al., 2014). As a consequence, such high intra-class variability and low inter-class disparity make automatic classification of VFSR images a challenging task.

Ever since the advent of VFSR imagery, tremendous efforts have been made to develop robust and accurate, automatic image classification methods. Among these, machine learning is currently considered as the most promising and evolving approach (Zhang et al., 2015). Popular pixel-based machine learning algorithms, such as Multilayer Perceptron (MLP), Support Vector Machine (SVM) and Random Forest (RF), have drawn considerable attention in the remote sensing community (Attarchi and Gloaguen, 2014; Yang et al., 2012; Zhang et al., 2015). The MLP, as a typical non-parametric neural network classifier, is designed to learn the nonlinear spectral feature space at the pixel level irrespective of its statistical properties (Atkinson and Tatnall, 1997; Foody and Arora, 1997; Mas and Flores, 2008). The MLP has been used widely in remote sensing applications, including VFSR-based land cover classification (e.g. Del Frate et al., 2007), Pacifici et al. (2009)). The MLP algorithm is mathematically complicated yet can be simple in model architecture (e.g., a shallow classifier with one or two feature representation levels). At the same time, a pixel-based MLP classifier does not consider, or make use of, the spatial patterns implicit in images, especially for VFSR imagery.
with unprecedented spatial detail. In essence, the MLP (and related algorithms, e.g. SVM, RF, etc.) is a pixel-based classifier with shallow structure (one or two layers) (Chen et al., 2016), where the membership association of a pixel for each class is predicted.

Recent advances in neuroscience have shown that deep feature representations can be learned hierarchically from simple concepts such as oriented edges to higher-level complex patterns such as textures, segments, parts and objects (Arel et al., 2010). This discovery motivated the breakthrough of the so-called “deep learning” methods that represent the state-of-the-art in a variety of domains, including target detection (Chen et al., 2016; Tang et al., 2015), image recognition (Farabet et al., 2013; Krizhevsky et al., 2012) and robotics (Bezak et al., 2014; Lenz et al., 2015; Yu et al., 2013), amongst others. The convolutional neural network (CNN), a well-established deep learning approach, has produced excellent results in the field of computer vision and pattern recognition (Schmidhuber, 2015), such as for visual recognition (Farabet et al., 2013; Krizhevsky et al., 2012), image retrieval (X. Yang et al., 2015) and scene annotation (Othman et al., 2016).

In the remote sensing domain, CNNs have been studied actively and shown to produce state-of-the-art results over the past few years, focusing primarily on object detection (Dong et al., 2015) or scene classification (Hu et al., 2015a; Zhang et al., 2016). Recent studies further explored the feasibility of CNNs for the task of remotely sensed image classification. For example, Yue et al., (2016) utilized spatial pyramid pooling to learn multi-scale spatial features from hyperspectral data, Chen et al. (2016) introduced a 3D CNN to jointly extract spectral–spatial features, thus, making full use of the continuous hyperspectral and spatial spaces. In terms of the classification of multi- and hyperspectral imagery, a deep CNN model was formulated through a greedy layer-wise unsupervised pre-training strategy (Romero et al., 2016), whereas an image pyramid was built up through upscaling the original image to capture the contextual information at multiple scales (Zhao and Du, 2016). For VFR image classification, CNN models with varying contextual input size were constructed to learn multi-scale features while preserving the original fine resolution information (Lä ngkvist et al., 2016). All of the above-mentioned work applied CNNs with contextual patches as their inputs, and demonstrated the robustness and effectiveness in spatial feature representations with excellent classification performance. However, the benefits and shortcomings of the
CNN as a classifier itself have not been studied thoroughly. In particular, the CNN, as a contextual classifier with deep structures (Szegedy et al., 2015), explores the complex spatial patterns hidden in the image that are not seen by representation in its shallow counterparts, whereas it may overlook certain information in spectral space observed by pixel-based classifiers. Moreover, uncertainties may appear in object boundaries due to the usage of convolutional filters of the CNN. These issues deserve further investigation.

Any single set of features (e.g., spectral only) or a specific classifier (e.g., pixel-based only) is unlikely to achieve the highest classification accuracies for VFSR imagery because the result is conditional upon both spectral and spatial information. In this context, two categories of spectral and spatial information were fused for classification or handled with a classifier ensemble. Information fusion can be realized by stacking the spatial and spectral information as feature bands. However, this does not allow the specification of the relative influence of the extracted features (Wang et al., 2016). Others proposed integrative algorithms considering the spatial and spectral features at the same time. For example, Fauvel et al., (2012) proposed a composite kernel-based SVM with spectral and spatial kernels applied simultaneously. However, the spatial kernel summarizes only basic information (e.g. median) of the spatial neighbourhood (Wang et al., 2016).

In terms of classifier ensemble technology, two strategies, namely “multiple classifier systems” (Benediktsson, 2009) and “decision fusion” (Fauvel et al., 2006) are employed. Multiple classifier systems are based on the manipulation of training sample sets, including boosting (Freund et al., 2003) and bagging (Breiman, 1996). This ensemble approach, however, usually requires a relatively large sample size and the computational complexity tends to be high. An alternative classifier ensemble is derived from decision fusion of the outputs of different classification algorithms according to a certain combination of approaches (Du et al., 2012; Löw et al., 2015). This decision fusion-based ensemble approach is preferable where the individual classifiers demonstrate complementary behaviour. For instance, different non-parametric classifiers are sometimes accurate in different locations in a classification map, thus, producing complementary results from the ensemble (Clinton et al., 2015; Löw et al., 2015). However, all the aforementioned fusion strategies are conducted
using pixel-based classifiers with shallow structures, whose complementary behaviours 
are insufficient to address the challenges of VFSR image classification.

In this paper, a hybrid classification system was proposed that combines the CNN (a 
contextual-based classifier with deep architectures) and MLP (a pixel-based classifier 
with shallow structures) using a rule-based decision fusion strategy. The hypothesis is 
that both MLP and CNN classifiers can provide different views or feature 
representations with strong complementarity. Thus, the classifier ensemble has the 
potential to enhance the final classification performance. The decision fusion rules were 
built up at the post-classification stage, primarily based on the confidence distribution 
of the contextual-based CNN classifier, such that the classified pixels with low 
confidence can be rectified by the MLP at the pixel level. The effectiveness of the 
proposed method was tested on images of both an urban scene and a rural area. A 
benchmark comparison was provided by the standard pixel-based MLP, spectral-
texture based MLP as well as contextual-based CNN classifiers.

2. Methodology

2.1 Brief review of multilayer perceptrons (MLP)

A multilayer perceptron (MLP) is a network that maps sets of input data onto a set of 
outputs in a feedforward manner (Atkinson and Tatnall, 1997). The typical structure is 
that the MLP is composed of interconnected nodes in multiple layers (input, hidden and 
output layers), with each layer fully connected to the preceding layer as well as the 
succeeding layer (Del Frate et al., 2007). The outputs of each node are weighted units 
followed by a nonlinear activation function to distinguish the data that are not linearly 
separable (Pacifici et al., 2009). Formally, the output activation $a^{(l+1)}$ at layer $l+1$ is 
derived by the input activation $a^{(l)}$:

$$a^{(l+1)} = \sigma(w^{(l)}a^{(l)} + b^{(l)})$$

(1)

Where $l$ corresponds to a specific layer, $w^{(l)}$ and $b^{(l)}$ denote the weight and bias at layer 
$l$, and $\sigma$ represents the nonlinear activation operation (e.g. sigmoid, hyperbolic tangent, 
rectified linear units) function. For an $m$ layer multilayer perceptron, the first input layer 
is $a^{(1)} = x$ while the last output layer is:
The weights $w$ and bias $b$ in equation (2) are learned by supervised training using a backpropagation algorithm to approximate an unknown input-output relation (Del Frate et al., 2007). The objective function is to minimize the difference between the predicted outputs and the desired outputs:

$$J(W, b; x, y) = \frac{1}{2} \left\| h_{w, b}(x) - y \right\|^2$$

### 2.2 Brief review of Convolutional Neural Networks (CNN)

A Convolutional Neural Network (CNN), is a variant of the multilayer feed forward neural networks, and is designed specifically to process large scale images or sensory data in the form of multiple arrays by considering local and global stationary properties (LeCun et al., 2015). Similar to the MLP, the CNN is a network stacked into a number of layers, where the output of the previous layer is connected sequentially to the input of the next one by a set of learnable weights and biases (Romero et al., 2016). The major difference is that each layer is represented as input and output feature maps by capturing different perspectives on features through the operation of convolution.

The CNN basically consists of three major operations: convolution, nonlinearity and pooling/subsampling (Schmidhuber, 2015). The convolutional and pooling layers are stacked together alternatively in the CNN framework, until obtaining the high-level features on which a fully connected classification is performed (LeCun et al., 2015). In addition, several feature maps may exist in each convolutional layer and the weights of convolutional nodes in the same map are shared. This setting enables the network to learn different features while keeping the number of parameters tractable.

Mathematically, the output feature map $y_{i,j}^{(l)}$ at convolutional layer $l$ is calculated as:

$$y_{i,j}^{(l)} = \sigma^{(l)}\left( \sum_{n=1}^{k} \sum_{m=1}^{k} w_{n,m}^{(l)} \cdot x_{i+n,j+m}^{(l-1)} + b^{(l)} \right)$$

Where the $w_{n,m}^{(l)}$ denotes the convolutional filter with size $k \times k$ at layer $l$, and the $x_{i+n,j+m}^{(l-1)}$ represents the spatial position of the corresponding feature map at the preceding layer $l-1$. The algorithm passes the convolutional filter throughout the input
feature map using the dot product $(\cdot)$ between them with an addition of a bias unit $b^{(l)}$ (Arel et al., 2010). Moreover, a nonlinear activation function $\sigma^{(l)}$ at layer $l$ is taken outside the dot product to strengthen the nonlinearity (Strigl et al., 2010).

The pooling/subsampling layer can generalize the convolved features through down-sampling and thereby reduce the computational complexity during the training process (Zhao and Du, 2016). Given a pooling/subsampling layer $q$, the feature output $F^q$ can be derived from the preceding layer $f^{(q-1)}$ through

$$F^q_{i,j} = \max(f^{q-1}_{i+p(i-1)+p(j-1)}, \ldots, f^{q-1}_{i+p(i-1)+p(j-1)} + f^{q-1}_{i+p(i-1),p(j-1)} + \ldots + f^{q-1}_{p(i),p(j)})$$

(5)

Where $p \times p$ is the size of the local spatial region, and $1 \leq i, j \leq (m - n + 1) / p$, here the $m$ refers to the size of input feature map, while $n$ corresponds to the size of filter (Långkvist et al., 2016). The $\max$ simply summarizes the input features within local spatial region using the maximum value (Figure 1: Pooling). By doing this, the learnt features become robust and abstract with certain sparseness and translation invariance.

Once the higher level features are extracted, the output feature maps are flattened into a one-dimensional vector, followed by a fully connected output layer (Figure 1: fully connect). This operation is exactly a simple logistic regression, which is equivalent to the standard MLP discussed in section 2.1, but without any hidden layer.

Figure 1 A schematic illustration of the three core layers within the CNN architecture, including the convolutional layer (convolution), pooling layer (pooling) and fully connected layer (fully connect).

2.3 Hybrid MLP-CNN Classification Approach
Suppose the predictive outputs of the MLP and CNN at each pixel are \( n \)-dimensional vectors \( C = (c_1, c_2, \ldots, c_n) \), where \( n \) represents the number of classes and each dimension \( i \in [1, n] \) corresponds to the probability of a specific class (\( i \)-th class) with certain membership association. Ideally, the probability of the classification prediction would be 1 for the target class and 0 for the others. However, due to the uncertainty in the process of remotely sensed image classification, the probability value \( c \) is denoted as 

\[
\sum c_i = 1
\]

The classification model simply takes the maximum membership association as the predicted output label (denoted as \( \text{class}(C) \)):

\[
\text{class}(C) = \arg \max(\{ f(x) = c_x \mid x \in (1,2,\ldots,n) \})
\]

The confidence \( \text{conf} \) of such membership association is defined here as:

\[
\text{conf} = \text{Max}(C) - \text{Mean}(C)
\]

In equation (7), \( \text{Max}(C) \) represents the maximum value of vector \( C \), while \( \text{Mean}(C) \) denotes the average of all the values of \( C \). The \( \text{conf} \), quantified by the difference between \( \text{Max}(C) \) and \( \text{Mean}(C) \), measures the confidence or reliability of the class membership allocation (i.e. classification confidence map). Since the CNN takes contextual image patches as its inputs instead of image pixels, it has the following properties:

1. If the input image patch is located at the central homogeneous region, its class purity is relatively high with large difference between the membership association of the predicted class and those of the other classes, and the \( \text{conf} \) tends to be large (White regions in Figure 2(c)).

2. If the image patch contains other land cover classes as contextual information, the resulting distinction between the membership association of prediction and those of the others is relatively low, and the \( \text{conf} \) tends to be small (Dark regions in Figure 2(c)).

However, the MLP (spectral feature only) is based on per-pixel spectral information, thereby ruling out the difference of membership association between central and boundary regions of the classified objects (Figure 1(b)). According to the
aforementioned properties, the fusion decision rules are constructed primarily based on CNN confidence. To be more specific, the fusion output gives credit to the CNN when its confidence is larger than a predefined threshold \(\alpha_1\), while the MLP is trusted given that the CNN confidence is lower than another threshold \(\alpha_2\); once the confidence of the CNN lies in-between the two thresholds \((\alpha_1, \alpha_2)\), the fusion output chooses the CNN or MLP classification result with a larger confidence. Therefore, for a given image pixel at location \((h, v)\), a rule-based decision fusion approach to determining the class label \((\text{class}(h, v))\) of the corresponding pixel is formulated as follows:

\[
\text{class}(h, v) = \begin{cases} 
\text{class}_{\text{MLP}} & \text{if } \text{conf}_{\text{CNN}} < \alpha_1 \\
\text{class}_{\text{MLP}} & \text{if } \alpha_1 \leq \text{conf}_{\text{CNN}} < \alpha_2 \text{ and } \text{conf}_{\text{CNN}} < \text{conf}_{\text{MLP}} \\
\text{class}_{\text{CNN}} & \text{if } \alpha_1 \leq \text{conf}_{\text{CNN}} < \alpha_2 \text{ and } \text{conf}_{\text{CNN}} > \text{conf}_{\text{MLP}} \\
\text{class}_{\text{CNN}} & \text{if } \text{conf}_{\text{CNN}} \geq \alpha_2 
\end{cases}
\] (8)

Where the \(\text{class}_{\text{MLP}}\) and \(\text{class}_{\text{CNN}}\) represent the classification results of the MLP and CNN respectively; the \(\text{conf}_{\text{MLP}}\) and \(\text{conf}_{\text{CNN}}\) denote the classification confidence of the MLP and CNN accordingly.

Estimation of the two thresholds \((\alpha_1, \alpha_2)\) is conducted using grid search with cross-validation (Min and Lee, 2005; Zhang et al., 2015) based on the CNN classification confidence map (as illustrated by Figure 2(c)). Specifically, the \(\alpha_1\) was searched from 0.1 to 0.5 to detect those regions with low confidence as predicted by the CNN, while the \(\alpha_2\) was chosen from 0.5 to 0.9 to discover the high confidence regions. By initially fixing \(\alpha_1\) as 0.1, \(\alpha_2\) was tuned with step size of 0.05 (i.e. \(\alpha_2=0.5, 0.55, 0.6, ..., 0.9\)) to cross-validate the classification accuracy influenced by the selected thresholds; \(\alpha_1\) was then increased to further tune \(\alpha_2\) in a similar way until the optimal \(\alpha_1\) and \(\alpha_2\) were found with the best classification accuracy.
3. Experiment

3.1 Study area and data source

For this study, the city of Southampton, UK and its surrounding environment, which lies on the south coast of England, was chosen as a case study area (Figure 3). The urban and suburban areas in Southampton are strongly heterogeneous with a mixture of anthropogenic urban surface (e.g. roof materials, asphalt, concrete) and semi-natural environment (e.g. vegetation, bare soil), thereby representing a good test for classification algorithms.

A scene of aerial imagery of Southampton was captured on 22 July 2012 using a Vexcel UltraCam Xp digital aerial camera with 50 cm spatial resolution and four multispectral bands (Red, Green, Blue and Near Infrared). Two study sites S1 (3087×2750 pixels) and S2 (2022×1672 pixels) were selected to investigate the effectiveness of the proposed algorithm. S1 is located in the city centre of Southampton, which consists of eight dominant land cover classes, including Clay roof, Concrete roof, Metal roof, Asphalt, Grassland, Trees, Bare soil and Shadow, with detailed descriptions listed in Table 1. S2, on the other hand, is situated in a suburban and rural area of Southampton comprised of large patches of forest, grassland and bare soil speckled with small buildings and roads. There are six land cover categories in this study site, namely, Buildings, Road-or-track, Grassland, Trees, Bare soil and Shadow (Table 1).
Sample points were collected using a stratified random scheme from ground data provided by local surveyors at Southampton, and split into 50% training samples and 50% testing samples for each class (Table 1). Field land cover survey was conducted throughout the study area on July 2012 to further check the validity and precision of the selected samples. In addition, a highly detailed vector map from Ordnance Survey, namely the MasterMap Topographic Layer (Regnauld and Mackaness, 2006), was fully consulted and cross-referenced to gain a comprehensive appreciation of the land cover and land use within the study area.

Table 1 Detailed description of land covers at two study sites with training and testing sample size per class.

<table>
<thead>
<tr>
<th>Study Sites</th>
<th>Class</th>
<th>Train</th>
<th>Test</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Clay roof</td>
<td>144</td>
<td>144</td>
<td>Predominantly residential buildings in red clay tiles</td>
</tr>
<tr>
<td></td>
<td>Concrete roof</td>
<td>132</td>
<td>132</td>
<td>Predominantly residential buildings in grey clay tiles</td>
</tr>
<tr>
<td></td>
<td>Metal roof</td>
<td>134</td>
<td>134</td>
<td>Predominantly industrial buildings in white metal panels</td>
</tr>
<tr>
<td></td>
<td>Asphalt</td>
<td>136</td>
<td>136</td>
<td>Urban road or park paths covered by asphalt</td>
</tr>
<tr>
<td></td>
<td>Grassland</td>
<td>126</td>
<td>126</td>
<td>Areas of grass covering the urban park or lawn</td>
</tr>
<tr>
<td></td>
<td>Trees</td>
<td>137</td>
<td>137</td>
<td>Patches of tree species</td>
</tr>
<tr>
<td></td>
<td>Bare soil</td>
<td>118</td>
<td>118</td>
<td>Open areas covered by bare soil</td>
</tr>
<tr>
<td></td>
<td>Shadow</td>
<td>123</td>
<td>123</td>
<td>Areas of shadow cast from buildings and trees</td>
</tr>
<tr>
<td>S2</td>
<td>Building</td>
<td>82</td>
<td>82</td>
<td>Predominantly small buildings at rural areas</td>
</tr>
<tr>
<td></td>
<td>Road-or-track</td>
<td>85</td>
<td>85</td>
<td>Asphalt road or small path</td>
</tr>
<tr>
<td></td>
<td>Grassland</td>
<td>86</td>
<td>86</td>
<td>Large areas of wild grass or lawn</td>
</tr>
<tr>
<td></td>
<td>Trees</td>
<td>98</td>
<td>98</td>
<td>Large patches of deciduous trees</td>
</tr>
<tr>
<td></td>
<td>Bare soil</td>
<td>84</td>
<td>84</td>
<td>Open areas covered by bare soil</td>
</tr>
<tr>
<td></td>
<td>Shadow</td>
<td>86</td>
<td>86</td>
<td>Areas of shadow cast from buildings and trees</td>
</tr>
</tbody>
</table>

To further test the applicability of the proposed method, another scene of Worldview-2 satellite sensor imagery was acquired on 24 July 2013 in the same region of Southampton with urban (S1’) and rural (S2’) study sites close to the Northwest of S1 and S2. The Worldview-2 image was geometrically and atmospherically corrected, and pan-sharpened at 50 cm spatial resolution to be consistent with the aerial imagery. Figure 4 demonstrates the WorldView-2 satellite sensor image together with two subsets S1’ and S2’.
Figure 4 Additional WorldView-2 satellite sensor image covering the same region of Southampton with the S1’ and S2’ study sites to the northwest of S1 and S2, respectively.

3.2 Model input variables and parameters

Model inputs: the standard pixel-based MLP (hereafter, MLP) and CNN take only the four spectral bands as their input variables, whereas the pixel-based texture MLP based on the standard Grey Level Co-occurrence Matrix (hereafter, GLCM-MLP) simultaneously makes use of both the four spectral bands and the texture features derived from GLCM textural features including the Mean, Variance, Homogeneity, Contrast, Dis-similarity, Entropy, Second moment and Correlation (Haralick et al., 1973; Rodriguez-Galiano et al., 2012; Xia et al., 2010; Zhang et al., 2003). Three window sizes for each spectral band, including 3×3 (1.5×1.5 m), 5×5 (2.5×2.5 m), and 7×7 (3.5×3.5 m), were optimally chosen to perform multi-scale texture feature representation, thus generating 96 GLCM texture features in total. It should be noted that both the MLP and the CNN as well as the GLCM-MLP were trained to predict all pixels within the images. Although the CNN was designed to predict a single label from a small image patch, the sliding window was densely overlapping to cover the entire image at the inference phase.

Both the MLP (also including GLCM-MLP) and CNN models require a series of predefined parameters to optimize the learning accuracy and generalization capability. Following the recommendations of Mas and Flores, (2008), the MLPs with one, two and three hidden layers were tested, using a varying number of {4, 8, 12, 16, 20, and 24} nodes in each layer. The learning rate was chosen optimally as 0.2 and the momentum factor was set as 0.7. In addition, the number of iterations was set as 1000 to fully converge to a stable state. Through cross-validation with different numbers of
nodes and hidden layers, the best predicting MLP was found using two hidden layers
with 8 nodes in each layer. Similar parameters were also set for the GLCM-MLP,
except that two hidden layers with 20 nodes in each layer were found to be the optimal
solution in this case.

For the CNN, a range of parameters including the number of layers, the input image
patch size, the number and size of convolutional filter, as well as other predefined
parameters, such as the learning rate and number of epochs (iterations), need to be tuned
(Romero et al., 2016). Following the discussion by Längkvist et al., (2016), the input
image size was chosen from \{8\times8, 10\times10, 12\times12, 14\times14, 16\times16, 18\times18, 20\times20, 22\times22
and 24\times24\} to evaluate the influence of context area on classification performance. In
general, a small-sized contextual area results in overfitting of the model, whereas a
large one often leads to under-segmentation. In consideration of the image object size
and contextual relationship coupled with a small amount of trial and error, the optimal
input image patch size was set to 16\times16 in this research. Besides, as discussed by Chen
et al., (2014) and Längkvist et al., (2016), the depth plays a key role in classification
accuracy because the quality of learnt feature is highly influenced by the level of
abstraction and representation. As suggested by Chen et al. (2016), the number of CNN
layers was chosen as four to balance the network complexity and robustness. Other
parameters were set based on standard practice in the field of computer vision. For
example, the filter size was set to 5\times5 for the first convolution layer and 3\times3 for the
rest with stride of 1, and the number of the filters was set to 24 to extract multiple
convolutional features at each level. The fully connected layer was tuned as 12 nodes
followed by a softmax classification. The learning rate was set to 0.01 and the number
of epochs (iterations) was chosen as 600 to fully learn the features through
backpropagation. The detailed architecture of the CNN and its parameter configurations
is illustrated in Figure 5.
3.3 Decision Fusion Parameter Setting and analysis

A rule-based decision fusion approach was implemented based on the classification confidence maps of the CNN (e.g. Figure 2(b)) and MLP (e.g. Figure 2(c)). The parameters of decision fusion, including two thresholds \( \alpha_1 \) and \( \alpha_2 \), were determined by grid search with cross-validation using 10% of the randomly chosen samples. In this study, the optimal thresholds \( \alpha_1 = 0.4 \) and \( \alpha_2 = 0.6 \) were found that reported the greatest classification accuracy.

For the sake of visual interpretation, the confidence distribution of the CNN and MLP influenced by the chosen thresholds is shown in Figure 6. Clearly, the CNN and MLP demonstrated individually consistent, but mutually converse distribution patterns in the two study sites: along with the increase in the CNN’s confidence, the MLP inversely exhibited a decreasing trend. Specifically, for low CNN confidence (<0.4), the MLP confidence was around 0.75, significantly higher than that of the CNN, thus outputting the results of MLP in the final decision; once the CNN confidence ranged from 0.4 to 0.6, no significant difference was shown between the two classifiers, thereby, optimally choosing the classification results based on the competitive “winner-takes-all” approach; while for large CNN confidence (>0.6), the MLP was, in contrast, much less reliable (<0.45), thus, taking the classification results of the CNN only in this situation.
Figure 6 Classification confidence distributions of the CNN and MLP at two study sites (S1 and S2) under different fusion thresholds.

3.4 Classification results and analysis

3.4.1 Classification results and visual assessment

By integrating the classification results of the MLP and CNN using the above-mentioned fusion parameters, the final classification of the proposed MLP-CNN was obtained at both study sites, S1 (city centre with complex urban scene) and S2 (rural areas with natural phenomena). To provide a better visualization, Figure 7 (three subsets of S1) and Figure 8 (three subsets of S2) highlights the correct or incorrect classification results of different classifiers marked in yellow or red circles, respectively.

From Figure 7, it can be seen that the MLP classification results consist of undesirable noise (marked in red circle), such as a severe salt-and-pepper effect in Figure 7(a) and 7(b), and linear noisy textures in Figure 8(c). Besides, Trees and Grassland are seriously confused with each other as illustrated by Figure 7(c) and Figure 8(a) and 8(b).

However, as shown by Figure 7(b), the MLP has certain advantages over CNN in identifying the Clay roof class with spectrally distinctive features (marked in yellow circle). With the addition of the GLCM textures, the GLCM-MLP achieved certain improvements in both spectral and spatial pattern differentiation. For example, Trees and Grassland are better distinguished to some extent compared with the pixel-based MLP results, as illustrated in Figure 7(c) and Figure 8(b). Besides, the clear linear noisy textures in Figure 8(c) are much reduced, and primarily turned into small speckles due to the introduction of texture features. Yet, the GLCM-MLP falsely identifies some edges or boundaries as Clay Roof, as shown in Figure 7(c) and Figure 8(a) and 8(b).
Additionally, some geometrical distortions of building roof tops, e.g. the Metal Roof and Concrete Roof in Figure 7(b), are shown in the GLCM-MLP classification results caused by the GLCM texture filters.

In contrast to the pixel-based MLP and the GLCM-MLP, the classification results of the CNN in both study sites exhibit smoothed visual effects with the least speckle noise as shown by Figure 7 and 8. Additionally, the classes of green vegetation including Grassland and Trees are accurately distinguished as demonstrated by the yellow circles in Figure 7(c) and Figure 8(a) and 8(b) in spite of their spectral similarity. Moreover, the CNN is able to discriminate the Concrete roof from Asphalt with a moderate accuracy, as highlighted by the yellow circle in Figure 7(a). Nevertheless, the CNN delivers some uncertainties in partitioning object boundaries. For example, the regular shapes of some buildings (e.g. the geometries of some Clay roof and Concrete roof areas) are distorted with false boundary partitions, as marked by the red circle in Figure 7(b). In addition, small or linear features are either merged into a large object or discarded by over-smoothness. For instance, some Clay roof buildings (small objects) are falsely connected together, while Asphalt is sometimes misclassified as Clay roof (Figure 7(c)) and the small paths covered by Bare soil are discarded (Figure 8(b)).

With respect to the results of the MLP-CNN, all of the aforementioned misclassifications produced by MLP or CNN are resolved with a higher resulting accuracy. Thus, the incorrect classifications (marked by red circles) which appeared in Figure 7 and 8 are revised accordingly, with no red circles appearing in the classification results of MLP-CNN. The MLP-CNN modifies the classification errors of the CNN for Asphalt, as illustrated by the red circles in Figure 7(c) and Figure 8(b), thanks to the correct classification results of the MLP. Moreover, the linear-shaped Bare Soil area missed by the CNN in Figure 8(a) is brought back correctly without losing useful information. In addition, the original shapes of the Clay roof and Concrete roof areas shown in Figure 7(b) are accurately restored. Most importantly, some mutual misclassifications between the MLP and CNN are successfully rectified. For example, the MLP-CNN correctly differentiates some Asphalt (with spectrally distinctive but spatially confusing characteristics) and Concrete roof (distinctive in texture and geometry but vague in spectrum) areas that are mutually misclassified by the MLP and CNN respectively (see the regions marked by red circles in Figure 7(a)).
Figure 7 Three typical image subsets (a, b and c) in study site S1 with their classification results. Columns from left to right represent the original images (R G B bands), the MLP classification, the GLCM-MLP classification, the CNN classification and the MLP-CNN classification correspondingly. The red and yellow circles denote incorrect and correct classification, respectively.

Figure 8 Three typical image subsets (a, b and c) in study site S2 with their classification results. Columns from left to right represent the original images (R G B bands), the MLP classification, the
GLCM-MLP classification, the CNN classification and the MLP-CNN classification correspondingly. The red and yellow circles denote incorrect and correct classification, respectively.

3.4.2 Classification accuracy assessment

The classification performance of the proposed MLP-CNN approach was further investigated through benchmark comparison with the MLP, GLCM-MLP and the CNN. Table 2 lists the classification accuracy assessment, including the overall accuracy (OA), Kappa coefficient ($\kappa$), and the class-wise mapping accuracy. From the table, it can be seen that the decision fusion approach (MLP-CNN) consistently reports the best classification OA with up to 90.93% for S1 and 89.64% for S2, higher than that of the CNN (85.39% and 86.56%, respectively) and GLCM-MLP (83.12% and 82.63%, respectively) as well as MLP (81.62% and 80.73%, respectively) (Table 2). Moreover, a Kappa $z$-test for pair-wise comparison also shows that a significant increase in classification accuracy has been achieved by the proposed MLP-CNN classifier over the MLP, GLCM-MLP and CNN in S1, with $z$-value=3.68, 3.12 and 2.25, respectively. For S2, the MLP-CNN also revealed a significant increase over the MLP with $z$-value=3.71 as well as GLCM-MLP with $z$-value=3.18, but no significant difference in comparison with the CNN ($z = 1.59$, smaller than 1.96 at 95% confidence level) (Congalton, 1991), despite the obvious improvement shown in Table 2.

The increase in classification accuracy was also checked by class-wise accuracy assessment (Table 3). As illustrated by the table, MLP-CNN outperforms CNN for all classes at both study sites in terms of classification accuracy. The largest increase is up to 9.77% for the class of Concrete roof in S1 and 7.16% for the class of Road-or-track in S2. Similar patterns were found such that the MLP-CNN was constantly superior to GLCM-MLP at the class-wise level, where the greatest increase in accuracy was shown up to 11.56% for the class of Concrete Roof in S1 and 11.74% for the class of Grassland in S2. When compared with the MLP, most classes in the two sites except for Asphalt and Shadow in S1 are classified with higher accuracy by the MLP-CNN. Here, Grassland exhibits the highest increase in classification accuracy, up to 33.51% and 18.83% for S1 and S2, respectively. For the classes of Asphalt and Shadow, the accuracy of the MLP is slightly larger than that of the MLP-CNN, but without a statistically significant difference. Thus, they can be regarded as similar to each other.
With respect to the three benchmark classifiers themselves (i.e. MLP, GLCM-MLP and CNN), it can be seen from Table 2 that their classification accuracies are ordered as: MLP < GLCM-MLP < CNN. While the accuracy of CNN is remarkably higher (3%-5%) than that of the MLP and GLCM-MLP, the GLCM-MLP is just slightly higher (<2%) than the MLP. The Kappa z-tests (Table 3) further demonstrate that the CNN is statistically significantly more accurate than MLP and GLCM-MLP in both urban and rural areas, whereas a significant increase in accuracy of the GLCM-MLP over the MLP appears only in the rural area rather than the urban area.

Table 2 Classification accuracy comparison amongst MLP, GLCM-MLP, CNN and the proposed MLP-CNN approach for study sites S1 and S2 using the per-class mapping accuracy, overall accuracy (OA) and Kappa coefficient (κ). The bold font highlights the greatest classification accuracy per row.

<table>
<thead>
<tr>
<th>Study Sites</th>
<th>Class</th>
<th>MLP (%)</th>
<th>GLCM-MLP (Benchmark)</th>
<th>CNN (%)</th>
<th>MLP-CNN (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Clay roof</td>
<td>92.26%</td>
<td>91.43%</td>
<td>90.11%</td>
<td>95.03%</td>
</tr>
<tr>
<td></td>
<td>Concrete roof</td>
<td>67.06%</td>
<td>62.44%</td>
<td>64.23%</td>
<td>74.00%</td>
</tr>
<tr>
<td></td>
<td>Metal roof</td>
<td>91.13%</td>
<td>90.36%</td>
<td>94.19%</td>
<td>94.63%</td>
</tr>
<tr>
<td></td>
<td>Asphalt</td>
<td>92.72%</td>
<td>88.67%</td>
<td>85.98%</td>
<td>91.26%</td>
</tr>
<tr>
<td></td>
<td>Grassland</td>
<td>60.51%</td>
<td>82.58%</td>
<td>90.73%</td>
<td>94.02%</td>
</tr>
<tr>
<td></td>
<td>Trees</td>
<td>63.88%</td>
<td>78.46%</td>
<td>82.28%</td>
<td>88.83%</td>
</tr>
<tr>
<td></td>
<td>Bare soil</td>
<td>79.63%</td>
<td>83.05%</td>
<td>86.16%</td>
<td>92.49%</td>
</tr>
<tr>
<td></td>
<td>Shadow</td>
<td>92.33%</td>
<td>91.06%</td>
<td>91.14%</td>
<td>91.52%</td>
</tr>
<tr>
<td></td>
<td>Overall Accuracy (OA)</td>
<td>81.62%</td>
<td>83.12%</td>
<td>85.39%</td>
<td>90.93%</td>
</tr>
<tr>
<td></td>
<td>Kappa Coefficient (κ)</td>
<td>0.78</td>
<td>0.81</td>
<td>0.84</td>
<td>0.89</td>
</tr>
<tr>
<td>S2</td>
<td>Building</td>
<td>82.83%</td>
<td>80.79%</td>
<td>83.08%</td>
<td>88.48%</td>
</tr>
<tr>
<td></td>
<td>Road or track</td>
<td>83.02%</td>
<td>80.14%</td>
<td>82.42%</td>
<td>89.58%</td>
</tr>
<tr>
<td></td>
<td>Grassland</td>
<td>71.11%</td>
<td>78.20%</td>
<td>88.34%</td>
<td>89.94%</td>
</tr>
<tr>
<td></td>
<td>Trees</td>
<td>79.31%</td>
<td>84.55%</td>
<td>90.70%</td>
<td>92.86%</td>
</tr>
<tr>
<td></td>
<td>Bare soil</td>
<td>74.07%</td>
<td>76.32%</td>
<td>81.36%</td>
<td>86.86%</td>
</tr>
<tr>
<td></td>
<td>Shadow</td>
<td>89.41%</td>
<td>88.25%</td>
<td>88.37%</td>
<td>90.17%</td>
</tr>
<tr>
<td></td>
<td>Overall Accuracy (OA)</td>
<td>80.73%</td>
<td>82.63%</td>
<td>86.56%</td>
<td>89.64%</td>
</tr>
<tr>
<td></td>
<td>Kappa Coefficient (κ)</td>
<td>0.78</td>
<td>0.79</td>
<td>0.84</td>
<td>0.87</td>
</tr>
</tbody>
</table>

Table 3 Kappa z-test (p-value) comparing the performance of the three classifiers for two study sites S1 and S2. Significantly different accuracies with confidence of 95% (z-value > 1.96 with p-value < 0.05) are indicated by *. 
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### Study sites and Classifiers

<table>
<thead>
<tr>
<th>Study sites</th>
<th>Classifiers</th>
<th>Kappa Z-test (p-value)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>MLP</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GLCM-MLP (Benchmark)</td>
<td>1.56 (0.1188)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>2.64* (0.0083)</td>
<td>2.44* (0.0147)</td>
</tr>
<tr>
<td></td>
<td>MLP-CNN</td>
<td>3.68* (0.0002)</td>
<td>3.12* (0.0018)</td>
</tr>
<tr>
<td>S2</td>
<td>MLP</td>
<td>—</td>
<td></td>
</tr>
<tr>
<td></td>
<td>GLCM-MLP (Benchmark)</td>
<td>2.05* (0.0404)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>CNN</td>
<td>2.51* (0.0121)</td>
<td>2.36* (0.0183)</td>
</tr>
<tr>
<td></td>
<td>MLP-CNN</td>
<td>3.71* (0.0002)</td>
<td>3.18* (0.0015)</td>
</tr>
</tbody>
</table>

The proposed MLP-CNN method and the other three benchmarks (MLP, GLCM-MLP and the CNN) were also validated using an additional WorldView-2 satellite sensor dataset at the S1’ and S2’ study sites. The OA and κ of both study sites are in accordance with the results of aerial photo classification, where the decision fusion approach (MLP-CNN) acquires the largest OA of 90.56% at S1’ and 89.77% at S2’, consistently higher than the CNN (86.15% and 86.39%), the GLCM-MLP (83.26% and 82.52%) and the MLP (81.42% and 80.32%) (Table 4). Such coherency of classification results further demonstrates the wide applicability of the proposed method with different datasets.

#### Table 4 Classification accuracy comparison amongst MLP, GLCM-MLP (Benchmark), CNN and the proposed MLP-CNN approach for study sites S1’ and S2’ from the WorldView-2 satellite sensor image using overall accuracy (OA) and Kappa coefficient (κ). The bold font highlights the greatest classification accuracy per row.

<table>
<thead>
<tr>
<th>WorldView-2</th>
<th>Classification</th>
<th>MLP</th>
<th>GLCM-MLP (Benchmark)</th>
<th>CNN</th>
<th>MLP-CNN</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1’</td>
<td>OA</td>
<td>81.42%</td>
<td>83.26%</td>
<td>86.15%</td>
<td><strong>90.56%</strong></td>
</tr>
<tr>
<td></td>
<td>κ</td>
<td>0.77</td>
<td>0.80</td>
<td>0.82</td>
<td><strong>0.89</strong></td>
</tr>
<tr>
<td>S2’</td>
<td>OA</td>
<td>80.32%</td>
<td>82.52%</td>
<td>86.39%</td>
<td><strong>89.77%</strong></td>
</tr>
<tr>
<td></td>
<td>κ</td>
<td>0.77</td>
<td>0.79</td>
<td>0.83</td>
<td><strong>0.87</strong></td>
</tr>
</tbody>
</table>

### 4. Discussion
In this research, a rule-based decision fusion approach (MLP-CNN) was proposed to integrate classifiers of the pixel-based MLP with shallow structures and the contextual-based CNN with deep architectures for the classification of VFSR remotely sensed imagery. The MLP-CNN takes advantage of the merits of the two classifiers and overcomes their individual shortcomings as discussed below.

### 4.1 Characteristics of MLP and GLCM-MLP classification

In principle, the MLP builds the decision boundaries among classes in feature space based on per-pixel spectral information (Mokhtarzade and Zoej, 2007). Such classification boundaries are very sensitive to the class with salient spectral properties that are spectrally distinctive from other classes (Berberoglu et al., 2000). For example, classes like Clay roof, Asphalt and Shadow in Site 1 are spectrally exclusive to other classes, leading to high classification accuracies, up to 92.26%, 92.72% and 92.33%, respectively (Table 2). However, the MLP relies on the pixel-based spectral information in the classification process without exploiting the abundant spatial information appearing in the VFSR imagery (e.g. texture, geometry or contextual relationship) (Wang et al., 2016). These limitations often result in unsatisfactory classification performance; for example, confusion and misclassification between the Trees and Grassland classes that are spectrally similar. Even for those correctly identified objects, severe salt and pepper effects still exist (Dark and Bram, 2007), for example, the linear texture noise appearing for Bare soil in Figure 8(c). For these reasons, the classification accuracy of MLP is generally statistically significantly lower than that of the CNN and the proposed MLP-CNN. However, objects in VFSR imagery are mostly depicted by pure pixels, especially for human-made features with crisp boundaries, such as buildings, residential houses and cultivated land. The membership association of a pixel deduced by MLP is, therefore, not affected by its relative position (e.g. lying on or close to boundaries), as long as the corresponding spectral space is separable.

The inclusion of GLCM texture features in the GLCM-MLP classifier enables the model to process spectral and spatial information simultaneously. Those GLCM texture descriptors are handcrafted features that are designed to capture statistical co-occurrence information (Xia et al., 2010). However, the GLCM textures are essentially first or second order feature transformations instead of feature learning. Such hand-coded features might be effective for a particular region and/or season, but are often
challenging to generalize to other domains and datasets. Besides, the addition of 96 GLCM textures results in a dramatically increased number of input variables, which leads to a relatively high dimensional feature space. The so-called “curse of dimensionality” (Hughes, 1968) and collinearity make the GLCM-MLP hard to parameterize and potentially leads to texture overfitting. That is why the GLCM-MLP cannot substantially increase the classification accuracy compared to the MLP. That is, the spectral and spatial information cannot be effectively exploited by the GLCM-MLP. For example, some spectrally different classes but with similar textures such as Clay Roof, Concrete Roof and Asphalt are confused to some degree.

4.2 Characteristics of CNN classification

Spatial features in remotely sensed data like VFSR imagery are intrinsically local (especially in lower layers) and spatially invariant (Masi et al., 2016). The MLP, however, assumes that the location of the data in the input is irrelevant to the model construction and it is, thus, incapable of learning spatial features of remote sensing data. In contrast, by using multiple convolution and pooling operations, CNN models the way that the human visual cortex works and enforces weight sharing with translation invariance that enables the extraction of high-level spatial features from image patches.

It should be mentioned that the pooling operations play an important role in dimension reduction, thus, avoiding “the curse of dimensionality” present in the GLCM-MLP classifier. Thanks to these superior characteristics, the CNN classifier outperforms the MLP and GLCM-MLP classifiers in both the urban scene and rural areas. Especially, classes like Concrete roof and Road-or-track that are difficult to distinguish from their backgrounds with only spectral or low-level features (e.g. distance between the prediction and the target class at spectral space), are identified with relatively high accuracies. In addition, classes with heavy spectral confusion in both study sites (e.g. Trees and Grassland), are accurately differentiated due to their obvious spatial pattern differences; for example, the texture of tree canopies is generally much rougher than for grassland. As a contextual classifier with deep architectures, the CNN could reveal the spatial patterns hidden in the image data that cannot be perceived by its shallow counterparts (e.g. MLP classifier or even the GLCM-MLP classifier). The higher layers in CNN models provide more semantically meaningful information concentrating on global semantics rather than local or pixel-level information, making the CNN classification work well for classes with spectral confusion (Hu et al., 2015a, 2015b;
Therefore, the CNN shows an impressive stability and effectiveness in spatial feature representation, which is crucial for VFSR image classification (Zhao and Du, 2016).

However, according to the “no free lunch” theorem (Wolpert and Macready, 1997), any elevated performance in one aspect of a problem will be paid for through others, and the CNN is no exception. Using contextual image patches as inputs and learning deep spatial features, the CNN demonstrates power in spatial pattern recognition but also weakness in spatial partition. Boundary uncertainties (over-smoothness) often appear in the classified object and small useful features are erased, somewhat similar to morphological or Gabor filter methods (Pingel et al., 2013; Reis and Tasdemir, 2011). For example, the human-made objects in urban scenes like buildings and asphalt are often geometrically enlarged with distortion to some degree (See Figure 7(b)). As for natural objects in rural areas (S2), edges or porosities of a landscape patch are simplified or ignored, and even worse, linear features like river channels or dams that are of ecological importance, are erroneously erased. One may argue that the reduction of image patch size might be able to detect small features by multiple CNNs by varying the contextual filter size as adopted in Längkvist et al. (2016). However, objects, whether large or small in size, all have boundaries, thus, retaining the problem of smoothing edges. In addition, the adoption of convolution and pooling operations intrinsically reduces the image contextual size but strengthens the spatial feature representation. Thus, a far too small initial image patch size can limit the network depth of a CNN model. In fact, the currently used 16×16 window size is close to the minimum requirements for a deep CNN with four hidden layers in total. Moreover, certain spectrally distinctive features without obvious spatial patterns are poorly differentiated. For example, some Asphalt pixels are wrongly identified as Concrete roofs as illustrated in Figure 7(a). This further demonstrates the necessity of introducing spectral features for VFSR image classification.

4.3 Fusion decision of MLP-CNN classification

Huge uncertainty and inconsistency exists inherently in any remotely sensed data (including VFSR imagery), and this runs through the training and the testing samples. In fact, different classification algorithms vary in terms of remote sensing data processing strategies. Thus there is no ‘one-algorithm-fits-all’ solution (Löw et al.,
to various applications of VFSR image classification, even for the powerful CNN classifier with deep spatial feature representations. It is therefore especially important to make use of the complementarities of different classifiers. It should be mentioned that, the more heterogeneous the classification algorithms’ behaviours, the more that different places might be accurately classified by each individual classifier, and the more accurate the ensemble classifier might be (Löw et al., 2015). An ideal ensemble classifier, thereby, should be established using individual classifiers that are very differently behaved.

The experimental results show that the pixel-based MLP classifier with shallow structures and the contextual-based CNN classifier with deep architectures can provide complementary information, leading to a more accurate classification result than either classifier alone. In addition to the elimination of heavy noise, the CNN can accurately identify classes with rich spatial information implicit in VFSR data. Such characteristics of the CNN emphasize the limitations of the MLP classifier for VFSR image classification. At the same time, the CNN might lose some useful details, and it has difficulties in utilizing spectral information and delineating object boundaries and is, thus, incapable of maintaining geometric fidelity. The MLP classifier, however, compensates directly with regard to the limitations of the CNN. The aforementioned complementary properties between the CNN and MLP are well reflected from the inverse confidence trends of the two classifiers (Figure 2). Specifically, in the case of the CNN with the highest confidence, the MLP has the least confidence and vice versa, which further indicates that the proposed MLP-CNN ensemble classifier can take advantage of the MLP and CNN.

The proposed fusion decision rules were derived primarily on the basis of the CNN’s confidence distribution, in consideration of the superiority of CNN classification performance and the regularity of its confidence distribution. Such a decision fusion strategy captures the patterns of the complementarities between the two individual classifiers in general, thus, achieving a desirable classification result. At the same time, the MLP-CNN classifier demonstrates great utility and wide applicability for both aerial photography and WorldView-2 satellite sensor imagery with consistent and competitive classification performance. However, in comparison with MLP, the classification accuracies of Asphalt and Shadow were slightly higher than for the proposed MLP-CNN. This means that there is still room for improvement of the
decision fusion rules at the class-wise level for VFSR image classification. It might be better to incorporate the spectral separability differentiated by MLP to achieve the best classification performance at class level. Besides, no significant improvement was acquired for rural areas (S2) by the MLP-CNN compared with the CNN. This is mainly due to the ineffectiveness of the MLP in classifying natural features that dominate in the rural environment. This shortcoming might be overcome by the replacement of the MLP by other non-parametric machine learning classifiers (e.g. SVM, RF, etc.). Moreover, incorporating other data sources (e.g. digital surface model) might be needed to increase the accuracy of the MLP-CNN for both the CNN and MLP with very low confidence simultaneously. These aforementioned issues will be investigated in future research.

5. Conclusion

Due to its high intra-class variability and low inter-class disparity, VFSR image classification poses great challenges to any single machine learning algorithm, even for the powerful deep learning convolutional neural network (CNN). In this paper, two neural network classifiers with strong heterogeneous behaviours (i.e. pixel-based MLP with shallow structures and contextual-based CNN with deep architectures), were integrated in a concise and effective way using a rule-based decision fusion strategy. The decision fusion rules, designed primarily on the basis of the classification confidence of the CNN, reflect the general complementary patterns of both the MLP and CNN. In consequence, the proposed ensemble classifier MLP-CNN harvests the complementary results acquired from the CNN with deep spatial feature representations (CNN) and from the MLP based on spectral discrimination. Meanwhile, limitations of the CNN such as uncertainty in object boundary partition and loss of useful fine resolution detail were compensated. The effectiveness of the new MLP-CNN algorithm was tested in both urban and rural areas using aerial and satellite sensor images. The MLP-CNN algorithm consistently outperformed both of the individual classifiers (MLP and CNN) as well as the GLCM-MLP that includes the GLCM texture features, with a statistically significant difference in the majority of cases. This research paves the way to an effective solution to the complicated problem of automatic VFSR image classification.
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