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A  Proofs

This section provides the omitted proofs in the text.
Theorem 1. The CSG problem on MR-TTGs is N'P-hard.

Proof. We reduce from the bounded multidimensional knapsack problem, which
is formally defined as:

mar Y 4_ pk-xk  wEr=0,...,bg (1)
sty d jwik-xp<cij=1,...,m. (2)

The proof proceeds as follows: (1) The BMKP is mapped to an instance of an
MR-TTG; (2) a solution for the BMKP is constructed from the optimal solution
to the CSG on MR-TTG; (3) we show that the optimality of the solution to the
CSG guarantees the optimality of the BMKP from step (2).

First, given an instance of a BMKP, an MR-TTG of 2 players is constructed
as follows: the knapsack dimensions are mapped directly to the resource types
R ={1,...,m} and item types are mapped to task types T'= {1,...,q}. Conse-
quently, the number of copies of every item type by, is mapped to the task demand
dy, Yk € q. Moreover, each task type k € T is described by a value v, = p; and
a vector of thresholds 7, = wy. The knapsack capacity can be divided between
the players to represent the resources they posses. We divide the capacity such

m

as player 1 gets the first L;J resources and player 2 gets the rest. Thus, the
resource vectors for the first and second players are r! = (cq,. .. ,CL%J ,0,...,0)
and 2 = (0,...,0, Clp |1 ¢m) consecutively.

Secondly, let C'S* be an optimal coalition structure for the constructed MR-
TTG. A solution, x, to the BMKP can be derived from C'S* as: the number of
items to be packed in the knapsack is equal to the size of the optimal coalition
structure |C'S*|, more specifically, there are |C'S};| copies of each item type k, i.e.,
x = |CS%|. This solution respects the BMKP constraints eq (?7?) since |C'S}],
the number of accomplished tasks of type k, is bounded by dj = by.



Finally, we prove by contradiction that x is optimal. Let us assume that
the derived solution, x, is not optimal. This assumption implies the existence of
another solution, x’, to the BMKP with a greater payoff than x, i.e., ZZ=1 Pk -
zh, > pr-ap and Y i, w2, < c. Since ¢ = r! +7? and wy, = 7, we can
write the last inequality as Y {_, 7 -2}, < r! 4+ 2. This means that there exist a
coalition structure C'S such that players 1 and 2 can jointly accomplish x}, tasks
of type k, i.e., |CSg| =z}, k =1,...,q. The value of this coalition structure can
be calculated as Sty Uk - |.C’Sk | which is equal toqis iy P z, sqince Dk = V.
T(hlS le;ads to a contradiction since v(CS) = >0 _ 1 pk - @), > D {1 Dk Tk =
v(C'S™).

Theorem 2. The Coalition Structure Generation problem for a MR-TTG can
be reduced in a polynomial time to a BMKP.

Proof. The proof proceeds as follows: (1) The CSG problem is mapped to an
instance of the BMKP; (2) a coalition structure is constructed from the optimal
solution to the BMKP; (3) we show that the optimality of the solution to the
BMKP guarantees the optimality of the coalition structure from step (2).

First, a BMKP is constructed from a CSG problem for an MR-TTG. Given
the input to the CSG problem, each task type k can be mapped to an item type
k in the corresponding BMKP. Item type k is described by a profit pr = v
and the weights vector wy = 7. In addition, the demand dj, corresponds to the
bound b (number of copies available of each item). Finally, the capacity of the
knapsack is calculated as c; = Z?:l 7’;,‘7]' =1,...,m.

Secondly, we give a polynomial time algorithm of complexity O(ZZZ1 by -
m - n) to translate an outcome of a BMKP to a coalition structure for an MR-
TTG (see algorithm ??). The outcome has xj, copies of item k and a profit of
> %_1 k- . The input of the algorithm is the set of agents A, agents’ posses-
sions 7%, the set of task types T, and the outcome of the BMKP. The algorithm
distributes agents’ resources among partial coalitions so that each partial coali-
tion is satisfied; it assigns a value to the variable w; i (line 7). From the loops in
lines 3 and 4 we can see that the number of partial coalitions formed is Y 7_, z,
and specifically the number of partial coalitions formed of type k is zp. There-
fore, |CSk| = xx < by, = dy, from the definition of the BMKP. In addition, the
condition in line 9 ensures that an agent ¢ does not contribute more than a total
of T;»,V 7 € R in all the partial coalitions ¢ has joined. Hence, the outcome of
a BMKP satisfies the properties of a coalition structure after algorithm 7?7 has
run.

Finally, we prove by contradiction that the generated coalition structure C'S
is optimal. Let us assume that CS is not optimal, this assumption leads to the
existence of another coalition structure C'S” with a value greater than the value
of CS; 3CS's.t. 3 0, co5 V(Cri) > > c,,ecs V(Cri). Suppose that the num-
ber of partial coalitions working on a task of type k in C'S" is z} (|C'S,| = z}.)
and for CS we know from algorithm ?? that |CS;| = ) then the previous
inequality can be written as Y §_, vy - T} > Y 3_q Uk - T. Also, from the fea-
sibility of C'S’, the resource constraint ) . ccog w; g < 7% can be generalised



0 Xy ecsr Dt Wiy < Doy 7. Since it is optimal to allocate exactly 7, to
each partial coalition C; due to monotonicity (>, wékl = T;5,Vj € R), the
resource constraint can be re-written as Y f_, 7 - 23, < Y11, 1%,V j € R. Since
Tp = Wk, dr, = by and v, = ppyVEk € T and ¢; = Z?Zl r; Vj € R then there is
a feasible solution to the BMKP with ) copies of item k, resource requirement
wjg-x), <¢;,Vi=1,...,mandvalue Y {_, pr-a} > > 1_; pk-xx - contradiction
since it outvalues the optimal solution.

Algorithm 1: Redistribute agents’ resources

whiy =0,Vi€ A jeRkeT, <y
i=1
: for all tasks types k € T' do
for all copies | < xi of k do
for all j € R do
repeat
Wik, = man(ry, Tik — 3i_q Wikl)
TS =T Wik
if 7 = 0 then
t=(i+1)modn
until 37 | w§kl = Tjk
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Theorem 3. A bounded multi-dimensional knapsack problem can be reduced to
a multiple-choice multi-dimensional knapsack problem.

Proof. The MMKP is formally defined as:

maz 3 ZZ; py-xy  y=1,...,v (3)
st YU S Wl ey < Cyj=1,...m @)
Z}gly:lzzzl g=1,...,hY (5)

zy € {0,1} (6)

Let C be a multiset such that £ € C, Vk = 1,...,q and the recurrence
of item k € C (multiplicity of k) is denoted by mrec = by, Vk € C. Thus,
Ol = X1 b

Suppose that C' is partitioned into an arbitrary number v of multisets CY,
y=1,...,vandlet Y =U,_; {P(C¥)}, where P (C¥) denotes the power set of
CY. For an arbitrary multiset S € P (CY), assuming all the items it holds k € S
are required to be packed at a time, the profit and vector of weights for S are
pS = > ke Pr and w’ = > kes Wi respectively.

The set Y represents a multiple-choice multidimensional knapsack problem
with v classes. Furthermore, the power set P (CY) constitutes the classes y =
1,...,v. The objective function, as shown below, restricts the number of sets of



items to be packed in the knapsack out of each class to exactly one. Formally,
the transformed MMKP problem is defined as:

max ZZ:1 Esep(cy) p®-a® (7)

st 301 Dsepony Wi ¥ < Vi=1,...,m (8)
Zsep(cy)xszl Yy=1,...,v (9)

Lemma 1. The union of the selected set of each class y = 1,...,v of the out-

come of the MMKP Uy_, S s.t. 2% =1 is the optimal solution for the BMKP.

Proof. The union set is a valid outcome for the BMKP since it is a subset of
the multiset C' holding the maximum number of items that could be packed in
the knapsack. In addition, the union set could be any subset of the multiset C,
since it is formed of the union of the power sets of all partitions of C. Hence, the
mapping does not affect the possible outcomes of the original problem. Finally,
the maximisation in the objective function guarantees that optimality of the
solution.



