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Abstract 14 

Topological sampling, based on 1) node counting and 2) circular sampling areas, is 15 

used to measure fracture intensity in surface exposures of a layered limestone/shale 16 

sequence in north Somerset, UK.  This method provides similar levels of precision as 17 

more traditional line samples, but is about 10 times quicker and allows characterization 18 

of the network topology. Georeferencing of photographs of the sample sites allows 19 

later analysis of trace lengths and orientations, and identification of joint set 20 

development. 21 

ANOVA tests support a complex interaction of within-layer, between-layer and 22 

between-location variability in fracture intensity, with the different layers showing 23 
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anomalous intensity at different locations. This variation is not simply due to bed 24 

thickness, nor can it be related to any obvious compositional or textural variation 25 

between the limestone beds.  These results are used to assess approaches to the 26 

spatial mapping of fracture intensity.  27 

Key words:  Fracture, network, topology 28 

1. Introduction 29 

The presence of a fracture network within a rock mass may significantly influence bulk 30 

rock properties such as porosity, permeability and rock strength (e.g. Long and 31 

Witherspoon, 1985; Palmstrøm, 1996; Larsen and Gudmundsson, 2010).  32 

Understanding the controls on bulk rock properties and the spatial distribution of 33 

fractures is vital for the engineering and petroleum industries (e.g. Quesada et al., 34 

2009; Macias et al., 2014).  Many factors are important in understanding fracture 35 

systems and predicting physical processes such as fluid flow and deformation, for 36 

example size-frequency scaling (e.g. Odling, 1997; Marrett et al., 1999; Ortega et al., 37 

2006) and the fracture type, aperture, connectivity and mineral fill (e.g. Olson et al., 38 

2009) that may modify the transmissibility of the fracture system (e.g. Antonellini and 39 

Aydin, 1994; Zimmerman and Main 2003).  40 

In this paper we focus on two necessary prerequisites to analysing and modelling the 41 

spatial variability of fracture networks in surface exposures:   42 

1)  The development of methods that are efficient enough to allow adequate 43 

sampling of the network.    44 

2)  Understanding the main sources of variability in such networks, so that these 45 

may be incorporated into the experimental design of any fracture survey. 46 

Fracture network characterisation commonly uses measurement of data, either along 47 

scanlines (e.g. Priest and Hudson, 1981) or by trace mapping (e.g. Odling, 1997). 48 
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Fracture length, orientation and spacing are commonly measured and data collection 49 

can be a time consuming process (Villaescusa and Brown, 1992; Wu and Pollard, 50 

1995). An alternative way to analyse a fracture network will be described that uses a 51 

topological approach to data collection and interpretation (Sanderson and Nixon, 2015) 52 

and mainly involves counting rather than measuring of fractures.  53 

In most sedimentary sequences, fractures are strongly layer-controlled (e.g. Helgeson 54 

and Aydin, 1981; Afşar et al., 2014), with different rock units and thicknesses 55 

influencing the intensity and nature of the fracture networks.  Thus, to understand the 56 

spatial variability of the fractures requires an assessment of the within-layer and 57 

between-layer variability.  We describe a series of experiments designed to allow 58 

statistical assessment of this variability through a series of ANOVA (analysis of 59 

variance) tests.  The characteristics analysed in this study are mainly fracture intensity 60 

and connectivity. Intensity is defined as the total measured fracture length per unit 61 

area (e.g. Singhal and Gupta, 2010). Fracture intensity gives a direct indication of 62 

fracture abundance within a rock mass (Ortega et al., 2006), where  fractures are 63 

measured as either number of fractures per length (P10) or total fracture length per 64 

area (P21). 65 

2. Methodology 66 

2.1 Region of investigation 67 

The study area is located on the southern margin of the Bristol Channel Basin, on the 68 

north coast of Somerset, between Kilve and East Quantoxhead (Fig. 1). The E-W 69 

trending Mesozoic basin developed during N-S extension, which may have initiated in 70 

the Triassic, but the main extension faulting occurred in the early Cretaceous 71 

((Chadwick, 1986; Van Hoorn, 1987; Peacock and Sanderson, 1999). The basin was 72 

inverted during the Eocene and Oligocene as N-S compression produced reactivation 73 

of the normal faults and development of conjugate sets of cross-cutting strike-slip 74 
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faults (Dart et al., 1995; Peacock and Sanderson, 1999).  The open fractures (or joints) 75 

are generally later than the faults and formed during subsequent uplift to their present-76 

day exposure at the surface (Rawnsley et al., 1998; Engelder and Peacock, 2001). 77 

The fact that faults and associated veins are extensively infilled by calcite but the joints 78 

are not, supports the more recent age of the latter. 79 

Data were collected from coastal exposures of an interbedded sequence of shale-80 

marl-limestone from the lower Jurassic (Hettangian – Sinemurian), known locally as 81 

the Blue Lias Formation (Whittaker and Green, 1983; Sheppard et al., 2006).  The 82 

area was chosen because of the excellence of the exposure on a wave-cut platform 83 

and the marked difference in the intensity and form of joints in the limestones and 84 

shales and marls, hereafter referred to simply as shales.  85 

Since a primary aim of the study was to investigate the role of layering, the same five 86 

limestone beds were targeted for analysis (Fig. 2) as they can be easily identified at 87 

several locations along the coast.  The limestone beds were assigned a number (as 88 

Fig. 2); based on the stratigraphy established by Whittaker and Green (1983), and we 89 

use the term ‘bed’, rather than layer, where specifically referring to one or more of 90 

these units.  The limestone beds range from 20 to 50 cm in thickness and are 91 

separated by shales and marls, typically 1 m or so thick.   Beds 155 and 157 are 40-50 92 

cm thick, whereas beds 159 and 161 are 15-25 cm thick; the five beds cover the range 93 

of thicknesses of the more prominent limestones in the Blue Lias, although some 94 

thinner beds occur.  Focussing the data interpretation on the same five beds allows for 95 

more reliable and robust analysis of the fracturing and comparison of its development 96 

at different locations (experiments).  97 

Four experimental areas were set up in order to statistically analyse the within-layer 98 

and between-layer variation using analysis of variance (ANOVA) techniques (Fig. 3). In 99 

Experiments 1 and 2, we were able to obtain multiple samples from beds 155, 157, 100 

159, 161 and 165.   At 3 and 4, we were not able to sample beds 155 and 165.   A total 101 
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of 65 samples are used in these four experiments, 56 from the targeted limestone 102 

beds, 3 from additional thin limestones and 6 from the Kilve Shales that overlie the 103 

Blue Lias.  104 

All the fractures studied are open joints that form at a high angle (generally >75°) to 105 

layering. We use the term ‘joint’ when referring specifically to these studied structures 106 

and ‘fractures’ when referring more generally. The joints are generally layer-bound 107 

(Fig. 2), i.e. they terminate at the top and bottom of the limestone beds, only rarely 108 

passing into the adjacent marls and shales, i.e. bed-bound (Hooker et al., 2013). The 109 

joints form a network of well-connected fractures that are exposed on the bedding 110 

surfaces. 111 

2.2 Topological sampling 112 

A topological study involves examining the dimensionless properties of the fault 113 

network, characterising the spatial relationships between the fractures. The topological 114 

approach to fracture characterisation is discussed in detail by Sanderson and Nixon 115 

(2015) and will be applied throughout this paper. The topology of a fracture network 116 

can be described by a system of branches (or segnents) and nodes, where a branch is 117 

part of a fracture trace with a node at each end (Fig. 4). Nodes can be assigned to one 118 

of three categories, I-nodes (isolated tips), X-nodes (cross-cutting fractures) and Y-119 

nodes (one fracture abutting another) and the proportion of these can be used to 120 

define network characteristics (Sanderson and Nixon, 2015); for example, the 121 

proportions of I-, Y- and X-nodes can be represented on a triangular plot (Fig. 4c).  122 

The proportion of nodes is invariant to continuous distortions, whereas the geometry of 123 

the fractures is not, hence it is a topological feature of the network.  Topology is 124 

commonly utilised to determine spatial relationships between fracture sets, such as 125 

connectivity.  126 
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Sanderson and Nixon (2015) demonstrate that nodes and branches may also be used 127 

to help estimate geometric properties of fracture networks.  For example, counting the 128 

number and type of nodes within a known area provides basic estimates of node and 129 

branch frequency – where frequency is a number per unit area, with dimensions [L]-2.  130 

The node frequency (NN) is simply: 131 

  NN = (NI + NY + NX)      (1) 132 

Each I-node represents the end of one branch, a Y-node the end of three branches 133 

and a X-node the end of four branches.  Since each branch has two ends, the number 134 

of branches (NB) is given by: 135 

  NB = (NI + 3NY + 4NX) / 2     (2) 136 

Since a Y-node generally represents the abutting tip of a fracture and an I-node the 137 

isolated tip, whereas an X-node represents no tips, it follows that the number of traces 138 

(NL) is given by:  139 

  NL = (NI + NY) / 2      (3) 140 

If the total length of fracture traces (ƩL) or intensity (I = ƩL/area) is known, it is easy to 141 

calculate the average trace length <L> = ƩL / NL or branch length <B> = ƩL / NB.  142 

2.3 Field procedure 143 

The methodology used to collect and interpret data in this study is summarised in Fig. 144 

5. Fracture data were collected using circular scanlines (Mauldon et al., 2001; 145 

Rohrbaugh et al., 2002) and node counting (Sanderson and Nixon, 2015).  Sample 146 

sites were selected based on the extent and quality of the exposed bedding surfaces, 147 

with each sample being approximately equally spaced along the available exposure at 148 

each experiment.  149 

The field procedures produce a rapid estimate of fracture intensity (P10), based on 150 

counting the edge-nodes (NE), i.e. the traces that intersect the circumference of the 151 
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circle.  A circle is used since it is a line that equally represents all directions within the 152 

surface and Mauldon et al. (2001) demonstrate that a weighting of π/2 can be used to 153 

correct the number lines intersecting the circle.   Thus the NE counts (Fig. 4b) provide a 154 

1-D estimate of fracture intensity, P10, given by: 155 

  P10 = (NE / circumference) . π/2          [L-1]        (4) 156 

At each individual site, a circle was drawn with chalk onto the surface of the bed, 157 

together with a cross oriented N-S and E-W (Fig. 6a).  The initial aim was to draw a 1 158 

m radius circle at all sites, however, where bedding surfaces were too narrow to permit 159 

this, four adjacent 0.5 m radius circles were used. By halving the radius of the circle 160 

from 1 m to 0.5 m, the perimeter decreases by a factor of ½ and area by a factor of ¼. 161 

Therefore, four 0.5 m radius circles produce the same area at each site. For further 162 

analysis, the counts of nodes within the circle were simply summed for the four areas, 163 

with the total number of edge nodes being halved to get the equivalent for a 1 m circle.   164 

To facilitate the counting of nodes, small plastic disks (counters) were placed at each 165 

node (Fig. 6a), with different colours used to identify the node types. Edge-nodes (E) 166 

were located at the intersections of fractures with the circle and I-, Y- and X-nodes 167 

located within the circle.  The disks allowed a visual check that all nodes had been 168 

identified and, when node identification was complete, a photograph was taken to 169 

record the site.  A count of each type of node was made as the disks were removed 170 

(NE, NI, NX and NY).  The bed number, its thickness and the circle radius were also 171 

recorded for each sample. The edge nodes are then used to estimate the intensity 172 

(P10) using equation (4).  Photographs of the fractures within the circle were later used 173 

for analysis of the branch lengths and hence a 2-D estimate of fracture intensity (P21) – 174 

see below. 175 
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2.4 GIS analysis 176 

A graphics package (Corel Photo-Paint) was used to remove the perspective distortion 177 

of the field photos (Fig. 6b), thus restoring the form of the sampling circular. The 178 

restored photos were then loaded into ArcGIS and the fracture network digitized and 179 

analysed.  Alternatively, the field photographs can be rectified in a GIS, with 180 

subsequent digital analysis and interpretation processes shown in Fig. 5. Node types 181 

were digitized and classified as I-, Y- or X-nodes (Sanderson and Nixon, 2015). 182 

Branches were mapped as polylines, between each connected node and classified as 183 

either I-I branches, I-C branches or C-C branches, where C represents a tip at a 184 

connected node (i.e. Y or X).   Branches with one node that was unidentified, or 185 

situated outside the sample circle, were designated as U-branches and include an E-186 

node (Fig. 6c). The proportion of I, Y and X nodes were used to characterize the 187 

topology.  188 

The mapped branches were scaled and georeferenced and the total branch length 189 

(ƩL) measured within the sample area (A) in the GIS.  This was then used to estimate 190 

the 2-D fracture intensity, P21 (Dershowitz and Herda, 1992), which was calculated as 191 

follows: 192 

P21 = ƩL / A   [L-1]    (5) 193 

P21 was plotted against P10 for Experiment 2, in order to determine whether P10 194 

estimations could be used to directly calculate fracture intensity using purely node 195 

counts.  Georeferenced coordinate data extracted from branch polylines in ArcGIS 196 

also allow calculation of branch orientation and were used to create rose diagrams 197 

representing the fracture network within each bed.  198 
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2.5 Statistical analysis 199 

In this paper we mainly discuss data for the fracture intensity (P10) as this provides a 200 

direct indication to the degree of fracturing that a rock mass has undergone (Singhal 201 

and Gupta, 2010).  Intensity determined from the circular scanline is a 1-dimensional 202 

estimate and is designated P10.  Its variability within and between-layers was analysed 203 

statistically through one-way and two-way ANOVA, which was conducted using 204 

spreadsheets and the programme GraphPad Prism. Assuming reasonably 205 

homogeneous variances for each sample, a statistically significant result indicates that 206 

the mean fracture intensity varies between the beds. A post-hoc, multiple comparison 207 

test was completed, by way of t-test for one-way ANOVA and Sidak’s test for two-way 208 

ANOVA, in order to identify significant differences between individual beds.  209 

3. Results 210 

3.1 Fracture intensity 211 

The fracture intensities, obtained by edge-node counting on circular scanlines (P10), 212 

range from 2 – 7.5 m-1, with a mean of ~4.5 m-1, equivalent to a mean spacing (1/ P10) 213 

of ~0.22 m (Table 1). These values are similar to those obtained in other studies of 214 

these exposures (e.g. Afşar et al., 2014; Engelder and Peacock, 2001). 215 

To evaluate the method based on counting, we plot the results for P10 against those for 216 

P21 in Experiment 2 (Fig. 7).   This shows a strong linear correlation (R2 = 0.93) with a 217 

slope of 1 and intercept ~0, indicating that the rapid evaluation of P10 gives an accurate 218 

and unbiased estimate of the fracture intensity (P21).  This is an important result as it 219 

validates the counting procedure used.  We estimate that counting to determine P10 is 220 

~10 times quicker than the length measurement required for P21 and provides a similar 221 

level of precision. 222 
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3.2 Within-layer and between-layer variability 223 

Experiments 1 to 4 were designed to compare the variation in fracture parameters 224 

between and within limestone layers, using one-way ANOVA. The beds used in the 225 

experiments are given in Table 1.  The initial plan was to collect three samples in each 226 

of five limestone beds (155, 157, 159, 161, 165) in three regions, which was met for 227 

Experiments 1 and 2.  Experiment 1 conforms closely to the original design with 3x5 = 228 

15 samples.  Most of the beds were sampled using a 1 m radius circle, but we needed 229 

to use 0.5 m radius circles in Bed 159.  In Experiment 2 we sampled some additional 230 

sites, particularly in Beds 155, 157 and 159.  The third experiment was re-designed, 231 

since suitable surfaces of beds 155 and 165 were not available.  Instead we changed 232 

the aims of Experiments 3 and 4 to compare the three available horizons within the 233 

footwall and hanging wall, respectively, of a large fault.   Table 1 indicates the number 234 

of samples obtained and the average fracture intensity in each layer and the ANOVA 235 

for fracture intensity (P10) from all four experiments is given in Table 2.     236 

In Experiment 1, the between-layer, mean squared deviation (MSD) is only slightly 237 

greater that the pooled estimate of within-layer MSD, producing an F-ratio of 2.17.  238 

This is not significant at the 0.05 level (Table 2), indicating that there is no significant 239 

variation of fracture intensity between layers.  Experiment 2, however, showed a 240 

significant between-layer variation at <0.01% level.  Although only three layers were 241 

analysed in Experiments 3 and 4, one of these (4) showed a significant difference 242 

between layers whereas the other (3) did not.  Box-and-whisker plots of the range 243 

(whiskers) and 95% confidence limits (boxes) illustrate the heterogeneity within the 244 

different experiments (Fig. 8). 245 

These results indicate that there is some layer control on the fracture intensity, the 246 

significance of which varies from location to location.  One-way ANOVA of bed 247 

thickness showed significant variation between layers at all sites. Various other 248 
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parameters were also tested, with average branch length <B> and dimensionless 249 

branch intensity (B11 = P10 <B>) both showing no significant variation between layers. 250 

3.3 Two-way ANOVA  251 

The data collected in Experiments 1-4 are characterised by two factors – (1) the bed 252 

number of the limestone layer and (2) the experiment number, which related to one of 253 

four different locations.  The two-way ANOVA tests (Table 3) show that there is 254 

significant variation between both beds and experiments, generally at the <5% level, 255 

as well as variable interaction between these two factors.  Comparison of Experiment 256 

1 and 2 shows somewhat greater between-layer variation than between experiments 257 

(Table 3a).  Overall, Experiment 1 has the higher intensities, with this mainly being due 258 

to higher intensities in Beds 159 and 165 (Fig. 8).   Comparison of Experiments 3 and 259 

4 shows somewhat greater between-experiment variation, with marginally significant 260 

between layer variation and no significant interaction (Table 3b).  This is supported by 261 

the significantly higher intensities in Experiment 3, mainly due to the highly significant 262 

difference in Bed 157 (Fig. 8). 263 

Taken together, the two-way ANOVA (Table 3) and box-and-whisker plots (Fig. 8) 264 

support a complex interaction of beds and location, with the different beds showing 265 

anomalous intensity at different locations. Thus any spatial mapping of the joint data 266 

would be expected to show both regional and layer-controlled variability, which we will 267 

discuss in more detail later.  268 

3.4 Fracture intensity and bed thickness 269 

Given that the joints are layer-bound and that fracture intensity sometimes, and bed 270 

thickness always, varies with beds in the experiments, we test the hypothesis that bed 271 

thickness could control fracture intensity.  It should be remembered that the main 272 

experiments were restricted to limestones in the typical thickness range of the Blue 273 

Lias, i.e. 0.2 to 0.5 m and not designed to cover the full range of bed thicknesses.  The 274 
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measured beds included two thinner (~0.2 m) layers (159, 161) and two thicker (~0.4 m) 275 

layers (155, 157), with Bed 165 having an intermediate thickness (0.2 - 0.3 m).  In addition, 276 

we measured three samples in a very thin limestone (~0.1 m) in the Kilve Shales, above Bed 277 

165, near experiment 1.  278 

Figure 9a is a plot of P10 against layer thickness for all samples; similar plots for 279 

individual experiments were also made. The plot shows that that there is no 280 

correlation between bed thickness and fracture intensity (R2 = - 0.0015).  Figure 9b 281 

summarizes the range and 95% confidence limits of the different groups of limestones, 282 

indicating that there is no significant difference in fracture intensity between thicker 283 

beds155/157 (<P10> = 4.5 ± 0.5 m-1) and thinner beds 159/161 (<P10> = 4.7 ± 0.5 m-1), but the 284 

three ‘thin’ limestones have a significantly higher intensity (<P10> = 6.0 ± 0.3 m-1).  It is also 285 

apparent from Fig. 8 that the layers with higher intensity include both the thinner layers 286 

(159/161) and thicker layers (155/157), with no consistent variation between beds. 287 

These data strongly suggest that bed thickness is not a primary control on fracture 288 

intensity variation between layers. It must be emphasised that this result only applies 289 

to a small interval of the Blue Lias, with a limited thickness range 0.2 – 0.5 m, and we 290 

do not assume it applies more widely, even within the geological setting studied.  The 291 

important point is that we have established the existence of significant between-layer 292 

variation that we cannot relate to bed thickness.  Hence we go on to discuss other 293 

possible factors. 294 

3.5 Limestone vs Shale 295 

In addition to the limestones, the shales within the Kilve Shales were also sampled at 6 296 

sites and results included in Fig. 9b.  The fracture intensity is much lower in the shales 297 

(<P10> = 0.5 ± 0.13 m-1), and required larger sampling circles of radius 3 m.  The fracture 298 

intensity does not vary much within the shale, regardless of the bed thickness (range 299 

from 0.35 m to 2 m). 300 
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3.6 Topology and joint sets 301 

In this paper we primarily focus on the use of node counting to facilitate collection of 302 

intensity data from the joint networks, but we can also characterize the topology itself, 303 

although this is only discussed briefly here.  In the limestones, the joints form highly 304 

connected networks dominated by Y-nodes (Fig. 10) and C-C branches.  In the shales 305 

there are approximately equal proportions of I and Y nodes, and the networks are 306 

significantly less well-connected. 307 

One important use of topology is to help establish the relative sequence of fractures.  308 

Relative age is generally determined by cross-cutting relationships, but the absence of 309 

observable displacements at the X-nodes of joints (opening mode fractures) precludes 310 

such analysis.  Thus, I- and X-nodes are of little use, but the Y-nodes indicate abutting 311 

relationships (Hancock, 1985; Sanderson, 2015; Sanderson and Nixon, 2015), with a 312 

later joint stopping (abutting) against an earlier one.  The abundance of Y-nodes in the 313 

joints allows us to recognise any systematic age relationships.   314 

Based on the orientation and abutting relationships, we recognise five sets of joints in 315 

Experiment 2, as summarized in Table 4 (see also Sanderson 2015).  Generally, only 316 

three sets are developed at any one sample site, and Set 2 is restricted to Bed 159 317 

(Fig. 11).  For example, in Fig. 6d we recognise 3 sets of joints: Set 1 - long, NW-SE 318 

trending joints (red-thick); Set 3 - E-W striking joints (green-thin) that generally abut 319 

Set 1 forming the Y-nodes; and Set 4/5 – short, curved joints generally N-NE striking 320 

(yellow-dashed) that generally abut Sets 1 and 2 forming Y-nodes. 321 

The abutting relationships indicate a fairly consistent order of development of the joint 322 

sets (Fig. 11e), with 86% of the recorded Y-nodes confirming the order 1 → 5.  The 323 

remaining 14% are attributed to ‘back-cycling’ due to the development of cross-joints 324 

between more closely spaced, earlier joints (c.f. Bai et al. 2002).  325 

 326 
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4. Discussion 327 

4.1 Sampling procedure 328 

In this study, we tested a new method of collecting fracture data on bedding surfaces.  329 

The method is based on the circular scanline approach of Mauldon et al. (2001) 330 

combined with the topological approach of Sanderson and Nixon (2015).   331 

The fracture network is considered as a system of branches and nodes, and is 332 

characterized simply by counting different node types, which takes just a few minutes 333 

for each sample site.  Direct measurement of branch lengths is possible in the field, 334 

but is very time-consuming, typically taking about 30 minutes per sample, and was not 335 

carried out routinely.  The results (Fig. 7) show that P10 estimates compare well with 336 

the more traditional measurement of trace lengths (P21).  Watkins et al. (2015) consider 337 

this approach to be four times quicker than direct measurement of trace length; our 338 

experience suggests that it can be over 10 times quicker.  339 

Photographs of the networks on bedding surfaces were rectified and digitizied in the 340 

GIS, mainly for subsequent topological analysis.  Modern digital photo resolution 341 

allows measurement of trace lengths to ~1 mm precision and, with careful rectification, 342 

provides accurate estimates of 2-D intensity (P21).   This process takes almost as long 343 

as the field measurement of branch lengths and cannot be easily completed in the 344 

field.   345 

Orientation, length and censoring bias are all problems encountered when using 346 

scanlines to collect data (Einstein and Baecher, 1983; Mauldon et al., 2001; Watkins et 347 

al., 2015). The circular scanline simplifies correction for directional bias (Mauldon et 348 

al., 2001; Rohrbaugh et al., 2002), provided fractures are all normal to the plane of the 349 

circle, as is often the case on bedding for many layer-bound fracture systems in 350 

sedimentary rocks.  Thus the method removes the need for individual corrections for 351 

fractures based on the angle they make with the scanline – the Terzaghi correction 352 



15 
 

(Terzaghi, 1965; Priest and Hudson, 1981; Priest, 1993). Rohrbaugh et al. (2002) 353 

suggest that the circles need to be big enough to encounter ~30 fracture traces.  Our 1 354 

m radius circles intersected an average of ~20 fractures, but this was sufficient to 355 

provide a good correlation with direct measurement of fracture intensity by 356 

measurement of trace length within the circle. 357 

In addition to the edge-nodes, we also counted the number of nodes within the circle, 358 

the 1 m radius circles having an average number of 36.5.  These nodes provide 359 

important information:  360 

(1) The proportions of different node types allow characterization of the topology 361 

using the approach of Manzocchi (2002) and Sanderson and Nixon (2015), as in 362 

Fig. 10.  In our examples, this approach confirmed that the limestone-hosteed 363 

networks were well-connected and Y-node dominated fracture systems.  364 

(2) The node counts also provide unbiased estimates of the number of traces and 365 

branches within the circle.  The line frequency is essentially the same as the tip 366 

counting procedure used by Rohrbaugh et al. (2002), although we prefer to use 367 

the branch frequency for reasons discussed in Sanderson and Nixon (2015). 368 

(3) Combining (2) with the estimate of intensity (P10), allows estimation of average 369 

trace lengths and branch lengths.    The average branch length <B> = 0.28 m is 370 

much less that the diameter of the circle, whereas the trace lengths have <L> = 371 

0.83 m and many exceed the diameter of the circle. 372 

4.2 Dominant controls on fracture network variability 373 

It is widely recognised that fracture network characteristics are controlled by many 374 

processes (e.g. Nelson, 2001; Olson et al., 2009). The fracture network studied in 375 

this paper shows intensity variations within and between limestone layers. Potential 376 

controls on the intensity include bed thickness (e.g. Ladeira and Price, 1981; Narr and 377 

Suppe, 1991; Gross, 1993; Wu and Pollard, 1995; Ji and Saruwatari, 1998; Bai and 378 
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Pollard, 2000), lithology (e.g. Wennberg et al., 2006; Ortega et al., 2010; Afşar et al., 379 

2014) and structural position (e.g. Hanks et al., 1997; Watkins et al., 2015). 380 

Bed Thickness 381 

Statistical analysis of experiments 1, 2 and 3 suggests that there is little bed thickness 382 

control on fracture intensity. P10 data from all four experiments show little correlation 383 

with bed thickness (R = - 0.0015) (Section 4.5). This result is surprising as many 384 

previous studies suggest that fracture intensity is inversely proportional to bed 385 

thickness (Narr and Suppe, 1991; Wu and D. Pollard, 1995; Ji and Saruwatari, 1998). 386 

Other studies (e.g. Ortega et al., 2010); Wennberg et al., 2006) suggest that bed 387 

thickness does not influence fracture intensity and even that fracture intensities 388 

actually increased with increasing bed thickness.(Ortega et al., 2010). Given the 389 

stratabound nature of the joints and the clear indication of between-layer variation in 390 

some of the experiments recorded here, if layer thickness is not a controlling factor 391 

then what is? 392 

Lithology 393 

It is clear that lithology has a major effect on fracture intensity (Nelson 2001), as seen 394 

in this study by the significant variation measured between the limestones and shales 395 

(section 3.5). What is less obvious is whether lithological variations control the 396 

intensity variation between the limestone beds. Thin sections show that the limestones 397 

investigated in this study are homogenous and have little obvious variation in grain 398 

size, clay content or texture.  399 

Ortega et al. (2010) conclude that the level of dolomitization of the limestone is an 400 

important factor controlling fracture intensity. Thin sections of the limestones show 401 

no dolomite and, hence, it is not a controlling factor.  Our limited investigation of the 402 

petrography of the limestones does not allow us to eliminate all lithological controls 403 
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and there may be undiscovered factors, such as varying Young’s modulus or Poisson’s 404 

ratio between beds that contribute to the variation in stress and fracture intensity. 405 

Rijken and Cooke (2001) suggest that an increase in the thickness of shale layers 406 

adjacent to limestone layers inhibits fracture propagation across the boundary layer 407 

interface and causes a higher percentage of stratabound fractures. The limestones in 408 

this study have surrounding marls and shales that are typically 2-5 times thicker than 409 

the limestones themselves.  We found no significant variation in fracture intensity with 410 

the average thickness of adjacent shales. 411 

Structural position 412 

From the experiments, we conclude that there are significant spatial differences in the 413 

intensity of fracturing that will be discussed further in section 4.4.  One possibility is 414 

that structural position could be controlling the variation in fractures.  The two-way 415 

ANOVA of Experiments 3 and 4 suggest that there is a significant increase of fracture 416 

intensity in the footwall of an extensional fault, although this one example cannot be 417 

used to establish this as a general pattern.   Rawnsley et al. (1998), however, state 418 

that the joints largely developed after the extensional faulting, and later than the 419 

subsequent inversion seen associated with some of them.  It follows, therefore, that 420 

any control by faulting and associate wall-rock deformation (such as the buttress 421 

anticline discussed by Engelder and Peacock, 2001), must be indirect. Essentially we 422 

view the earlier fault-related deformation as creating a series of discontinuous blocks 423 

of layered strata.  Subsequent loading of this complex architecture could then allow 424 

localization of stresses, producing local variation of the joint systems in proximity to 425 

earlier faults, as proposed by Rawnsley et al (1998).  More subtly, the heterogeneous 426 

nature of the interlayered limestones and shales would produce strongly anisotropic 427 

materials, with varying orientations that are unlikely to respond homogeneously during 428 

uplift and joint development, even if the far field loading is reasonably uniform.  429 
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4.3 Evolution and development of fracture sets 430 

Within the different layers, a total of five sets of joints are recognised, with different 431 

frequency and modal orientation, some sets being absent in some layers (Fig. 11a-d).  432 

For example, in Experiment 2, Set 2 is only developed in Bed 159 (Table 4, Fig. 11).  433 

Similar variation in the joint sets in different beds has also been noted by Engelder and 434 

Peacock (2001). 435 

The joints developed after the extension and inversion of the basin, and are almost 436 

certainly due to the subsequent uplift and exhumation of the strata (Rawnsley et al., 437 

1998; Peacock, 2001).  The variety of joint trends means that some sets are sub-438 

parallel to earlier faults, which has led to suggestions of a genetic link (e.g. Engelder 439 

and Peacock, 2001; Asfar et al., 2014).  All fault phases have associated damage 440 

zones, containing fractures infilled with calcite.  The later joints clearly cross-cut these 441 

and are not mineral filled (Peacock 2001).  Rawnsley et al. (1998) describe joint sets 442 

that are perturbed around faults, which they attribute to local reactivation of faults. The 443 

entire sequence of joint development outlined in Fig. 11e is essentially post-inversion 444 

(i.e. late Miocene to Recent). 445 

The analysis of abutting relationships at Y-nodes has revealed a sequence of sets 446 

designated 1 to 5 in order of development (Fig 11e).  Although some joints are seen to 447 

cross-cut others, producing X-nodes, these are not abundant (usually 5% or less).  448 

Isolated nodes are also rare (again usually <5%), so the dominant nodes are Y-nodes 449 

(>90%).  This produces a well-connected network, with a continual production of joints 450 

that are arrested at previously formed joints (Helgeson and Aydin, 1991).  The earlier 451 

formed joints (Sets 1 and 2) extend for several meters, forming relatively straight 452 

systematic joints, except where perturbed by earlier faults, whereas the later formed 453 

joints are much shorter.  Thus, the joint network can be interpreted as forming by a 454 

‘sequential infilling’ (Bai and Pollard, 2000), with earlier joints appearing to act as 455 

mechanical layer boundaries to later joints that often curve to abut the earlier joints at 456 
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a high angle, forming cross-joints (e.g. Gross, 1993; Bai et al. 2002).  As the joint sets 457 

develop, the block size is progressively reduced and a range of block shapes 458 

produced.   Thus, the layering and earlier formed joints set up a complex and evolving 459 

mechanical system that would be responsible for variation in fracture intensity.  This 460 

interpretation would explain the poor correlation between intensity and layer thickness 461 

that is widely reported in many simple systems.   462 

Since the maximum horizontal stress, σH, was approximately N-S during inversion and 463 

the present-day stress has σH ~NW-SE (Baptie, 2010), it is not surprising that the 464 

earlier formed joints (Sets 1 and 2) strike in a NW-SE direction.  As uplift progressed 465 

and more joints formed, the regional mean and differential stresses probably both 466 

reduced, which would explain the greater variation in the orientation of the later joints.  467 

Orientations appear to rotate anti-clockwise from set 1 to set 5, implying that the σH also 468 

rotated anti-clockwise, as suggested by Rawnsley et al. (1998).  An alternative 469 

explanation is that the initial anti-clockwise rotation of σH from N-S to NW-SE would 470 

have formed two sets of early joints.  Fluctuation of σH about the NW-SE direction, in 471 

response to local loading and varying block geometry, would have produced new 472 

cross-joints if in an anti-clockwise direction, but could have simply reactivated existing 473 

joints if in a clockwise direction. 474 

4.4 Mapping spatial variation 475 

The ANOVA indicates that there are at least two significant factors that control 476 

fracturing within the limestone layers: (1) the variation between layers; and (2) the 477 

variation with location (i.e. between experiments).  The two-way ANOVA also indicates 478 

that there can be significant interaction between these two factors.   Hence it is 479 

important to design future fracture surveys to recognise these sources of variability.  480 

Possible strategies might include: 481 

A. Sample only one particular limestone, thus eliminating between-limestone 482 
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variation; but this would lead to a very uneven distribution of data points.   483 

B. Restrict the range of beds used with the aim of reducing between-layer effects; 484 

for example, by using similar limestones that are known to have similar 485 

intensities locally. 486 

C. Design surveys with sufficient sample points to capture both the between-layer 487 

and regional spatial variation. 488 

C is our favoured strategy, as it honours the observed variance.  To illustrate strategy 489 

C, we chose the area of experiments 1 and 2 (Fig. 3) because these are close together 490 

and the area of experiment 1 had already been extended towards 2 in order to include 491 

exposures of bed 165. We added 6 new sample sites between the two experiments to 492 

provide a better coverage.  The P10 data and a hand contoured map are shown in Fig 493 

12a.  Note that the contours apply only to the intensity in the limestone layers, and do 494 

not represent values in the intervening shales.  The data and contours have been 495 

projected onto an E-W trending cross-section in Fig. 12b. 496 

In beds 155, 159 and 165, P10 decreases from E to W, reflecting a regional trend in the 497 

fracture intensity, but there is little overall change in beds 157 and 161.  In the east 498 

(Experiment 1) there is much less variation between beds than in the west (Experiment 499 

2).  An alternative view of this variation is that high fracture intensity in the east is 500 

channelled along beds 161 and 157, suggesting a fundamental difference in the spatial 501 

variation from bed to bed (Fig. 12b).    502 

The map (Fig. 12a), and particularly the section (Fig. 12b), indicate the interaction 503 

between the layers and a general increase in intensity from west to east.  Combining 504 

this with the observation that the joint sets vary from layer to layer (Fig. 11), suggests 505 

that the distribution of joints is controlled by both structural position and layering.   506 

Strategy A would lead to a very uneven distribution of data points, with large gaps 507 

appearing where the selected bed was not exposed.   It also follows from the large 508 
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between-layer variations, that somewhat different maps and trends would be produced 509 

depending on the bed chosen.   510 

The between-layer variation seen in this study would make selection of layers difficult 511 

in strategy B.  Using all 5 layers targeted in this study and ignoring their position when 512 

contouring the intensity, would produce a rather ‘noisy’ map, with many ‘bull’s eyes’ 513 

around individual samples and ‘interdigitation’ of high and low intensities, as is seen in 514 

Fig. 12a, but without the reference of the layering to guide interpretation. 515 

The main drawback to strategy C is that it requires very dense sampling to capture the 516 

influence of layering.  Using Fig. 12a as a guide, would suggest that ~500 sample sites 517 

per km2 would be needed in an area such as the one studied in this paper.  This 518 

emphasises the need for efficient sampling techniques, as discussed in section 4.1, 519 

but may be limited by the availability of suitable exposed surfaces. 520 

5. Conclusions 521 

The topological sampling used in this study combines two ideas: 1) node counting and 522 

2) using a circular sampling area.  The methods allow fracture intensity to be 523 

measured to similar levels of precision as more traditional methods, with the resulting 524 

fracture intensity (P10) being in good agreement with that obtained from 2-D trace 525 

mapping (P21).  The method allows ~10 times faster collection of data; thus it greatly 526 

improves the efficiency of fracture studies, providing a new approach to the design of 527 

fracture surveys. 528 

In addition to rapid measurement of intensity, counting different node types within a 529 

sample area allows evaluation of the topology of the fracture network.  By combining 530 

intensity estimates with these node types, one can also estimate additional parameters 531 

such as average trace length and branch length.  These in turn allow estimates of 532 

dimensionless intensity, which are useful in the assessment of connectivity 533 

(Sanderson and Nixon 2015).   534 
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If the sample circles are photographed and digitally restored, the resulting images may 535 

be georeferenced in a GIS and further analysed.  This allows measurement of trace 536 

lengths and orientations, providing independent estimates of intensity (P21).  The GIS 537 

results can be used to identify joint sets and analyse the sequence of fracturing, with 538 

the joint development being shown to vary somewhat from bed to bed. 539 

A series of ‘experiments’ were designed to assess the between-layer variability of 540 

joints in an interbedded limestone/shale sequence.  A significant difference in fracture 541 

intensity occurs between the limestone and shale.  ANOVA methods also show that 542 

there is a significant difference in fracture intensity between the limestone beds in two 543 

of the four experiments.    This variation is not simply due to bed thickness, nor is it 544 

related to any obvious compositional or textural variation between the limestone beds.  545 

Two-way ANOVA also indicates that there is variability in fracture intensity both 546 

between layers and regionally (between experiments).  547 

From these results we discuss approaches to the spatial mapping of fracture intensity. 548 

A small pilot study, of data collected in a few days, suggests that sampling of ~500 549 

sites per square km may be necessary in limestone/shale sequences interbedded on 550 

the ~1 m scale.  Thus there is a need to carefully assess the sources of variation in 551 

fracture intensity and to design sampling strategies for fracture surveys accordingly. 552 

 553 
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8. Figure Captions 695 

 696 

Fig. 1 Map showing location of area studied in North Somerset, UK. 697 

Fig. 2 Photograph (a) and simplified log (b) of beds examined in this study.  Bed 698 

numbers based on Whittaker and Green (1983). 699 

Fig. 3 Aerial photograph of section between East Quantoxhead and Kilve, showing 700 

locations of experiments. 701 

Fig.4 (a) Node and branch system used to describe networks; Lines represent 702 

fracture traces, with one fracture A-B highlighted; circle – I-node, triangle – Y-node; 703 

square – X-node (after Sanderson and Nixon 2015).  (b) Circle sampling of node 704 

types, stars are edge nodes where fracture traces intersect circle; (c) Triangular plot of 705 

proportions of nodes used in topological characterization. 706 

Fig.5 Diagram showing proposed workflow for fracture characterization; large 707 

boxes indicate division into field and laboratory based procedures. 708 

Fig.6 (a) Field photograph of site Q9-155 from Experiment 1, demonstrating the 709 

process of node counting in the field. Red counters are placed on edge nodes on the 710 

circular scanline and on I- and X-nodes; green counters on Y-nodes. The number of 711 

each type of node is counted and recorded. The compass points north (arrow). (b) 712 

Rectified photograph; (c) digitized nodes and branches; (d) interpretation of fracture 713 

sets, with set numbers used in Table 4. 714 

Fig.7 Plot of 2-dimensional intensity (P21) from GIS against 1-dimensional intensity 715 

(P10) from counting edge nodes for four beds in Experiment 2. 716 

Fig.8 Box-and-whisker plot of intensity (P10) in the four experiments: ‘box’ - 95% 717 

confidence limits around mean, ‘whisker’ - range.  For experiments 2 and 4 the high 718 

and low intensity beds are indicated solid red and dashed blue lines respectively. 719 



29 
 

Fig. 9 (a) Plot of intensity (P10) against bed thickness for all experiments.  (b) Box-720 

and-whisker plot of intensity (P10) as in Fig. 8.  721 

Fig. 10 IYX triangular plot showing Y-dominated, highly-connected nature of the 722 

fracture network in limestone beds, and the poorly-connected, IY topology in the 723 

shales. 724 

Fig. 11 Rose diagrams of joint orientations in beds (a) 155, (b) 157, (c) 159 and (d) 725 

161 in experiment 2, with set numbers identified.  (e)  Sequence of set development 726 

deduced from abutting relationships at Y-nodes, numbers of observations indicated; 727 

solid lines indicate main sequence; dashed lines indicate some “backcycling”, as 728 

discussed in text. 729 

Fig. 12 (a) Contour map of area of Experiments 1 and 2, with some infill sites, 730 

showing fracture intensity in three intervals: <3.5 m-1, 3.5-5 m-1, >5 m-1.  (b) Same 731 

data projected onto E-W oriented cross-section. Colours indicate low (light blue) to 732 

high (red) fracture intensities.  733 
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9. Tables 734 

Table 1 Summary of beds used in each experiment, with number of samples (n) and 735 

mean intensity <P10>; X indicated beds used in ANOVA tests. 736 

Experiment 155 157 159 161 165 all  Thin Shale 

1 X X X X X    

n  3 3 3 3 3 15 3 6 

<P10> 3.83 4.67 6.17 5.58 2.63 5.18 6.0 0.51 

2 X X X X X    

n 4 6 5 3 4 22   

<P10> 2.88 5.13 3.50 6.25 2.63 4.05   

3  X X X     

n  6 2 3  11   

<P10>  5.48 3.88 4.92  5.03   

4  X X X     

n  2 3 3  8   

<P10>  3.44 3.29 4.54  3.80   

 737 

Table 2  Results from Analysis of Variance (ANOVA) in the four experiments. DF – 738 

degrees of freedom; SSDev – Sum of squared deviations; MSD – mean squared 739 

devistion; F- F-ratio; P – probability. 740 

  DF SSDev MSD F P   

Experiment 1       

  between 4 10.35 2.59 2.17 0.146188 NS 

  within 10 11.93 1.19     

  total 14 22.28      

Experiment 2       

  between 4 36.61 9.15 21.55 0.000002 *** 

  within 17 7.22 0.42     

  total 21 43.83      

Experiment 3       

  between 2 3.92 1.96 3.49 0.081440 NS 

  within 8 4.49 0.56     

  total 10 8.41      

Experiment 4       

  between 2 2.69 1.34 13.51 0.0096 ** 

  within 5 0.50 0.10     

  total 7 3.19      

  741 
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Table 3a:  Two-way ANOVA based on triplicate samples from beds 155, 157, 159, 161 742 

and 165 in Experiments 1 and 2; nomenclature as Table 2. 743 

 744 

Table 3b:   Two-way ANOVA based on duplicate samples from beds 157, 159, and 745 

161 in Experiments 3 and  4; nomenclature as Table 2. 746 

Source of Variation SS df MS F P-value  

Experiments 5.67 1 5.67 13.28 0.011 * 

Layers 4.82 2 2.41 5.65 0.042 * 

Interaction 2.84 2 1.42 3.33 0.106 NS 

Within 2.56 6 0.43    

Total 15.90 11     

  747 

Source of Variation SS df MS F P-value  

Experiments 9.35 1 9.35 11.24 0.0032 ** 

Layers 23.90 4 5.98 7.18 0.00093 *** 

Interaction 18.51 4 4.63 5.56 0.0035 ** 

Within 16.64 20 0.83    

Total 68.40 29     
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 748 

Table 4:  Fracture sets identified in Experiment 2, with presence in each bed 749 

Set Orientation Description 155 157 159 161 

1 160° ± 20° Long (>5 m), NW-SE striking 

fractures  that generally run 
through the sampling circles 

X X  X 

2 130° ± 25°   X  

3 095° ± 30° 
(4) E-W striking fractures that 

generally abut Sets 1 and 2. 
X X  X 

4 040° ± 40° Short (<1 m), curved fractures with 
variable trend that generally abut 

Sets 1 – 3. 

X X X  

5 010° ± 40° X  X X 

 750 
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