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Soft-Decision Multiple-Symbol Differential Sphere
Detection and Decision-Feedback Differential
Detection for Differential QAM Dispensing with
Channel Estimation in the Face of Rapidly-Fading
Channels

Chao Xu,Member, IEEELi Wang, Soon Xin Ng,Senior Member, IEEEand Lajos Hanzo*¥ellow, IEEE

Abstract—Turbo detection performed by exchanging extrinsic the ITU-R IMT Advanced 4G standards [8] and in IEEE
information between the soft-decision QAM detector and the 802.11ac [9]. As the modulation order increases, the depen-
channel decoder is beneficial for the sake of exploring the bit dency between the modulated bits is also increased. Therefo
dependency imposed both by modulation and by channel coding. ., . . . .

However, when the soft-decision coherent QAM detectors are It s ber!e_fICIaI to exchange extrinsic information betyveen a
provided with imperfect channel estimates in rapidly fading Soft-decision QAM detector and a channel decoder in turbo
channels, they tend to produce potentially unreliable LLRs detection assisted coded systems [10]-[14], so that thecdsip

that deviate from the true probabilities, which degrades the |imits of the coded QAM systems may be closely approached.

turbo detection performance. Against this background, in this oyever, when the soft-decision coherent demodulators are
paper, we propose a range of new soft-decision Multiple-Symbol ’

Differential Sphere Detection (MSDSD) and Decision-Feedback provided with imperfect Channel State Information (CSI) in

Differential Detection (DFDD) solutions for Differential QAM  the face of rapidly fading channels, they tend to produce
(DQAM), which dispense with channel estimation in the face of potentially unreliable LLRs that deviate from the true pblb-

rapidly fading channels. Our proposed design aims for solving jties [14]. This degrades the performance of turbo detactio
the two inherent problems in soft-decision DQAM detection gy conirast, the noncoherent detection of Differential QAM

design, which have also been the most substantial obstacle in o .
the way of offering a solution for turbo detected MSDSD aided (DQAM) mitigates the above-mentioned problems, where the

differential MIMO schemes using QAM: (1) how to facilitate CSI does not have to be estimated.

the soft-decision detection of the DQAM'’s amplitudes, which More explicitly, as an instantiation of Star QAM, the
— in contrast to the DPSK phases — do not form a unitary (ifferential encoding principle of DPSK was first applied to
matrix; (2) how to separate and streamline the DQAM'’s soft- DQAM'’s phase only, while DQAM’s data-carrying amplitude
decision amplitude and phase detectors. Our simulation results - ) . . . ; .
demonstrate that our proposed MSDSD aided DQAM solution was d're_CtIy trans,m'tted In _[15,]' Without dlfferentlal eguing

is capable of substantially outperforming its MSDSD aided On amplitude, this transmission mechanism may be termed
DPSK counterpart in coded systemswithout imposing a higher as absolute-amplitude DQAM, which may include Absolute-
complexity. Moreover, our proposed DFDD aided DQAM solution  amplitude Differential Phase Shift Keying (ADPSK) [15],
is shown to outperform the conventional solutions in literature. Twisted ADPSK (TADPSK) [16] and TADPSK associated

Our discussions on the important subject of coherent versus . - . .
noncoherent schemes suggest that compared to coherent Sgeia with Joint Mapping (TADPSRM) [17], where TADPSK in-

QAM relying on realistic imperfect channel estimation, MSDSD  troduces a ring-amplitude-dependent phase rotation in or-
aided DQAM may be deemed as a better candidate for turbo der to increase the Star QAM constellation distances, while

detection assisted coded systems operating at high DopplerTADPSKM jointly maps its bits to DQAM’s phase index
frequencies. and ring-amplitude index in order to increase the correfati
between the two terms. Moreover, as a popular alternative,
Differential Amplitude Phase Shift Keying (DAPSK) [18]
applies differential encoding both to the phase and to the
High-complexity joint channel- and data-estimation is c&ing-amplitude, which constitutes the family of differizt
pable of approaching the performance of perfect channghplitude DQAM schemes that may also include the constel-
estimation in slowly fading channels [1]-[6], but both itte-  |ation variants of Twisted DAPSK (TDAPSK) and TDAPSK
plexity and pilot-overhead escalate in high-Doppler scesa associated with Joint Mapping (TDAPSR). In this paper,
[7]. Moreover, in pursuit of an increased data-rate, therhigthe notational form of\/-DQAM(M 4,Mp) is used for all the
order 64QAM and 256QAM schemes have been included EFQAM SchemeS, Wheré/[’ My andMP refer to the number

) ) of modulation levels, ring-amplitudes and phases, regdyt
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ential Detection (MSDD) was conceived both for DPSK imf N real-valued symbols with the aid oV, Hermitian
[20]-[22] and for DQAM in [22]. More explicitly, the MSDD dispersion matrices, and then the Cayley transform is used f
extends the CDD’s observation window width fraWy, = 2 converting the resultant Hermitian matrix into a unitarytrna
to N,, > 2, where a total of N, — 1) data-carrying symbols Inspired by the DLDC and the recently developed Spatial
are jointly detected. Consequently, the MSDD complexity mavlodulation (SM) concept [49], Differential Space-Time fhi
grow exponentially withN,,. In order to circumvent this Keying (DSTSK) was proposed in [50], where a single one
problem, Decision-Feedback Differential Detection (DFDDout of a total of N, unitary dispersion matrices is activated in
was conceived for DPSK in [23], [24] and for DQAM inorder to disperse a single complex-valued PSK/QAM symbol
[17], [25]-[27], where the decision feedbacks concerning [&0]-[52]. Furthermore, the concept of Differential SM (M
total of (N,, — 2) data-carrying symbols are obtained fronwas proposed in [53], which may be viewed as a special case
the previous detection windows, so that only a single symbol DSTSK [54], where only a single RF chain is employed
has to be detected. However, the DFDD’s error propagatiahthe DSM transmitter. The DSM was further developed for
problem results in a performance loss. In order to retairsing QAM in [55].
the optimum MSDD performance, the concept of Multiple- Apart from these CDD aided differential MIMO schemes
Symbol Differential Sphere Detection (MSDSD) was proposegperating in slowly fading channels, the hard-decision NSD
for DPSK in [28]-[30], where the Sphere Decoder (SD) waaided DSTBC was developed in [56] for slowly fading chan-
invoked for MSDD. nels, while the hard-decision MSDD aided DSTM was derived
Inspired by the technical breakthrough of Turbo Codi@ [57] for rapidly fading channels. Moreover, the hard-
(TC) [31], [32], soft-decision DQAM detection has also beedecision DFDD aided DSTM and the hard-decision MSDSD
developed throughout the last two decades. Explicitly/li§re aided DSTM/DSTBC using PSK operating in rapidly fading
decoded DQAM using the Viterbi algorithm was proposed iohannels were proposed in [57] and [58], respectively.
[33]. Then, MSDD was invoked for DQAM in the context of At the time of writing, the employment of soft-decision
multilevel coding in [34]. Moreover, a low-complexity seft MSDSD/DFDD aided differential MIMO using QAM would
decision CDD was conceived for DAPSK in Rayleigh fadingemain infeasible without solving the inherent soft-diemis
channels in [35], where the ring-amplitude and phase are s€&fQAM’s amplitude detection problems. Let us consider the
arately detected. However, no iteration was invoked betwebard-decision MSDSD aided DSTBC using QAM in [51] as an
the channel decoder and the DQAM detector in these caexample. In uncoded systems the amplitude of the first DSTBC
tributions. In [36], the CDD aided DAPSK was employed fomatrix transmitted in a MSDSD window, which does not
turbo detection, where the ring-amplitude and phase anéljoi carry source information is estimated based on the deeision
detected. This soft-decision CDD conceived for DAPSK wdgedback obtained from the previous MSDSD window in [51].
further streamlined in [37], where the authors also discottowever, in coded systems we observe that the potential erro
ered that completely separately detecting the DAPSK's-ringropagation problem may severely erode the LLR reliability
amplitude and phase may impose a performance loss, whighthe soft-decision DQAM detection, which degrades the
is more substantial in coded systems. Furthermore, in [38]ybo detection performance. Moreover, without reducimg t
a new MSDD/MSDSD arrangement was proposed for softomplexity of soft-decision DQAM detection, its extensimn
decision DAPSK detection, which may be termed as MSDdifferential MIMO schemes can hardly be affordable in turbo
using lterative Amplitude/Phase processing (MSDD-IAB}: E detection assisted coded systems.
plicitly, the MSDD-IAP of [38] invokes MSDD and MSDSD  Against this background, in this paper, we opt to develop
for detecting the DAPSK’s ring-amplitudes and phases, aRdcomprehensive solution for the soft-decision DQAM detec-
then the two detectors may iteratively exchange their dmwgs tion in rapidly fading Single-Input Multiple-Output (SIMO
in order to achieve the near-optimum MSDD performancehannels, which aims for solving the following two major
Against this background, at the time of writing, the softproblems: (1)how to facilitate the soft-decision detection of
decision SD has not been invoked for the DQAM's ringthe DQAM’s amplitudes, which — in contrast to the DPSK
amplitude detection. Furthermore, more soft-decision BD phases — do not form a unitary matri2) how to separate
arrangements have to be conceived, because the MSDD-IARI streamline the DQAM's soft-decision amplitude and phas
of [38] cannot be directly applied to all the aforementionedetectors.The soft-decision MSDSD arrangements proposed
DQAM constellations. in this paper are summarized in Table I. More explicitly, the
In recent years, the differential Multiple-Input Multiple novel contributions of this paper are as follows:
Output (MIMO) schemes have attracted a lot of attention. 1) First of all, we propose to invoke the soft-decision SD
More explicitly, Differential Space-Time Modulation (D#) for both ring-amplitude and phase detection, which has
design based on group codes was proposed in [39]-[41]. not been presented in the open literature. Depending
Moreover, Differential Space-Time Block Codes (DSTBCSs) on the specific treatment of the first DQAM symbol’s
were developed based on orthogonal code design principles amplitudel’; of each MSDSD window, we propose the
in [42], [43]. The DSTBCs were further developed for using original set, the Hard-Decision-Directed (HDD) set and
QAM in [44]-[46] and for employing both non-orthogonal as the Soft-Decision-Directed (SDD) set of MSDSD ar-
well as non-unitary designs in [47]. Moreover, in pursuit of rangements of Table I, whei#g is either detected as an
a higher rate, the concept of Differential Linear Dispensio unknown variable or alternatively, it is estimated based
Code (DLDC) was proposed in [48], which disperses a total on hard-decision feedback or soft-decision feedback
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TABLE |
THE SOFFDECISIONMSDSD ARRANGEMENTS PROPOSED FORQAM IN THIS PAPER
Original set HDD set SDD set
Type 1 (Generic Algorithm) MSDSD HDD-MSDSD SDD-MSDSD
Type 2 (RC Algorithm) RC MSDSD RC HDD-MSDSD RC SDD-MSDSD
Type 3 (RC & IAP Algorithm) | RC MSDSD-IAP | RC HDD-MSDSD-IAP | RC SDD-MSDSD-IAP

from the previous MSDSD window, respectively. Wes = I'QW. The modulation indexn = bin2decb; - - - bgps),
will demonstrate that both the original set and the SDBng-amplitude index: = bin2dedbgps, +1 - - - bgps) and phase
set are suitable for the differential-amplitude DQAMnNdex p = bin2dedb, - - - bgps,. ) are Gray coded indices:, a
schemes of DAPSK, TDAPSK and TDAPSK while andp, respgctively. Moreover, for Star QAM, the notatiofns

. . . A—1 _2p
the HDD set is a better choice for the absolute-amplltu%dﬁ _ Z;,,:][\ZA ™ respectively represent the ring ratio and

schemes of ADPSK, TADPSK and TADng _ constellation normalization factor. The advantageousiceiso
2) Secondly, depending on the DQAM mapping techniqug, rayleigh fading channels are — 2.0 for twin-ring Star

we propose three types of MSDSD arrangements usi&M [59], [60] and a = 1.4 for quadruple-ring Star QAM
three new MSDSD algorithms, as seen in Table [33] respectively.
Explicitly, the first type of generic MSDSD arrange-  ag seen in Table I, the ADPSK scheme [15], [16] invokes

ments in Table | may be invoked by the joint-ma'apingne absolute-amplitude differential encoding process as:
based DQAM schemes of TADPSK and TDAPSKM. )

The second type of Reduced-Complexity (RC) MSDSD Sp = ————Tp_157—1, (1)
arrangements in Table | may be employed by the |sn—1]
twisted DQAM of TADPSK and TDAPSK. Moreover, which starts froms; = -L.. More explicitly, the ADPSK's
the third type of RC MSDSD arrangements using IARata-carrying symbolse,,_; in (1) are modulated as Star
in Table I, which separately and iteratively detect th© AM symbols as seen in Table I, and then thanks to the
DQAM:'s ring-amplitudes and phases may be employagbrmalization of . in (1), the transmitted symbols always
by ADPSK and DAPSK. Specifically, we will demon-have the absolute-amplitude bf, = 50| = |Zn_1] = Yn_1.
strate that the RC HDD-MSDSD-IAP aided ADPSK By contrast, the DAPSK scheme [18], [37] invokes the
is capable of outperforming its MSDSD aided DPSkjifferential encoding process in the same way as the classic
counterpart [30without imposing a higher complexity DPSK as:

3) Furthermore, the important subject of coherent versus Sp = Tn—15n_1, )
noncoherent detection is discussed. Our simulation re- 1 - ,
sults suggest that compared to the coherent Square QAich also starts from, = 5. More explicitly, the DAPSK's
relying on the classic Pilot Symbol Assisted Modulatioffansmitted symbols;, in (2) are gr;coded to be Star QAM
(PSAM) [7], the DQAM schemes employing MSDSDSYMPOIS a8, = I, = 75 exp(j37-¢n ), Where the trans-
may be deemed as a better candidate for turbo detect/Bfjted symbol's ring-amplitude and phase indices are ghsen
aided coded systems operating at high Doppler frequets = (@+ #n—1) mod Ma] and[g, = (p+¢n—1) mod Mp],
cies. respectively. As a result, the modulation of the DAPSK’s

4) Moreover, we further propose improved soft-decisiofidta-carrying symbok,, ., in (2) is determined both by the
DFDD solutions conceived for DQAM, which are equiv-data-carrying modulation index: as well as by the previous
alent to the MSDD/MSDSD operating in decision{ransmitted ring-amplitudg,, ., = 75—, as seen in Table 1.
feedback mode. We will demonstrate that the proposedBased on the classic ADPSK and DAPSK, four DQAM

DFDD solutions outperform the conventional prediction‘-’aria”ts in literature are also considered in Table Il. More
based DFDD solutions of [17], [25]-[27]. explicitly, the TADPSK and TDAPSK schemes impose a

%ng—amplitude—dependent phase rotation to the ADPSK and

The rest of this paper is organized as follows. The DQA
constellations and their notations are introduced in Skc.
The soft-decision MSDD is configured for DQAM in Sec. llI
where the concepts of HDD and SDD are introduced. T
three new soft-decision MSDSD algorithms are proposed?
Sec. IV, and the improved soft-decision DFDD solutions a
developed in Sec. V. Our simulation results are provided EE;
Sec. VI, while our conclusions are offered in Sec. VII.

APSK schemes, respectively [16], [17]. Moreover, the
ADPSK™ and TDAPSKM schemes jointly modulate the
’r@g-amplitude and phase for the TADPSK and TDAPSK
hemes, respectively, as suggested in [16], [17]. We will
emonstrate later that a higher correlation between thg rin
plitude and phase may improve the iteration gain on the
IT charts, which may result in a performance advantage in

specific coded systems.

II. DQAM CONSTELLATIONS

The mapping of the DQAM data-carrying symbatsand
transmitted symbols is summarized in Table I, where the
notationsy, w and+ represent the ring-amplitude, phase an
ring-amplitude-dependent phase rotation x9f respectively.
Hence we haver = ~w. Similarly, the notationsl’, Q2
and V¥ represent the ring-amplitude, phase and ring-amplitud0
dependent phase rotation ef respectively, where we have Y=SH+V=APOH+V, 3)

IIl. MULTIPLE-SYMBOL DIFFERENTIAL DETECTION

First of all, the signal received by th&; antennas may
He modelled asy,, = s, H,, + V,,, where theNy-element
row-vectors Y,,, H,, and V,, model the received signal,
the Rayleigh fading and AWGN, respectively. Then tNg,
bservations may be modelled by the MSDD as:
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TABLE Il

MODULATION OF THE DQAM’
(a) Absolute-Amplitude DQAM £, = —1

‘Sn_l‘xnflsnfl)

S DATA-CARRYING SYMBOLS.

(b) Differential-Amplitude DQAM 6, = Tp—15p—1)

a®

a[(d-f—ﬂn,l) mod M 4]

DY . <
mo_ na  Pyha — oL 2w P27 o " =%
TADPSK | z 'y(g mz/:d =7 exp(j 57, D) exp(j 37 @) Mt 1) mod M) o o
TADPSKM | gm = @2 T4 oxp (527 4m) =S PUgpP) exp( 37 a)
M mo_ a([(m mod M g )+, —1] mod M 4} o
TDAPSK " = T exp(j 37m)
where Y = [Y}V;w%Y}\}w_l7~-~ YT, is formulated as [21], [22], [28]:
H = Hy ,Hy .- Hj] and V = 1
w v : _ exp{—-rvedY)Ry [rvedY)]H
VX, Vi, 1, VI]T are of size (Ny x Ng). p(Y[I',8) = b NSN RyylrvedY) }7 (6)
Moreover, S — diag{[sn.,, 58, 1, »51]}, miirte det(Ryy)
A = diag{[T'n,,I'n,-1,--- ., T4]}, P = where the operation rvé¥) forms a NyN,-element row-

diag{[QNw,QNw_l, ce ,Ql]} and (0]
diag{[Yn,,UN,-1,- -, P1]} in (3) are all of size
(Ny x N,). We note thatO is an identity matrix for

the ADPSK and DAPSK schemes. The MSDD aims for

detecting the §,, — 1) data-carrying symbolg{z, }) ™,

rather than theV,, transmitted symbolgs, }’\,. Therefore,
the reference symbal = I'1Q2;, ¥, should be separated fro
the transmitted symbols seen in (3) following it, which lea
to:

Y =SH+V=APOH+V, 4)

where thev!” diagonal element i is given byQ, = Q,Q7,
which leads t0Q); = 1 and Q, = wy_1Qy_1 = Hf;ll wy
for v > 1. Similarly, the v** diagonal element inO is
given by ¥, = W¥,¥%, which leads to¥; = 1 and
U, = 1V, = [[\Z} ¢ for v > 1. As a result,
the v row in H is given by H, = Q,V,H,, where the
constant phas@, ¥, does not change the correlations betwe
fading samples, i.e. EHH, } = E{H/H, }. However,

m _
dAHthA +R,,, where the fading correlation matRR;,;, =

vector by taking the rows ofY one-by-one. As a result,
the correlation matrix seen in (6) is given WRyy =
E{[rveo(Y)]Hrveo(Y)} = (OFPHCPO) ® Iy,, Where
both P and O are unitary matrices, while the operation
represents the Kronecker product. Moreover, (tNg, x N, )-
element channel correlation matri¢ is given by C

Toeplitz([ po p1 pn,—1 ]) and the AWGN correla-
tion matrix R, = NolIn, are the same as in the case of
DPSK usingNi = 1 in [28], [29]. However, sinceA is not
a unitary matrix, it cannot be separated frathfor DQAM
detection.

The low-complexity Max-Log-MAP algorithm may be in-
voked by the MSDD for the sake of simplifying the Log-MAP
of (5), and it is given by [61]:

Ly(br) = ANy, gfatiyifast MAXvSes,, d(I'1,S)
on T AN gty 1 MAXYSES,, d(T'y, S)(.7)

unlike ©, and ¥;, the value ofl'; does affect the MSDD Based on (6), the probability metric seen in (7) may be
decision. Therefore, wheA in (3) is detected by the MSDD, €XPressed as:
Iyis considergd as a known term, which is either obtainedy, §) = —tr(Y#POC1O#PHY) — NgIn[det(C)]
based on previous MSDD decisions or detected separately _’_Zgwal)BPSZiL (b2)
as an unknown variable. As a result, there dﬂé‘N“”l) k=1 PR D
combinations forA in (3). Specifically, for the absolute-
amplitude ADPSK/TADPSK/TADPS®! using (1), thev'”
diagonal element iM is given byI', = ~,_;. By contrast,
for. the differential-amplitude DAPSK/T?AI\PSK/TDAP% Moreover, instead of assuming thB is an equiprobable
using (2), we havé’, = v, 1I'y_1 = (Hf:1 %) [y variable in (7), soft-decision feedback ¢p(I";)}yr, may be
Based on (4), the MSDD may invoke the optimum Logebtained from the previous MSDD window, which leads us
MAP algorithm [14], [61] as: to a SDD-MSDD. In more detaild(T';,S) of (8) may be
modified to take{p(T';)}vr, into account as:

—tr(YHPOC1O#PHY) — Ny In[det(C)]
+ SN UBPSE L () + Infp(T).

8
where the determinant in (6) is given byet(Ryy) =
det(C)N=, while {b,;}g:{_”BPS denotes the bit mapping
corresponding to the MSDD candida$e

d(F17S)

ahl }MA*1 D vses N p(Y|I'1,S)p(I'1)p(S)
VB r1=0

vryeqaldyMast Yvses,, o PYT1.8)p(T1)p(S)

= Lo (bg) + Le(by),

VI ed{

b= _

Lp(bk) =1In o
9)
(5) The probabilities may be updated accordingto[p(T'y,,)] =
where L, (bk), Le(bx) and L, (bx) represent the posteriori  maxyaevr, ry, ) d(T'1,S)}, where the ring-amplitude§’,
LLR and the extrinsic LLR produced by the MSDD asndI'y, transmitted both at the start and end of the MSDD
well as thea priori LLR gleaned from a channel decoderwindow may represent trellis statés;, I' v, ), while the data-
respectively, while the subse®;, —; andS;, o refer to the carrying ring-amplitudesA govern the state transition. As
MSDD combination sets associated wh= APO of (4), a result, all initial statesyI'; and all transitionsvA that
with the specific bitb;, being fixed to 1 and 0, respectively.lead to the specific trellis termination state bf;, have to
Furthermore, the probability of receiving givenT'; andS be taken into account for evaluatifig [p(I'y,, )]. Then the

w
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newly updated{lnp(T'y, )}vry, May be passed on to the(13) may_ be evaluated bytet(Cy) = det(Cy_1)[(T2po +
next MSDD window as{lnAp(Fl br, - No) —el'C,',&,]. Therefore, the complete determinant term

If the hard-decision o', is fed back from the previous v, ln[det( )] in (8) may be evaluated by In[det(C;)] +
MSDD window, then a HDD-MSDD invoking the Max-Log- v, Z) w 1n[(p2p0 + No) _ ech 18,], where the initial

MAP may be simply formulated as: term is given by NpIn[det(Cy)] = Ngln (T2po + Np),
Ly(by) = max d(I'1,S)— max d(I1,S), (10) as seen in (12). Thirdly, the constant of, 1 =
VS€Sy, 1 VS€Sy, —o minyr, .vr, NRln[( 20+ No) — el C; 1,8, and the con-
where the hard-decision concernifig, may be passed on toStant O_f Cap, = .“L.(b’%)' + L (b’f«z)] are _artrfrcra_lly
the next MSDD window as" v added in order to mamtam a non-negative Euclidean Distanc
1' (ED) in (13), as discussed in the co\rrtext of (17) in [30]. We
IV. MULTIPLE-SYMBOL DIFFERENTIAL SPHERE note that adding the constants df,*)(§,—1 — Cop,) 10
DETECTION the MSDD metric of (8) does not impose any performance

. . difference, and the constan{§, ;}’', may be obtained by
A. Generic MSDSD Algorithm brute-force search in an off-line fashion before perfoignin
Similar to MSDSD aided DPSK of [29], [30], SD may bemsDSD.

invoked for MSDD aided DQAM using the Max-Log-MAP of  As a result, based on (12), the SD’s Partial ED (PED) may
(7), where the maximization is converted to minimization a$e defined as:

Lp(bk) = minVFle{"‘ul }ﬁllAul manSESb =1 d (11) dv = ||le,NwY1||2 —+ NR In (F%po + No
mlnwle{am pra mingses, _, d, +30, Hzf 1;_t+1_’1\fleth + > 5%
while the probability metrics should be guaranteed to have -3, 2F’fl [};}C Lo(bz ) —C, k}
positive values as: —dy A, ’ o
(14)
d= er 1 + Ngln (Fwo + NO) where the PED increment is given by:
+NRZ “ hl[( up0+]\é%)s_~evcv— } - ~ . = o1 _ 2
S — Ty S B Laltg,) — Cag ), At = [ ®i @i Y b (DS #i05)|
o _ +20 = 28, (e, Lalbr,) ~ Cug, ]
In more detail, firstly, the trace term in (8) may be evaluated (15)
byN r(YTPOC'O"PTY) = HLQTOHPHYH2 = while the determinant term is defined&s = Nz In[(T'2po+
S |1y Ive =41, Ny =01 O QY| where Ny) —&l'C.18,] — &1

Hiny 1418, w1}l Y=, are elements in the lower Based on the PED of (14), the MSDSD algorithm of

triangular matrixLi, which is obtained from the decomposition[29] may be invoked, but its "sortDelta” subfunction should

of C~! = LL”. We note that bottC = A¥R;,,A + R,, be revised as summarized in Table Ill, where the subscript
and L remain unknown, until all ring-amplitudes iA are m € {0,--- , M —1} represents the data-carrying constellation

detected. In order to solve this problem by invoking SDpoint index which may be directly translated back to binary
we define the(v x v)-element partial channel correlationsource bits agb, - - bes] = dec2bifm). Furthermore, the

matrix Cy, which may be evaluated with the aid of the SD'subscriptm € {0, - — 1} represents the constellation
previous decisions concernind’;}’_| and a single variable point index ordered according to the increasing values @ PE
T, as: incrementA,,_;. We note that the MSDD model of (3) stores
[ T2p0 + No Tl 1p1 O O received srgnal vectors in a reverse order compared ro the
N To1Topr T2 1po+No -+ Ty1Tipys one seen in [29] in order to detect_ the phases according to
C, = ) ) _ ) Q, = wy_12_1, instead of detecting them backwards as
: : T : Qy_1 = wi_19Q,. As a result, the MSDSD algorithm of [29]
Dilypy—1 Tily_1pv—z -+ Tipo+ No may now commence from index= 2 and update the sphere
_ " T2p0 + No Né'f radius at indexv = N,,. The child node counten,_; in
| €, Cy_1 |’ Table Ill has the revised range of < n,_; < (M — 1)

(13) throughout the SD search, which accords with the range of the
while the (v — 1)-element column-vectog, in (13) is given constellation point index:. Moreover, similar to the pseudo-
by &, = [[WLy_1p1, -+, TWlipy,—1]”. It can be read- code presented in [29], the MSDSD may initialize the PED
ily seen thatC, is a submatrix ofC, but they become asd, = 0 for the sake of simplicity, but th&-related term
equal, when the SD index is increaseddo= N,. As a d;, = |iy, n,Y1]* + Ngln (I'%2po + No) in (14) should be
result, we also have the relationship @fy,,—¢+1,5,-»+1 = added to the SD’s output radius before comparing EDs over
lo—r411}—1, where{l,_, 11}, are elements in theyxv)- T, \as seen in (11). It is also worth noting that a total of
element lower triangular matr|>Lv, which is a submatrix Z | M} candidates for{LV} and{_v} v, seen in (15)
of L, and Ly may be  directly obtained from the submamay be pre-evaluated and pre- stored in an off-line fashion,
trix decomposition of L, LT = C L. Secondly, accord- before performing MSDSD. The memory required for storing
ing to the Leibniz formula [62], the determinant €f, in {L,}", and{Z,}), is small compared to that of MSDD.
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TABLE Il
PSEUDOCODE FOR THESCHNORR-EUCHNER SEARCH STRATEGY TAILORED FOR SOFDECISIONMSDSDAIDED DQAM.

Subfunction: [{AT  }MT =5 (o }E 5 0y 1] = sortDelta({Y 7y {Te i1 {We iy, {1, {La(by,) s

{Car, 52
Requirements:{Fl:,_tJrl,l}fz1 in (15) are taken froni({f‘t}“t’;ll, I',) = L, which are pre-evaluated and pre-stoEd{f‘t}f;f, Iy) =
=, in (15) are also pre-evaluated and pre-stored.

1: for m=Oto M — 1 /Ivisit all M child nodes.

2:  (ADPSK/TADPSK/TADPSKM:) Ty =~,_1 INisit ™ | = vy _1wy—11py—1.
(DAPSK/TDAPSK/TDAPSKM:) T, = o1l 1 N

3 AT = ¥ @ Yo F o1 1 (0T lomer 11 TEQEY )| llevaluate PED increments of (15).

+E{T ) T) = 282 [bg, La(bg,) — Cu g, ]

4: end for

5. [{AT WML gem AMZ0 — sort({AT WM /lrank PED increments in increasing order.

6: ny—1 =0 /finitialize child node counter.

Therefore, the optimum ED is given bylyap = Group GO

. . . . 20 2t 2S 22 7 a?
minyr, (minyg d), where (minyg .d) is found by the SD Group 1. e ‘e
without the MSDD full search, while the corresponding hard- 2 od g o
bit decisions{pM 47} N =D BEPS may also be obtained along Group G2 = |, PO .

. . . r xr T x A >
with dasap. Following this, the Max-Log-MAP of (11) may crowes | L o .
now be completed by: @ ot gl b * ° )

7 . o 7z 7 N
Ly(by) = —dyap +dyap, !f bt =1, (16) 7% 77;3 9‘87% %
P —dyrap +dyap, if BIAP =0, o N 7 .

7 i : ; ; : LA &% S
where dy;4p is obtained by invoking the SD again for ' ! i ‘
evaluating eactL, (b;), where the specific biby is fixed to )
be the toggled MAP decision’ 47, i.e. we havedy ap = s o
mlnvpl(mlnv{g}bkzwmp d). As a result, the SD is in-

_ ; ; Fig. 1. Constellation diagram for detecting 16-ADPSK(3,8)ata-carrying
voked a total Of]WATl - (Nw I)BPS times for producmg symbols, where the 8PSK phases are rotated anti-clockwise/Byfor the

{Ly(br) ,(fiﬁ_l)BPS of (16). As suggested in [30], the repeatedake of reduced-complexity detection design.

SD calculations may be avoided by labelling the previously

visited nodes and storing their PED metrics. that their M pPSK phase detection may be performed in the
Moreover, both HDD-MSDD and SDD-MSDD of Sec. Illsame way as the RC DPSK detection of [30]. First of all, let

may be implemented as HDD-MSDSD and SDD-MSDS[ys rewrite the PED increment of (15) as:

respectively. For HDD-MSDSD]J'; is known from previ- A _X x 17

ous MSDSD window. Therefore, HDD-MSDSD may also v=1 = Bo—1F b 17

produce L,(by) in the same way as MSDSD of (16),where the ring-amplitude-related terdn,_; derived from (15)

except that the comparisons over the differdht values is given by:

for obtaining dyrap and dyap in (16) may be elim- ~ - 2 e . 2
inated, and there is no need to evaluate therelated Ayr = HlLle +H2t=1 lo—t411 T QY (18)
term di = |in,.n,Y1]? + In (T3po + No). By contrast, + Ty + Cyy — LaltrltLa(a)
for SDD-MSDSD, theT';-related term has to take(I';) , _ BPS —
into account asd; = [|ly, x, Yu|* + In (T2p0 + No) + while we have the co_nst_am?a.,yfl = E,,:l_C“’E’U' We
In [p(I'1)]. In order to obtain{ln [p(I'1)]}yr,, the SD’s vis- note .thatAv,l of (_18) is invariant over the different phase
ited EDs d may be utilized for evaluatingn [p(I'y, )] = candidates fowv,_l in (15_). F.urthermore, thé/pPSK-related
maxyae(vr, ry,) 4T1,S), where we have{d(I';,S) = termA,_, seenin (17)is given by:
—d}yr, va- Following this, {lnp(FN,w)}vaw may become X _— _op [(wh_1)*2_1] — %f’ilgk,,La(bEv)
{Inp(T"1) }yr, for the next MSDSD window. Apart from the 1 La(b1)tLa(b2)

- i 2 19
extra term of{In [p(I';)]}vr,, SDD-MSDSD may proceed in CoRW DR — 23w )3 () (19)

the same way as MSDSD of (16). ~ "

y 4o = R by, Lalby, ) + Pl tele

B. RC MSDSD Algorithm where R(-) and () take the real part and the imaginary
art of a complex number. In (19), we deliberately rotate all

symmetry provided by thaZ,PSK scheme’s Gray-coded la-the detectedM pPSK <_:onste||a_tions (except for th/e special
belling, the number of constellation points visited by tiz'ss @S¢ ofMp = 2) anti-clockwise by(w/Mp) asw;_, =
Schnorr-Euchner search strategy may be significantly estlucio—1 €xp (]ﬁ) so that there are exactlyMp/4) PSK
for the soft-decision MSDSD aided DPSK. In this section, wehases for! _, in each quadrant [13], [30]. Accordingly, the
further conceive RC design for a range of DQAM consteHecision variable _; used for detecting _, in (19) is given
lations, including DAPSK, TDAPSK, ADPSK and TADPSK,by:

which modulate the ring-amplitude and phase separately, so 2y = AP (B3P )7 exp(i1f=), (20)

It was proposed in [30] that by exploring the constellatio
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where we haveAS®, =T, 145 U7 Q5 Y, andBSP, = | DSaneie o Selt Dection MenSDpided 16-ToARSK 26
=3 Lo 11 UYL

For a generic DQAM scheme, we may consider the
constellation points ad//4 groups of symmetric QPSK-like |15 1545 2570 3305 5753 S04 oo
constellation points that are associated with the same imagn W
tudes but different polarities. Considering the 16-ADP&R) 3058 2047 16.13 15.06159(’:@% ée.eg 649.9?0 @@17 17.7 3278 52.26 32.17
scheme as an example, thé = 16 constellation points are | P B o o Dee o ) 0 -0 DAPSK(28)
assigned taV//4 = 4 groups, as seen in Fig. 1. As a result,
the four candidates fah,_; of (19) corresponding to the four
QPSK-like constellation points in each group may always be
expressed in the following form:

<
il
=

<
i
~

<
i
4]

<
i
S

<
i
~

<
i
w

— Re Im BPS 7 813 1638 361 11.98
Avfl = itv_ﬁ + tv_f - kp=3 b;;v L, (b,;v ), (21) 0 constellation points that are visited by the Sg— @@ the SD’s decision
J— paths that are visited by the SD 0,@.0.--- the SD’s steps

where the real and imaginary parts#)f , are associated with

La(bg) and La(bl)y respectively: Fig. 2. Example of soft-decision MSDSD aided 16-TDAPYK,8) invoking

the Schnorr-Euchner search strategy of Table Il in comparis soft-decision
Re, —3 , L (b2) RC MSDSD aided 16-DAPSK(2,8) invoking Tables IV and V, whiahe
ty_1=AR(z,_q) — 3 (22) recorded at SNR=9 dBf; = 0.03 andI4 = 0.3, Ng =2 and N,, = 3.

7‘_I’I”I’Lg _ EE%(Z/ ) _ La(bl) L. i i i
=1 7 v—1 2 - global minimum according to (25), which is represented by
The coordinates of the rotatetf pPSK constellation points the “findBest” subfunction of Table IV. When the SD re-visits
for w/_,, which are located in the first quadrant may ba specific indexv, the CW has to update a new local child
denoted by{(A7, Bﬁ)}y_%/‘ifl, and we haved? — 2479 node for the group which is the one that produced the previous
o1l = . . global child node. A group may be marked ‘completed’ when
as well asB” = 2BY in (22). The relationship between?® . ) .
: . s all its four QPSK-like child nodes have been tested using a
the group indexg = bin2degbs - - - beps), the PSK phase _. .
roup indexg — bin2dec¢5 .- baps, ) and the ring-amplitude zigzag pattern. By contrast,_each. incomplete group may pro-
'gd _ bin2dedi 3 B%SP L b " vide a local child node candidate in the CW, and the CW may
index a = bin2decbeps, 1 -~ beps) is given by {{g = ;.0 again produce the global child node according to (25).

— Mp/4—=1y M4 —1
g-Ma+ “}5:0 Yoo - This strategy is represented by the “findNext” subfunctiébn o

a=0
Considering the 16-ADPSK(2,8) example of Fig. 1, the fou1c

) 2 able V. In summary, the soft-decision RC MSDSD algorithm
candidates fon,; of (19) for Group G2 may be expressed aﬁesigned for DPSK in Table | of [30] may be invoked for

seen in (23), which may all be expressed in the form of (21) #&yAn, put the subfunctions should be replaced by Tables IV

~2.6,10,1 . " :

ATy =4t iLtéf)f - La(Ib:s), where we have;"S = and v of this paper.

2sin(g)R(z,_q) — =5 and t,”7 = 2cos(5)S(2,_q) — Owing to the fact that onlyl//4 candidates are evaluated
La(b1) and compared by the CW, up ®% of the child nodes are

I2tmay be observed that the only difference between the foavoided by our RC MSDSD design, which is verified by the
candidates of\,_; in (21) is the polarity oft"“s andt.™s, examples portrayed in Fig. 2. It can be seen in Fig. 2 that with
This allows us to directly obtain the local minimum metric ofhe same number of SD steps, the soft-decision RC MSDSD
Group Gy (g € {0 ---,M/4 — 1}) by simply evaluating: aided 16-DAPSK(2,8) using the Schnorr-Euchner algorithm

BPS ~ of Tables IV and V visits a substantially reduced number
— k=3 %, La(bg,).  (24)  of constellation points compared to the soft-decision MBDS
8ided 16-TDAPSK"(2,8) invoking Table II1.

Moreover, as discussed in [30], the RC Schnorr-Euchner
algorithm of Tables IV and V avoids to invoke the sorting
algorithm as seen in line 5 of Table Ill, where the average
aﬂumber of comparisons required by the classic sorting algo-
rithms (e.g. Bubble sort, Timsort, Library sort, etc.) [6[4]
is as high asD(M log M).

Rey

Imyg
tvfl

tvfl

e
Avfl = -

As a result, instead of evaluating and comparing four metri
according to the four constellation points in each grougy on
the constellation point in the first quadrant is visited bg th
one-step evaluation of (24). Moreover, after obtainingthgt
local minima of each group according to (24), the glob
minimum PED increment candidate fax, ; of (17) may
be simply given by:

Ay—1 = Milygeqo. pja_1) Duq + A2y, (25) C. RC MSDSD-IAP Algorithm

which is obtained by evaluating and comparing a reduced!" order to further reduce the MSDSD complexity in co_ded
number of /4 metrics according to thaZ/4 constellation PQAM systems, we propose the RC MSDSD-IAP algorithm
points in the first quadrant. as follows: , i
Similar to [30], a Comparion Window (CW) may be intro- Step 10 An |n|t.|al estimate of the phase matn? of
duced in order to invoke the Schnorr-Euchner search syate #) may be obtained by the CDD as mt_roduced in [37]
where the DQAM constellation points are visited in a zig-XpI'_CgLy’vthe data-carrying phases are given by—Hl -
zag fashion. More explicitly, when the SD visits a specifiEXp(ijp”—l)’ where we havey,—, = LT:Z(YUYLU—M
index v for the first time, the CW stores the local minimdor v € {2,---, Ny, }. Then the transmitted phaseshmay

{AY_ |+ Ao, é"i/é_l from all groups and produces thebe obtained by, = &,_1,_; commencing fronf2;, = 1.
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TABLE IV
PSEUDO-CODE FOR THESCHNORR-EUCHNER SEARCH STRATEGY TAILORED FOR SOFDECISIONRC MSDSDAIDED DQAM (PART I).
S R M/4—1 T M/4—1 M 1 M/4—1 M/4—1 M/4—1
Subfunction: [{\tvff’l|}g o 1l m9|}g 0 {A _tasy . {ewd 1}9 o {cwm! 1}9 o 1}9 0
A'u 1, My— 17nv71] - fmdBesr({Yt}t 1 {Ft t= 1 7{\111 t= 1 7{Qt t= 1 ) {La(bku)}k =1 a vfl)

Requirements:

We define thea priori knowledge of group index aP9 = ZEPS bkv La(by, )}M/4 '

1. fora=0to My — 1 N
2: (ADPSK/TADPSK/TADPSKM:) T, =2, /ffix the specificT',, for Ly and =,
(DAPSK/TDAPSK/TDAPSIQM) Ly =~% Dyq
3 ASD =7 qyr U O Y, IlevaluateASP , according to (20)
4: BfDl = *Zt ] lU 1411 QY IlevaluateBSP | according to (20)
5: 2, =ASP (BSP )H exp (g W) /levaluate decision varible of (20)
6: A%, =||ASP 124+ BSP |2+ 50+ Cayom1 — M Ilevaluate ring-amplitude-related term of (18)
7: fOrg—OtOMp/4—1
8: g=gMus +a /lupdate group index
9: lt°9] = [A"R(),_,) — Lal2)) llassociatéR(/, ) to La(bo) as defined in (22)
10: |t1mJ\ |BY S(2l_q) — La (b1)| llassociate3(z],_ ;) to Lq(b1) as defined in (22)
11 CW_, = f\tReg| —|tl™9) — P9 4+ Ae_, /lupdate local minimum of each group
12 by = (timf <0) /lupdate local optimum child node index
13: by = (£1°9 < 0)
14: C\/\lmgf1 = bin2deqb1b2b3 - - - beps) /lIrecall that we havébs - - - bgpg = dec2bin(g)
15: n?_ ;=0 /finitialize child node counter for each group
16: end for
17: end for
. M/4 1 -
18: [Ay—1,4] = mln({C Y o ) /lupdate global minimum
190 my—1 CWmU 1 /linitialize global optimum child node index
20: ny—1 =0 /lupdate global child node counter
TABLE V
PSEUDO-CODE FOR THESCHNORR-EUCHNER SEARCH STRATEGY TAILORED FOR SOFDECISIONRC MSDSDAIDED DQAM (PART II).
Subfunction:  [{CW¢_ 110t {ewmd_ 10 nd_ e ey bty Ayt m 1,% 1]
_ flndNeXt({|tReg ‘}1\4/4 1 {‘tImg ‘}1\4/4 1 {Aa_ 1}MA—1 {cwe 1}M/4 1 , {CWm? 1}M/4 1
1}M/4 1 {cd? 1}1\1/4 1 Av71,mu71,nv71)
1: by ---bgps = dec2bin(my,—1) //0bta|n the prewously tested child node
2: a = bin2deqbgps, +1 - - - beps) Ilpreviously tested group’s amplitude index
3: g = bin2deq(bs - - - bgps) /lupdate previously tested group’s index
4: n571 + + /lupdate child node counter
5: switchn?_,
6: casel cﬁ 1= S|gn(| o 1\ - |t1m‘ D /lupdate the condition of grou@
7: if cdg ,==1 /lthe case oﬁtu 4> \t 7]
8: C\/\Ig_1 =—t Re~"| + |tv 9 - P4 AR /lalter the imaginary part of the local minimum
9: CWm?Y | = bin2deq(b1b2b3 - - - bgps) /lalter by in the mapping of the local optimum
10: else
11: cwW = |tREJ\ - \t1m9| — P94 AL /lalter the real part of the local minimum
12: C\/\lmg_1 = bin2dedb1b2bs - - - beps) /lalter by in the mapping of the local optimum
13: end if
14: break
15: case2: C\I\/gf1 = _—A,_1 —2P9 + 2A3_1 /lalter decision made in Case 1
16: C\/Vrnvfl(g) = bin2deo(b1 b2b3 bes)
17: break
18 case3: CW/_, = [t°9| 4|t/ ™9| — P9 + Ad_, /lalter the local optimum child node
19: if cdg_1 ==1 CWmv_1 = bin2ded(b1b2bs - - - beps) /lalter by in the mapping decision maded in Case 2
20: else CWmi1 = bin2deq(b1 babs - - - bgps) /[alter by in the mapping decision maded in Case 2
21: break
22: end switch
23: Ay_1 = inf /initialize global minimum
24: for g=0to M/4—-1
250 ifCWY_ | <Ay_1andnf_; <4 /llcompare local minima from ‘'incompleted’ groups
26: Ay_q = CW -4 /lupdate global minimum
27: my—1 = CWmU 1 /lupdate global child node
28: end if
29: end for
30: ny—1 ++ /lupdate global child node counter
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Byor = —2sin(Z)R(z 1) — 2c08(Z)I(2h_1) — La(bs) + Lelbrltlalbe) — _ylea yIma o (py),

A, 1 = 2sin(Z)R(zp_1) — 2c08(Z)S(2) 1) — La(b2) — La(bs) + Leltr)flalbe) _yltea ylma o (py), (23)
A% = —2sin(3)R(2)_1) +2¢08(Z)S(2h—1) — La(br) — La(bs) + Lelbiiflalbal — _glies 4 4Ims _ 1 (bg),

ALy = 2sin(D)R(2h-1) +2¢08(2)S(2-1) — La(b1) = La(bs) — La(bs) + Lellflalbel — ez 4 4Ims — [, (by),

Step 2:Upon obtainingf’, the transmitted ring-amplitude
I'; and A of (4) may be estimated by the Multiple-Symb
Differential Amplitude Sphere Detection (MSDASD) as:

(T, A} =arg minyr, minyy dMSPASD, (26)

where the MSDASD’s ED ofi*$P45P s given by the MS-
DSD’s ED of (12) associated with the fixed phas{é?sd}vj\’:w1
as:

2
dMSDASD_ ZNw
- v=1

‘Zf:l Lot TFOGY,
+ Ngln (Tipo + No) + PO

v=2 """

—_
—

N, BPS i
=D s ZEUZBPSerl[bI_cU La(bg,) — Ca,l_fu]'z ~ MSDASD
We note that the Johase-related term of 15.4680=2]
(=N Efipl[b,;vLa(b,;U) - C,z1} in (12) is omitted

from (27). Explicitly, the MSDASD of (26) may obtain
(minyg dMSPASP) with the aid of the SD algorithm

introduced in Sec. IV-A. Since all phaséQ, ffgl are known
for the MSDASD, there are only a total df/4, candidates
for the PED increment seen in line 3 of Table III2, which m
be expressed aA? | = HZZZJU_HM\T/;Q;Yt + =, —
BPS -

E,,:BPSP+1[bEULa(bEU) - Ca,f%]' A
Step 3: After estimating the ring-amplitudek;, A and
hence also obtainind and C AR, ,A + R,,, the

§) Example of Soft-Decision MSDD-IAP Aided 64-DAPSK(4,16)
(labelled with PED increment values)
ot MSDAD

5052 54.1 76.62 65.06 38.29 45.88 35.87 60.01 25.6.9
- MSDPSD

19.38.62 29.12 39.09 239B1

S A NS

g 0 0 O O .0,
.94 1323 10.43 1056 9.13 12.23- 7.83

B e

891 11.87 9.45 136 442 791 7.81 1065 9.91 13.24 11.28 1527 5.429.29 9.63 12.32
b) Example of Reduced-Complexity Soft-Decision MSDSD-IAP Aided 64-DAPSK
(labelled with PED increment values)

O O O
52 6.88 6.

38

4,16)

25.66 10.9 19.34 13.62
- Reduced-Complexity MSDPSD

N

2

O O @]
442 791 7.81 10.65

Fig. 3. Example of soft-decision MSDD-IAP of [38] and the pospd soft-
decision RC MSDSD-IAP conceived for 64-DAPSK(4,16), whiok recorded
at SNR=9 dB,f; = 0.03 and/4 = 0.3, Ng =2 and N, = 3.

Finally, the ring-amplitude-related soft-bit decisionaynbe

estimate of theM pPSK candidates may be improved by the, e by the MSDASD as:

Multiple-Symbol Differential Phase Sphere Detection (M
DPSD) as:

P = arg min,p dMSPPSD (28)

where the MSDPSD's ED ofi™“PP5D is given by the
MSDSD’s ED of (12) associated with the fixdd, A and
(v, N as:

2

MSDPSD _ Ny v A
d =D HZt:l INy—t41,Ny —0+1 V7 QY

_yNe BPS
(29)

Cokl

S-
Lyton) =

_d]V[SDASD +JMSDASD
"MAP AP )

_dMSDASD _|_d1\lSDASD
MAP MAP

if pMAP — 1,
if BMAP =,

(30)
where dM5BA5D = minyr, minys d5PA5P is obtained
by the MSDASD of (26) in Step 2, while the correspond-
ing hard-bit decisions{{bk”fAP}g;_i?5§P$BP§P+1}fjvgg are
also recorded along withi}252450 . Then @ii5PASD =
minyr, Milyiay, e NSDASD in (30) may be ob-
tained by invoking the MSDASD algorithm again for each
L,(by), whereb,, is fixed to be the flipped MAP decision

bMAP  Furthermore, the phase-related soft-bit decisions may

)

v=2 kq,:l[bl;La(bl}) -
In more detail, {{ln, —t+1,5,—vt1}i—1 }oy are elements be produced by the MSDPSD as:
in the lower triangular matrixL, which is decomposed

f LLH _ Cfl M th . litud 7d%.§”€PSD 4 J]WiIQPSD if bMAP =1

rom . Moreover, the ring-amplitude- 7, (p,) { TP psp T MLy hiar

related term of {Npln(I'fpo+ No) + >, %5 — MAP Map " k (31)
Ny BPS 7 — .

> v Dk —ePsp+10%, La(br,) Cu.rJ} in the ED

expression (12) is omitted from (29). It may be observ

that the MSDPSD’s ED (29) is in the same form as (1 _vf_g\)lBSl?S;lSDvﬂ

in [30], where the vector in (17) of [30] is now given by tep 3, whiledy;3p )

U, = le—t+1,Nw—v+1‘I’?Yt}f:1}iviﬁ according to (29), obtained by invoking thezh/égDI;ESD algorithm again for soft-

while the phase variablegs, }?_, in (17) of [30] correspond bit decisions{{Lp(bk)},(j’:_(v)_z)%g%f’ o3, When the specific

to {Q,}Y_, in (29). Therefore, the RC MSDSD aided DPSKoit b, is fixed to be the flipped MAP decisidif/ 4.

of [30] may be directly invoked for the MSDPSD of (28). Fig. 3 exemplifies the comparison between the conventional
Step 4:In order to achieve a near-optimum MSDD perMSDD-IAP of [38] and the RC MSDSD-IAP conceived for

formance, Step 2 and Step 3 may be repediBd » times. 64-DAPSK(4,16). It is evidenced by Fig. 3 that with the aid of

o hered}t52P50 = minyp dMSPPSD and the corresponding
g{byAP},f_‘f)BPS*BPSP}N«” may be obtained by (28) in

_ : _ MSDPSD ;
— mlnv{P}bk:EJWAP d IS
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sphere Qecoding_, the MSDASD eff_e(_:tively reduces the num- E ES “snsg-sts%Né:D%:@ Rt R .
ber of ring-amplitude candidates visited by the convermtion 1¢ | O~ RCHDD-MSDSD (N;=4) | 7¢ " e vense
Multiple-Symbol Differential Amplitude Detection (MSDAD ~B- RC MSDSD-IAP (N4, 'RAF’l‘
while with the aid of the RQ\/pPSK phase detection of [30], 10" | ! L psk
the RC MSDPSD also successfully reduces the number of R DAPSK<§_
MpPSK candidates visited by the conventional MSDPSD. et § g
S| S >
V. DECISION-FEEDBACK DIFFERENTIAL DETECTION 10 Y S
< <
In order to conceive the DFDD that is equivalent to 10' HE &
MSDD/MSDSD operating in decision-feedback mode, the Py 2 1
MSDD of (7) may be revised for DFDD as: 10 s a0 45 50 55 60 65 70 TE a0
Ey/No(dB)
Ly(br) = maXV{VNw—thwﬂ}bk:ld('YNw*l7Wwal) Fig. 5. BER performance comparison of RC MSDSD, RC SDD-MSDSD, R
— MAXY{yx, 1wy 1 oy 0@ TNw—1, WN, 1)) HDD-MSDSD and RC MSDSD-IAP, when they are employed for DAPSK

(32) detection in TC coded system, where we hgye= 0.03 and N = 2.

where the DFDD’s probability metric is given by togglin

the polarity of the MSDSD's PED incremen,_, of (15) gWh|le that for differential DQAM is formulated as:

associated with the index = N,, as: (o, 1) = Y. —me_léN“,_l[Ziijﬂm/(ét)]||2
Ty * s w 1+N07e71\“,ww
d(yn,—1,wN,—1)= =1V, 1%, 1 YN, o +YBPS T L (by),
+ WN,—1¥N,, -1 (Zivzwfl lNu,ftH,l‘I’?Q?Yt) 12 - (37)
_= BPS T I (bo). where the prediction-based filter taps ar&v =
v 2 bkt @3) [@n,-1. m|" = {Toeplit[po, - . pn, ) +
The  variable  ring-amplitude ~y, 1  determines NoIn,-1}"'[p1, -, pn, 1], which are directly given by

{In, 1111}, ¢y, 1 and Zy, in (33), where we the filter taps of classic DPSK detection [24]. Consequently
= y P a performance loss is inevitable, when they are compared to

have = = In|(I'2 No) — &L Cx' _,én.|. The
N . [( N, +No) —ew, NW‘leN’“’} the proposed DFDD using (33) and (35).

w

constant{,, in =y, as well as the constarhtﬁég ' seen
in (15) may be ignored by the DFDD. VI]. PEREFORMANCERESULTS
Furthermore, the first transmitted ring-amplitudg of

each DEDD window should still be treated as a separateln this section, the DQAM detection results are examined
variable for the differential-amplitude DQAM schemes. idor'" RSC, TC as well as IRCC and URC coded systems, where

explicitly, for the differential-amplitude DQAM using (2jny the simulation parameters are the same as_those su_mmgnzed [
erroneous decisions concernifig and {v;}"~} may degrade Table V of [3Q]. Wg note that the MSDSD window-width is set
- . . o1 to be N, = 4 in this paper. We will demonstrate that MSDSD
the decision reliablility concerning’, = ([],—, ’Yt) . BY  associated withV,, = 4 is a compelling choice for DQAM
contrast, according to (1), we always have = 7,1 for in terms of its performance advantage over its coherent QAM

the absolute-amplitude DQAM schemes, which do not haygunterpart, when relying on realistic imperfect CSI estion
the error propagation problem. Therefore, for the diffée8n iy rapidly fading channels.
amplitude DQAM of DAPSK, TDAPSK and TDAPSK,
the DFDD using the Max-Log-MAP of (33) may be re- . .
vised as (34), where the probability metric is given 212‘ ”Sl,:.'table MSDSD Arrangements for Different DQAM Con-
the MSDSD’s ED of (12) associated with decision fee ztefiations
back based on{i, = %@vqgv}g’g;? and hence also on First of all, the EXIT charts of DAPSK employing RC
{év = f‘va\ijv}fj\]—wzil as (35), where the constant ofSDSD, RC SDD-MSDSD and RC HDD-MSDSD using
Nuy—1g~(v—1)BPS 7 _ vl ~Nw—1 .~ the RC MSDSD algorithm of Sec. IV-B are portayed in
Zv:2 [Z}}:(/U_Q BPSH1 bkL (bk)_lnCA ]—IHCA n . 4 hich d 9 h SDD-MSDSB %b
the MSDSD's ED of Eq. (12) is ignored. In this way, thd 9 4(8), which demonstrate that exhibits a
potentially erroneous decision concernifig,, made during PElter performance compared to both MSDSD and HDD-
the current DFDD window will not degrade the following™SPSD. However, considering that SDD-MSDSD has to
DFEDD windows. produce a soft decision feegiba.ck, which only prowdgs als_mal
We note that the conventional DFDD in [17], [26], [27]|mprovement over MSDSD in Fig. 4(a), we opted for invoking
ignored the problem of having a ring-amplitude-dependef€ AP algorithm of Sec. IV-C for RC MSDSD in form of
A RC MSDSD-IAP associated withR 4p = 1, which does not

channel correlation matrbC = A®R,,A + R,,. More ' i ;
explicitly, the DFDD probability metric for absolute-anitpide MPOSe any noticeable performance difference for DAPSK, as

DQAM is given by [17]: evidenced by Fig. 4(a).

A As a further insightful aspect, the accuracy of the extdnsi
HYN,rM[ZZ‘% WY/ (50)] LLRs produced by the MSDSD algorithms seen in Fig. 4(a)

d(zn,-1) = = 1+No—ek, W are tested as portrayed in Fig. 4(b), where the two PDFs

2

UNy—1
+ 3PS b La(by), {p(Le|b)}1={0,1} are obtained by estimating the histograms

(36) of L., with the source bits being = {0,1}. If the LLR
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Lp(bk) = maxv maXV{’Ywathw71}bk‘igrl7 YNw—1, wNw—l) — maXy maXV{Vwal,Wwal}bnggrla'VNw—lv wNw—l)» (34)

A 2 2
D oimq Iy =t 1,8 —o 1 P QY

2 ~ ~
| = e B S B (b)),
(35)

AT, YNy =15 0N, —1) == [[In v, Y |[*= In (T po + No) — 3200

v=2

T % A sk Ny—1 Tk Y*
- Hll,l‘Iwa_lﬁNu,_1YNw+ WNy 1PNy —1 (Zz:"i INy—t+1,1V] Qth)

10 10

-+ RC MSDSD (N,~4) 3 RC MSDSD (N,=4)
0.9 ¢ RC SDD-MSDSD (N=4) 8 3¢ RC SDD-MSDSD (N=4)
0gl & RCHDD-MSDSD (N~4) ¢ | “©- RCHDD-MSDSD (N,=4)

0))

>4 | 16-DAPSK(2,8) K
a
£ 2
Q
w =
a
. g 2
sy 3
| 64-DAPSK(4,16) 2 4
0.2 6
0.1 8l =
~H- RC MSDSD-IAP (N,=4, IRyp=1) ‘ -~ RC MSDSD-IAP (N,=4, IRyp=1)
0.0 10 k7 T
00 01 02 03 04 05 06 07 08 09 10 10_10 8 6 4 2 0 2 4 6 8 10
In Le
(a) EXIT charts (b) LLR accuracy test

Fig. 4. EXIT charts and LLR accuracy test of DAPSK employing RISDSD, RC SDD-MSDSD, RC HDD-MSDSD and RC MSDSD-IAP recoragd
SNR=9 dB andf; = 0.03, where we haveVp = 2.

TABLE VI

definition of L.=1In p(ée\gfé) is statistically accurate, then SUMMARY OF SUITABLE MSDSD ARRANGEMENTS FOR DIFFERENT
p(Le|b= DQAM CONSTELLATIONS.

he LLR r may result in i nal line. H ver
the § accuracy test may result in a diagonal line. Howeve (a) Absolute-Amplitude DQAM (b) Differential-Amplitude DQAM

the LLRs produced by HDD-MSDSD aided DAPSK seen e RC HDD-MSDSDAP | DAPSK S C EDSOIAP

in Fig. 4(b) exhibit a poor integrity. This is because thatappsk RC HDD-MSDSD TDAPSK RC MSDSD
according to the DAPSK'’s differential encoding of (2), theTADPSK™™ | HDD-MSDSD TDAPSK™ | MSDSD

potentially_?rroneous hard-decision feedback concerfiing o ( 5BPS. It can be seen in Fig. 5 that the turbo detection
and {v:};=; may degrade the accuracy of the following)erformed by exchanging extrinsic information between the
decisions o', = (Hf:_ll %) Iy TC decoder and the MSDSD is capable of effectively exploit-
The EXIT charts and LLRs accuracy analysis of Fig. 4 aieg the iteration gain of the MSDSD portrayed by Fig. 4(a),
confirmed by the BER performance of Fig. 5, which demorwhich results in a near-capacity performance.
strates that RC MSDSD, RC SDD-MSDSD and RC MSDSD- The same analysis relying on EXIT charts, on the LLR
IAP perform similarly, but RC HDD-MSDSD performs muchaccuracy test and on the BER performance may be carried
worse than its counterparts, where the BER curve of TC codedt for all DQAM constellations. Due to the journal's space
64-DAPSK(4,16) employing RC HDD-MSDSD cannot evefimit, we directly offer our conclusions in Table VI. More
be portrayed within our standatg, /N, range. Therefore, we explicitly, the absolute-amplitude DQAM schemes of ADPSK,
conclude that RC MSDSD-IAP may be suggested for DAPSKADPSK and TADPSKM may employ the HDD family of
Moreover, we note that the Discrete-input Continuou®SDSD arrangements. For example, the LLRs produced by
output Memoryless Channel (DCMC) capacity [14] of th&C HDD-MSDSD aided ADPSK seen in Fig. 6(a) exhibit a
MSDD aided DQAM systems is given by (38), where&good integrity. This is because according to (1), the alteolu
p(Y|S!,T*) is given by (6), while we have{p(I'®) = amplitude DQAM schemes havié, = ~,_1, which do not
p(I'%) = ﬁ}\ﬁw_ For the case of employing HDD-MSDD, cause error pro_pagation. I_:urthermore, owing to the anggitu
the perfect decision feedback leads {{p(T%) = p(I'%) = phase correlation, the twisted DQAM sch_emes of TADPSK
1}a—a—a and {p(T%) = p(T'%) = 0}yara.vare. The resultant anq TDAPSK cannot emplpy the IAP algorithm of Sec. IV-C,
DCMC capacityCZ2D-M5PD may be revised frong 250D which is exemphfled by Fig. 6(b) for the case qf RC HDD-
of (38), where bothzy_A—l and Z{W_A—l are omitted, MSDSD-IAP aided TADPSK. Moreover, the joint-mapping
while both S0 Ta e i T o DQAM schemes of TADPSR' and TDAPSKM can only
p(Y|S*,T*) and p(Y|S*,T'*) may be replaced ; - s
by p(Y|S!,T%). According to the definitions of extrinsic @TPlOY the generic MSDSD algorithm of Sec. IV-A, which
information I, = I(b; L.) and DCMC capacityCpcarc = jointly detect the ring-amplitude and phase.
I({S,T1};Y), the area property of the EXIT charts [65] may

be expressed %%1 [5(SNR, L1)dI 4 ~ CDCME;(SSNR)' which B. Comparison Between DQAM Constellations

implies that the area under the EXIT curve is approximately First of all, Fig. 7 portrays comparison between ADPSK
equal to the normalized DCMC capacity. The maximurand DAPSK. More explicitly, the EXIT charts of Fig. 7(a)
achievable rates seen in Fig. 5 are obtained based on fhidicates that ADPSK outperforms DAPSK, which confirms
property, which indicate the SNRs required for the halérathe capacity results shown in [16]. Furthermore, the BER per
channel coded DQAM systems to achieve their full capacifgprmance comparison of Fig. 7(b) explicitly demonstrates t
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ZAIA—IZA,[(Nu;—l),lE Jog M (Nw—1) ZQ{:Aoilp(Y\Si,Fa) ‘S _ Sl Fl —Te
a=0 i=0 2 Ma—1 mWNw—1) 1 — ) (38)
CA{SDD(SNR) _ Xalo  Xi_g p(Y|[S*, %)
beMc o (N —1) My M(Nw—1) )
10 10
£ RCMSDSD (N,=4) || -©- HDD-MSDSD (N=4) |
8| ¢ RC SDD-MSDSD (N=4)
o -©- RC HDD-MSDSD (N,=4) 6 A
& 4 [16-ADPSK(2,8) E‘ 4| 16-TADPSK(2,8) 2
Eel =
= I,
g’ &
E 0 E 0
P 2 I 2
& a
_§ -4 51 -4 .
® '61 { & | ~~ HDD-MSDSD-IAP (N,=4, IRup=1)
5] e 8 2 | “A- HDD-MSDSD-IAP (N,=4, IRxp=2)
‘ -@- RC HDD-MSDSD-IAP (N,=4, IRxp=1) -3¢~ HDD-MSDSD-IAP (N,=4, IR\p=3)
o & : -10 &
10,10 -8 -6 -4 -2 0 2 4 6 8 10 -10 -8 -6 -4 -2 0 2 4 6 8 10
Le Le
(@) ADPSK (b) TADPSK

Fig. 6. LLR accuracy test of ADPSK and TADPSK employing difflet MSDSD arrangements recorded at SNR=9 fiB= 0.03 and Np = 2.

[N
IRtc=4, IRrc.mspst™

16-ADPSK(2,8) outperforms its 16-DAPSK(2,8) counterpart
in all three of the RSC, TC and RSC-URC coded systems.
Fig. 8 further portrays our performance comparison be-
tween the classic ADPSK and its twisted counterparts of j N D _| s
TADPSK and TADPSKM. More explicitly, the EXIT charts
of Fig. 8(a) demonstrate that the ADPSK, TADPSK and J 7
TADPSK exhibit a similar achievable rate, which is reflected
by the area under the EXIT curves [65]. Nonetheless, TADPSK
exhibits a slightly higher iteration gain than ADPSK, while
TADPSK™ achieves the highest iteration gain, as demon-

7 8
. s E/No(dB)
strated by Fig. 8(a). As a result, it is demonstrated by th& BL:Fig. 9. BER comparison between AODPSK employing RC HDD-MSDSD-

performance of Fig. 8(b) that 16-TADPSK(2,8) outperforms |ap (., — 4. 1R p — 1), DAPSK employing RC MSDSD-IAP o — 4,
its counterparts in RSC coded system, while 16-ADPSK(2,8k4p = 1) and DPSK employing RC MSDSDN,, = 4) in TC coded

performs the best in TC coded system. This is because tR&fems. where we havk; = 0.03 and Ng = 2.
the steep EXIT curve of TADPSK! matches better the EXIT a
curve shape of RSC, while the less steep EXIT curve gﬂ
ADPSK matches better to the horizontal EXIT curve of T
[14]. Furthermore, Fig. 8(b) also shows that 16-TADPSKX2,§
may outperform its counterparts in IRCC and URC codera
near-capacity system. Explicitly, the number of iterasidre-
tween the URC and MSDSD is given lNRyro—nspsp =

2, which may not be sufficient for reaping the full benefi
of the high iteration gain of TDAPSK/, but unfortunately a
higher I Ryre—nmspsp may not be affordable. As a result,

16-TADPSK™(2,8) performs the worst in IRCC and URCy " 101 that the RC MSDSD-IAP of Sec. IV-C achieves
coded system, as ewdenc_ed by Fig. 8(b)_' _an additionalb1.8% ~ 78.0% complexity reduction compared
In conclusion, ADPSK s a better choice than DAPSK i, he conventional MSDD-IAP of [38]. Consequently, the
channel, codgd systems, according to Fig. 7. Moreover, t Smplexity of RC MSDSD-IAP aided DAPSK becomes com-
ADPSKSJMIWISted mpdylatgd counterparts of TADPSK an&arable to that of the RC MSDSD aided DPSK of [30], as
TADPSK™ may exhibit the|r_ advantages in different coded, ijenced by Fig. 10(b).
systems, as suggested by Fig. 8. Fig. 11 provides our complexity comparison of DQAM
and DPSK schemes. Firstly, it is demonstrated by Fig. 11
that among the absolute-amplitude DQAM schemes of
ADPSK, TADPSK and TADPSR", the HDD-MSDSD aided
The performance comparison of Fig. 9 demonstrates tHBARDPSK™ of Sec. IV-A exhibits the highest complexity,
both ADPSK and DAPSK substantially outperform theiwhich is followed by the RC HDD-MSDSD aided TADPSK
DPSK counterparts. Explicitly, Fig. 9 shows that the RC HDDef Sec. IV-B and then by the RC HDD-MSDSD-IAP aided
MSDSD-IAP (N, = 4, IRap = 1) aided 16-ADPSK(2,8) ADPSK of Sec. IV-C. Secondly, Fig. 11 also confirms that
outperforms RC MSDSDN,, = 4) aided 16-DPSK of [30] RC MSDSD-IAP aided DAPSK exhibits a higher complexity
by about1.6 dB in TC systems, where we hawwy = 2 than RC HDD-MSDSD-IAP aided ADPSK, which avoided

BER

-©- ADPSK
-&- DAPSK
—— DPSK
I T I T I

-
9 10 11

12

d fq4 = 0.03. This performance difference becomes a more
bstantiah.7 dB for M = 64, as seen in Fig. 9.
Moreover, the complexity of our MSDSD algorithms is
rther quantified in terms of the total number of real-value
ultiplications in Fig. 10. Explicitly, Fig. 10(a) demonates
that the RC MSDSD algorithm of Sec. IV-B may offer a
ubstantialr3.8% ~ 80.7% complexity reduction compared to
he generic MSDSD algorithm of Sec. IV-A. As a result, the
MSDSD complexity becomes as low as that of the MSDD-IAP
of [38], as seen in Fig. 10(a). Furthermore, it is demonatrat

C. Comparison Between DQAM and DPSK
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10 — (1) RSC coded schemes,d&.vsps52
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Fig. 7. EXIT charts and BER comparison between ADPSK employ®@ HDD-MSDSD-IAP (N, = 4, IRpp = 1) and DAPSK employing RC
MSDSD-IAP (N, = 4, IRsp = 1), where we havefy; = 0.03 and Ny = 2.

o -O- ADPSK — (1) RSC coded schemes,d& vsps=2
09 A~ TADPSK | 4 (2) TC coded schemes, 184, IRrc.uspso=4
o5 —k- TADPSK™ — = (3) IRCC-URC coded schemes, JRe.msps5=2: IRrce-{urc-mspspi=20
’ 10°
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_______ . A 16-TADPSK(2,8)
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w05 i)
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Fig. 8. EXIT charts and BER comparison between ADPSK emplo®R@gHDD-MSDSD-IAP (N, = 4, IR op = 1), TADPSK employing RC HDD-MSDSD
(Nw = 4) and TADPSKM employing HDD-MSDSD {V,, = 4), where we havef; = 0.03 and Ny = 2.
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70000 T T T
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60000 (| <> RC MSDSD-IAP (IRp=1)

50000( 4 DPSK
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complexity (real-valued multiplications)

complexity (real-valued multiplications)

Ny, 61?8% N,
(a) MSDSD and RC MSDSD (b) MSDD-IAP and RC MSDSD-IAP

Fig. 10. Complexity (real-valued multiplications) comparidzetween MSDSD of Sec. IV-A; RC MSDSD of Sec. IV-B, MSDD-IAP[88] and RC MSDSD-
IAP of Sec. IV-C employed by 16-DAPSK(2,8). Complexity of RC BISD aided 16-DPSK of [30] is also portrayed. The results epemed at SNR=0 dB
andl4 = 1, where we havefy = 0.03 and N = 2.
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-k TADPSK™, HDD-MSDSD -k TADPSK™, HDD-MSDSD
-A- TADPSK, RC HDD-MSDSD -A- TADPSK, RC HDD-MSDSD
-O- ADPSK, RC HDD-MSDSD-IAP (IRp=1) -©- ADPSK, RC HDD-MSDSD-IAP (IRp=1)

2 [3 DAPSK, RC MSDSD-IAP (IRs=1)
| - DPSK, RC MSDSD)

-3 DAPSK, RC MSDSD-IAP (IRs=1)
-4 DPSK, RC MSDSD)

complexity (real-valued multiplications)
complexity (real-valued multiplications)

Ny Ny,
(@) M =16 (b) M = 64

Fig. 11. Complexity (real-valued multiplications) compariseetween DQAM schemes employing their suitable MSDSD arraegés. Complexity of RC
MSDSD aided DPSK of [30] is also portrayed. The results acended at SNR=0 dB andy = 1, where we havef; = 0.03 and Ny = 2.

the comparison over;. Last but not least, Fig. 11(a) shows —— Coherent Square 16QAM, PSAM g&22,Noy=30), £=0.001
that the complexity of RC HDD-MSDSD-IAPI@4p = 1) L Coherent Square 16QAN, PSAM (12Now=12). (20,03
aided 16-ADPSK(2,8) is similar to that of RC MSDSD aided '
16-DPSK of [30], while Fig. 11(b) demonstrates that the
complexity of RC HDD-MSDSD-IAP [Rap = 1) aided 64-
ADPSK(4,16) is even lower than that of RC MSDSD aided
64-DPSK. This is because the complexity order of the Schnorr
Euchner search strategy of the RC MSDSD aided DPSK of
[30] is given byO(M/4), where only theM /4 constellation
points in the first quadrant are visited. Meanwhile, the com-
plexity order for the case of RC HDD-MSDSD-IARRsp =
1) aided ADPSK is given byO(M4 + Mp/4) according to
Sec. IV-C. As a result, we hav@ (M4 + Mp/4) = O(M/4) —
for M = 16 andO(Ma + Mp/4) < O(M/4) for M = 64, Le
which verifies our complexity results of Fig. 11. Fig. 12. LLR accuracy test of PSAM aided Square 16QAM recree
Ey,/No = 2 dB andl4 = 0, where we haveNyp = 1. When we have

fa = 0.03, PSAM's Npg is reduced to 12 in order to sample the channel

. more frequently, whileV, is also reduced to 12, due to the weak temporal
D. Comparison Between Coherent and Noncoherent Scherp@%laﬂgn Y ow P

0)

=1)/Pr(l b=

In(Pr(L¢|b
o & A N o N A O ©

KA
=l

In this section, the important subject of coherent versus no

coherent schemes is discussed. For the noncoherent ADPSK —8— TC 16-ADPSK(2,8), RC HDD-MSDSD (j=3)
scheme, RC HDD-Subset MSDSD-IAP is employed, where ‘8‘% 12123§§E§§'§§' g;%‘\’/gi‘;gﬁg?g;%@
the consecutive MSDSD windows are overlapped\y;, = 3 & TC 16_DAPSK(2"8): RC MSDSD (3:3)
observations and theNo;, — 1 = 2) symbols detected at the 1’| -5 TC 16-DAPSK(2,8), proposed DFDD (}43)
edges may be discarded, as suggested by [58]. For the coheren o) T 10-DAPSK(2E), conventional DFDD (3)
Square QAM scheme, PSAM [7] associated with pilot spacing 0t 7
of Npg and observation window width aVoy, (number of vl o a |
filter taps) is invoked for channel estimation. & B
Fig. 12 demonstrates that whep is increased from 0.001 ? ok @ L
to 0.03, a severe deviation from the LLR definition emerges Q :
for the extrinsic LLRs produced by the PSAM aided coherent 10* Ryc=a 7
16QAM detector. This is because the coherent detectors as- | IRreoroo=4] | |
sume having perfect knowledge of the CSI, which is espsciall 35 40 45 50 55 60 65

fet H H E,/Ny(dB
unrealistic, when the fading channel fluctuates rapidly. .1, ger performance ool e DFD,( — 3) aided

Finally, Fig. 13(a) demonstrates that when we hgiye= ADPSK and DAPSK, where we haw = 2 and f; = 0.03. The proposed
0.001, PSAM aided coherent 16QAM outperforms RC HDDDFDD solutions use the probability metrics of (33) and (35ilev the
Subset MSDSD-IAP assisted 16-ADPSK(2,8) in the RSEonventional DFDD solutions [17], [26], [27] use (36) and'X3
coded system, TC coded system as well as in the IRCC and
URC coded system. However, when we hgye= 0.03, 16-

ADPSK(2,8) exhibits an impressive performance advantaged 0.9 dB in the context of our TC and IRCC-URC coded
over coherently detected Square 16QAM, which is 0.5 d8/stems, respectively, as evidenced by Fig. 13(b).
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Fig. 13. BER performance comparison between RSC/TC/IRCC-0&ied PSAM aided Square 16QAM and its 16-ADPSK(2,8) copateremploying RC
HDD-Subset MSDSD-IAP ., = 4,IRop = 1), where we haveVy = 2.

E. Performance Results for DFDD With the aid of EXIT charts and LLR accuracy test, the
The BER performance results of the proposed DFDD sol 10st suitable soft-decision MSDSD arrangements of differe
tions and the conventional DFDD solutions [17], [26], [27é a QAM constellations were suggested. Our simulation result
compared in Fig. 14 in the context of TC code;j AD'PSK an(aemonstrate that the absolute-amplitude ADPSK schemes out
DAPSK systems' The DFDD window-width is setAg, — 3 perform their differential-amplitude DAPSK counterpaits
) : . ded systems. Furthermore, among the absolute-amplitude
because any further performance improvement 3 0 y ’ 9 P
y P P far > QAM schemes, ADPSK, TADPSK and TADP2K have a

h tob ligible b It t sh .
was Snown fo become negligivle by our Tesuits not O\ﬁ}tter BER performance in TC coded, IRCC-and-URC coded

in this paper due to the strict space limit. It can be seen i well as RSC coded systems, respectively. Thanks to the
Fig. 14 that the MSDSD solutions generally outperform the ; ' '
'9 ui g y oulp posed reduced-complexity design, the RC HDD-MSDSD-

DFDD counterparts. Nonetheless, Fig. 14 also demonstra! . . oo
that the proposed DFDD solutions substantially improve t ed g'gle:dSQDPST IS czta\p_able C;)fdoutpterfprlmlrlg Its MSDSD
performance of the conventional DFDD solutions by 1.4 d ae counterparts in coded sys out imposing a

and 1.3 dB in TC coded ADPSK and DAPSK system igher complexityMoreover, our simulation resqlts also ver!fy.
respectively. Fhat compared to coherent Square QAM relying on realistic
imperfect channel estimation, MSDSD aided DQAM is a more
suitable candidate for turbo detection assisted codec st
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