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ABSTRACT
The Stommel box model elegantly demonstrates that the oceanic response to mixed boundary conditions, combining
a temperature relaxation with a fixed salt flux forcing, is non-linear owing to the so-called salt advection feedback.
This non-linearity produces a parameter range of bi-stability associated with hysteresis effects characterised by a fast
thermally driven mode and a slow salinity-driven mode. Here, we investigate whether a similar dynamical behaviour
can be found in the thermohaline loop model, a one-dimensional analogue of the box model. A semi-analytical method
to compute possible steady states of the loop model is presented, followed by a linear stability analysis carried out for a
large range of loop configurations. While the salt advection feedback is found as in the box model, a major difference is
obtained for the fast mode: an oscillatory instability is observed near the turning point of the fast mode branch, such that
the range of bi-stability is systematically reduced, or even removed, in some cases. The oscillatory instability originates
from a salinity anomaly that grows exponentially as it turns around the loop, a situation that may occur only when the
salinity torque is directed against the loop flow. Factors such as mixing intensity, the relative strength of thermal and
haline forcings, the non-linearity of the equation of state or the loop geometry can strongly affect the stability properties
of the loop.

Keywords: thermohaline circulation, box model, linear stability, thermohaline loop, Meridional Overturning

Circulation

1. Introduction

The global ocean circulation connects water masses of the dif-
ferent ocean basins, inducing a large-scale redistribution of heat,
carbon and other passive tracers of importance for Earth’s cli-
mate. The largest scale component of this circulation is generally
referred to as the ‘thermohaline circulation’ to acknowledge the
central importance of surface fluxes of heat and freshwater in
its dynamics, although it has been noted that the wind forcing,
eddy stirring and internal mixing also play a critical role in pro-
viding the mechanical forcing needed to maintain a substantial
thermohaline circulation (Wunsch and Ferrari, 2004).1

At the core of the thermohaline circulation lies the Atlantic
Meridional Overturning Circulation (AMOC). The AMOC car-
ries relatively warm and saline upper waters northwards across
the entire Atlantic basin, which are then transformed into colder
and fresher North Atlantic Deep Water in the Nordic Seas before

∗Corresponding author. e-mail: roquet@misu.su.se

returning southwards at intermediate depth. It is estimated that
without the AMOC, the North Atlantic climate would be about
5 ◦C colder than at present (Vellinga and Wood, 2002; Stouffer
et al., 2006) due to a decrease in meridional heat transport (di-
rect effect) and a subsequent increase in sea ice extent in the
North Atlantic (indirect ice–albedo effect). The AMOC is also
responsible for the mean northward shift of the intertropical con-
vergence zone with important consequences for tropical climate
variability (Marshall et al., 2013). Past abrupt climate events
such as the Heinrich events have been linked to rapid changes in
theAMOC strength and a link between theAMOC and NorthAt-
lantic decadal climate variability is debated (Rahmstorf, 2002).

Despite its importance for climate, the AMOC remains poorly
understood and such fundamental questions as ‘Why is there
an AMOC and no equivalent in the Pacific Basin?’, ‘Has there
always been an AMOC?’ or ‘What is the relative importance of
wind and thermohaline forcing in setting the variability of the
AMOC?’ remain largely open. The very nature of the AMOC
makes it difficult to study, as it is characterised by a nearly
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2 F. ROQUET ET AL.

planetary spatial scale and a centennial to millennial time scale
while its dynamics relies on processes with scales several orders
of magnitude smaller (Wunsch and Heimbach, 2013). Direct ob-
servations are available for the last two decades only and realistic
general circulation models (GCM) remain very expensive to run
at high resolution or rely on poorly constrained parameterisations
at coarse resolution.

Simple idealised models of the AMOC are very useful in this
context to develop hypotheses and concepts on the real complex
system (Held, 2005). Stommel’s two-box model has been by far
the most influential conceptual model of the AMOC (Stommel,
1961). This model is described by a single scalar equation for
the overturning transport. Assuming a linear equation of state
(EOS), the steady-state transport q , which is proportional to the
density difference between the two boxes, satisfies the (non-
dimensionalised) equation,

|q|(1 − q) − HS = 0 (1)

where HS represents an imposed flux of salt (positive in the
warm box, negative in the cold box). Note that we are here using
the simplified, elegant version of the two-box model proposed
by Marotzke (2000).

The key feature of this model is that despite its simplicity it fea-
tures a non-linear response to the varying salt forcing because of
the so-called salt advection feedback (Fig. 1). Depending on the
strength of the salt flux, the transport can be either temperature-
controlled (q > 0) or salinity-controlled (q < 0), and there
generally exists a range of salt forcing for which the two states
are possible (bi-stability for 0 < HS < 0.25). This means that
when the salt forcing is increased, the transport is prone to sudden
collapse associated with a hysteresis behaviour preventing the
transport to jump back to the temperature-controlled state until a
substantial reduction of the salt forcing has occurred (Marotzke,
2000).

The Stommel two-box model is the simplest of a hierarchy of
models that can be used to study overturning circulations such
as the AMOC (Welander, 1986). A natural way to classify the
large variety of existing conceptual models is by way of the
number of spatial dimensions used to describe the tracer fields.
The Stommel’s model is a zero-dimensional model in this sense,
while GCMs are three-dimensional models. Between them, we
find one-dimensional loop models and two-dimensional sec-
tion (depth, latitude) models. Interestingly, models with a given
dimensionality can feature the entire spectrum of dynamical
behaviours of a lower dimensionality, but they also display new
types of behaviours. Here, we will focus on the thermohaline
loop model, viewed as an intermediate case between the sim-
plistic box model and more realistic GCMs.

The thermohaline loop model consists of a fluid loop with
infinitesimal section area along which a circulation is induced
by applying fluxes of temperature and salt or by applying a torque

Fig. 1. Steady-state solutions of a Stommel two-box model, showing a
range of bi-stability between a temperature-controlled fast mode (blue)
and a salinity-controlled slow mode (yellow). The intermediate state
(red) is unstable. In this study, we will show that in the thermohaline
loop model, the fast mode becomes subject to an oscillatory instability
before the turning point, effectively reducing the range of bi-stability.

(Keller, 1966; Welander, 1967; Malkus, 1972; Huang, 1999;
Wunsch, 2005; Sévellec et al., 2006; Pollmann et al., 2015). The
greatest innovation of the thermohaline loop model compared to
box models is the explicit resolution of the advective–diffusive
balance, allowing for a more realistic tracer distribution and
delayed oscillations due to the advection of anomalies around
the loop. Yet, the thermohaline loop model remains rather simple
and thus easy to handle because the velocity must be constant
around the loop by continuity and thus follows a single scalar
equation that can be made diagnostic.

In this paper, the dynamical behaviour of the loop model
will be investigated. In analogy with the AMOC, fluxes will
be imposed at the same vertical level (horizontal convection
case) and the top of the loop will be ‘folded’ as in Pollmann
et al. (2015). Mixed boundary conditions will be used, here by
applying a temperature relaxation together with fixed salt fluxes.
The effect of imposing a torque will also be investigated. The
thermohaline loop model is simple enough to readily explore
the parameter range. A numerical version of the loop model has
also been implemented in Fortran2 and is used to investigate
transitory responses of the loop model.

The loop model is derived in Section 2.Asemi-analytic method
to compute possible steady states in the thermohaline loop are
presented in Section 3. Section 4 presents the linear stability
analysis of the loop system. Conclusions as well as a discussion
on how the box and loop models compare with each other will
be provided in Section 5.

2. The loop model

The loop model used here is a modified version of the model
of Pollmann et al. (2015), which is itself a development of the
Wunsch (2005) model. It consists of a one-dimensional circular
loop of constant cross section with one source and one sink of
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STABILITY OF THE THERMOHALINE CIRCULATION EXAMINED WITH A ONE-DIMENSIONAL FLUID LOOP 3

Fig. 2. Schematics of the folded loop configuration. Adapted from
Pollmann et al. (2015).

temperature and salinity situated at the same height Z f (Fig.
2). The loop is assumed sufficiently thin that there is no cross-
sectional temperature, salinity or velocity gradient and the ve-
locity vector is tangent to the loop direction.

The loop model of Pollmann et al. (2015) introduced two
important innovations compared to Wunsch (2005). It allows
for the use of a non-linear EOS, including a representation of
cabbeling and thermobaricity effects. It also introduced a so-
called folded geometry, wherein the upper part of the circu-
lar loop situated above the level of applied forcings (Z f ) has
been folded down in the horizontal direction (Fig. 2). The non-
folded version of the loop is comparable to previously published
versions (e.g. Wunsch, 2005; Welander, 1967; Huang, 1999),
but it is unrealistic in the sense that its ‘surface’ thermohaline
forcings are applied below the top of the loop. In the folded
version, the upper part of the circulation is at the same height
as the applied buoyancy source and sink. It can thus capture
the observed asymmetry between the fundamentally horizontal
surface flow and the interior return flow.

Compared to Pollmann et al. (2015), the loop model used
here can employ both relaxation and fixed-flux forcing types,
i.e. mixed boundary conditions. At the point source and sink, the
temperature will be relaxed towards prescribed values, while a
fixed salinity flux will be imposed.

2.1. Governing equations

Two coordinates play an important role in the loop model: the
loop (curvilinear) coordinate l and the loop angle φ = l/a, where
a is the radius of the loop. The loop coordinate l varies clockwise
between zero at the top of the loop and the circumference L =
2πa.

Making the seawater Boussinesq approximation
(Young, 2010; Roquet et al., 2015), the continuity equation re-
duces to the condition that the loop tangential velocity w must
be constant around the loop, ∂w/∂l = 0. This means there
is no momentum advection and the pressure term can be re-
moved by integrating along the loop. Furthermore, as in
Pollmann et al. (2015), the flow is assumed inertialess (Stokes

flow type) so that the time-dependent term in equation (2) can
be neglected, leading to a simple scalar equation for velocity,

w = 1

ε

(
− g

L

∫ L

0
σ

dz

dl
dl + τ

)
(2)

where ε is a Rayleigh friction coefficient, g the gravitational
constant, σ(l) the density, z(l) the height as a function of the
loop coordinate and τ an applied torque. In the circular case, the
height varies along the loop as z = a cos (φ), so that its variation
is sinusoidal dz/dl = − sin φ. In the case of a folding at level
Z f , the definition of the height z must be modified as follows,

z = min(a cos (φ), Z f ). (3)

A general definition for the local change of height as a func-
tion of the loop coordinate, valid for both circular and folded
configurations, is given as,

dz

dl
= −M(l) sin φ (4)

where the mask M(l) = 1−bfold[1−H(l−lsink)+H(l−lsource)]
is everywhere equal to 1 in the circular case, while in the folded
case, it is equal to 0 above the height Z f and 1 elsewhere. bfold is
a boolean equal to 1 if the loop is folded and 0 otherwise. H is the
Heaviside step function. lsink and lsource are the loop coordinates
of the sink and source, respectively. As we restrict ourselves
to the case of horizontal convection, lsource = L − lsink, with
0 < lsink < L/2.

In the momentum balance, we have left the possibility to apply
an externally forced torque, using the parameter τ . Although
previous studies (e.g. Wunsch, 2005; Hazewinkel et al., 2012)
have considered the effect of imposing a surface wind stress, here
the parameter τ is not necessarily meant to represent a surface
wind stress. Rather, it is a mean to drive a ‘non-thermohaline’
contribution to the overturning circulation, i.e. not forced by
buoyancy fluxes. τ may represent a combination of processes
such as Ekman pumping, eddies in the Southern Ocean, or zonal
pressure gradient in the Northern Basins. No attempt is made
here to relate explicitly τ to these processes (as e.g. in Gnanade-
sikan, 1999). We will instead focus on the consequences of
applying a torque in the loop model. In doing so, we will see
how the analysis of loop properties can be greatly simplified by
introducing this free parameter.

The simplified non-linear EOS of Roquet et al. (2015a) will
be used:

σ = −Cb

2
(θ − θ0)2 + Th zθ + β0S (5)

where θ is the conservative temperature and S the absolute salin-
ity. Parameters Cb and Th control the strength of cabbeling and
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4 F. ROQUET ET AL.

thermobaricity, respectively. β0 is a constant haline contraction
coefficient and θ0 sets the temperature at which surface thermal
expansion vanishes. Realistic values for this EOS are proposed
in Roquet et al. (2015a) who demonstrate that this simplified
EOS yields a reasonable global circulation when implemented
in an ocean GCM.

Finally, two equations are needed for the evolution of temper-
ature and salinity in the loop,

∂θ

∂t
= −w

∂θ

∂l
+ κ

∂2θ

∂l2
+ Fθ (6)

∂S

∂t
= −w

∂S

∂l
+ κ

∂2S

∂l2
+ FS (7)

where κ is the eddy diffusivity (same for temperature and salin-
ity), and Fθ and FS are the forcing distributions applied to
temperature and salinity, respectively.

A relaxation form is used for temperature, while a fixed-flux
form is used for salinity,

Fθ = 2πξθ

[
(θ0

source − θ)δ(l − lsource)

+ (θ0
sink − θ)δ(l − lsink)

]
(8)

FS = 2πη [δ(l − lsource) − δ(l − lsink)] (9)

where δ is the classical Dirac delta function, ξθ the temperature
relaxation parameter, θ0

source (θ0
sink) the reference temperature

to which temperature is relaxed at the source (sink), and η the
strength of the salt forcing. Note that in the real ocean, salinity
variations are forced by freshwater fluxes. The approximation
of using equivalent salt fluxes rather than freshwater fluxes may
have an impact on the solution, especially in cases where dif-
fusion is negligible (Dewar and Huang, 1996). However, it is
generally a reasonable approximation that allows for a substan-
tial simplification of the model equations.

2.2. Non-dimensionalisation

For the non-dimensionalisation, variables are decomposed as
T = T 0 + T �T s , where the star symbol indicates the non-
dimensionalised variable, the superscript s the corresponding
scaling factor and the superscript 0 the reference value.

We use the radius of the loop as the length scale ls = a (the
non-dimensional loop coordinate l� is merely the loop angle φ

so that non-dimensional equations may be equally expressed as
a function of φ). The velocity scale is set to the frictional scale
ws = gσ s/ε. The inverse Rayleigh number R = κε/agσ s

represents the ratio between diffusive and advective time scales,
and the Grasshof number F = gσ s/aε2 represents the ratio
between frictional and advective time scales.

Reference values are set to zero for all the variables except
for temperature, salinity, height and density. The temperature
reference value is chosen to be θ0 = (θ0

source + θ0
sink)/2, so that

we may define a unique parameter θ�
r ≡ θ0�

source = −θ0�
sink.

The salinity reference value is taken as the loop average salin-
ity, which cannot change through time owing to the (balanced)
fixed-flux forcing type. The height reference value is the mean
height of the loop.

The non-dimensional system of equations then becomes:

w� = 1

2π

∫ 2π

0
σ�M sin (φ) dφ + τ� (10)

σ� = −
(

1 + λ�

2
θ� − μ�z�

)
θ� + S� (11)

∂θ�

∂t�
= −w� ∂θ�

∂φ
+ R

∂2θ�

∂φ2
+ F�

θ (12)

∂S�

∂t�
= −w� ∂S�

∂φ
+ R

∂2S�

∂φ2
+ F�

S (13)

where the following periodic boundary conditions are applied,

F�
θ = 2πξ�

θ

[
(θ�

r − θ�)δ(φ − φsource)

− (θ�
r + θ�)δ(φ − φsink)

]
(14)

F�
S = 2πη� [δ(φ − φsource) − δ(φ − φsink)] (15)

The non-dimensional EOS has been obtained by developing
Equation (5) noting that a Boussinesq fluid is insensitive to the
addition or subtraction of any height only-dependent function in
the EOS. Moreover, the density scaling factor is used to scale
both temperature and salinity fields, σ s = α0θ s = β0Ss . Simple
algebraic manipulations then show that α0 = Cb(θo − θo) −
Th zo, σ o(z) = −Cb(θo −θo)2/2+βo So +Thθoz, and the non-
linear parameters must have the following values, λ = Cbθ s/αo

and μ = Tha/αo. Note that this scaling is only possible if αo �=
0 which should always be the case in the real ocean, because
θ0 � −4.5oC and zo < 0 (see Roquet et al., 2015a). Setting one
of the three scaling factors σ s , θ s or Ss is then sufficient to set
the two others.

In the following, only non-dimensionalised equations are con-
sidered so the star symbols will be dropped for simplicity.

2.3. The numerical loop model

The loop model (Equations 10–15) is integrated numerically
using a finite-difference discretisation. In the numerical model,
the loop is discretised into N grid points (defined by the angle φ),
each associated with a value of θ and S. There is only one scalar
velocity defined diagnostically by Equation (10). There are thus
2N independent variables in the numerical model. The time dis-
cretisation uses a leapfrog algorithm, combined with a Robert–
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STABILITY OF THE THERMOHALINE CIRCULATION EXAMINED WITH A ONE-DIMENSIONAL FLUID LOOP 5

Asselin–Williams filter to prevent divergence of adjacent time
steps. The diffusive term is solved explicitly using a forward-
time scheme. The application of a temperature relaxation also
induces a possibility for numerical instability. Standard stability
criteria constrain the time step that can be used to numerically
solve the loop model. In practice, a time step of 10−5 time units
is found suitable for the standard range of loop parameters used
in this study. This approximately corresponds to a 1-day time
step for a revolution period of 1000 years. More details on the
discretisation can be found in Pollmann et al. (2015).

3. Steady states and the torque diagram

3.1. Determination of possible steady states

A semi-analytical method (first described by Welander (1967)
but applied here to a more general case) is used to find the steady
states of the system of Equations (10)–(13). The method consists
in:

(1) determining analytically the steady-state distribution of
temperature θe and salinity Se as a function of the loop
velocity,

(2) computing the equilibrium buoyancy torque Be(w) from
steady-state temperature and salinity distributions using
the EOS,

(3) finding the velocity values for which the scalar momen-
tum balance (10) is satisfied.

A Matlab code is provided as Supplementary Material for com-
puting the steady-state tracer distribution and the equilibrium
buoyancy torque.

For any given value of velocity w, steady-state distributions
of temperature and salinity can be determined analytically by
solving the advective–diffusive balance equation:

−w
∂ Xe

∂φ
+ R

∂2 Xe

∂φ2
+ FX = 0 (16)

where Xe(φ) is the steady-state distribution of either tempera-
ture or salinity. Equation (16) is a one-dimensional differential
equation; it is homogeneous everywhere except at the point-
wise source and sink where a discontinuity in the gradient of
X is introduced. On each side of the loop, the solution has thus
to be exponentially decaying, with a boundary layer thickness
δBL = |R/w| (except for w = 0 for which the solution is
piecewise linear). The boundary layers are found upstream of
the source and sink locations. Considerations of continuity, local
budgets of tracer gradients at the source and sink positions, and
tracer conservation for the fixed-flux case allow to determine
the two remaining unknowns, i.e. the tracer values at source and
sink (details in Appendix 1).

Table 1. Parameter list of study cases. Case 1 is used as the reference
case throughout this study. Other cases are mainly discussed in section
4c (see Fig. 6).

Case 1 2 3 4 5 6

folded yes – – – – –
Z f 0.5 – – – – 0
R 0.1 0.05 – – – –
λ 0 – – – 0.5 –
μ 0 – – – – –
θr 5 – – 10 – –
ζ 1 – 0 – – –

Once the temperature and salinity distributions are determined
analytically as a function of the loop velocity, the equilibrium
buoyancy torque Be(w) = ∫ 2π

0 σe M sin (φ) dφ/(2π) can be
derived using the EOS (11). Vertical sections of the loop con-
tribute most to the buoyancy torque, and the folded sector does
not contribute at all. A steady state solution must then satisfy the
momentum balance (10):

Be(w) = w − τ (17)

Intersections between the buoyancy torque curve, Be(w), and
the (linear) friction minus applied torque curve, w − τ , can be
determined numerically. Once the steady-state velocity solutions
are obtained semi-analytically, it is straightforward to determine
the corresponding temperature and salinity distribution using the
analytical solution of the tracer equations.

Examples of torque curves are presented in Fig. 3a. Contri-
butions of the temperature relaxation (blue curve), the fixed
salinity flux (red curve) and their combination (yellow curve)
to the buoyancy torque are shown. The buoyancy torque for
the combined case is a linear superposition of the salinity and
temperature contributions (salinity and temperature act indepen-
dently in the simplified EOS). For the shown settings, salinity has
a negative effect and thus partially compensates for the positive
temperature contribution. The sum of the two curves gives a
‘M’-shaped curve which is intersected three times by the fric-
tional torque line (for zero applied torque), yielding three possi-
ble steady states (denotedA, B and C). The possibility of multiple
states critically depends on the temperature and salinity contri-
butions having similar magnitudes. The salinity curve tends to
be steeper than the temperature curve because the salinity flux is
constant, while the temperature flux tends towards zero for small
velocities. By nature, a fixed salinity flux will always tend to
dominate over a temperature relaxation flux for small velocities
(and vice versa).

Varying the applied torque can modify the number of possi-
ble states. For τ = 1 (dashed black line), the combined case
features only one steady state, but in the salinity-only scenario
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6 F. ROQUET ET AL.

Fig. 3. (a) Torque curves for Case 1 (see Table 1). The buoyancy torque curve Be is plotted for a temperature-only (blue curve, T-only), salinity-only
(red curve, S-only) or both forcings together (yellow curve, T+S). Possible steady states are determined as the intersection between the buoyancy
torque curve and the frictional minus applied torque line. Dashed lines denote unstable regions, where dBe/dw > 1. Multiple equilibria can be found
for the three cases when a suitable torque is applied. For example, for the mixed case with no applied torque (yellow curve intersecting the solid
black line), three steady states, denoted A, B and C, are found. (b) Time evolution of the loop velocity for the three steady states A, B and C of the
no-applied-torque mixed case T+S, following a small perturbation. A perturbation of 0.01 in velocity is applied around steady states, except for the
‘oscillatory x2’ case where a 0.02 velocity perturbation is applied instead.

three steady states are possible. For τ = −1 (dashed-dotted
line), it is the temperature-only case that produces three possible
states. In all cases, multiple equilibria are allowed for only when
two different forces tend to oppose each other with comparable
strength, either temperature versus salinity, or salinity versus
applied torque, or temperature versus applied torque. Cases with
three equally important forces acting together at the same time
can lead to as many as five possible steady states for a given set
of parameters (not shown).

3.2. Transitory regimes and stability of steady states

The stability of the steady states can be partially determined
from the shape of the buoyancy torque curve. If the slope of
the buoyancy torque is steeper than that of the frictional torque,
dBe/dw > 1, the steady state is unstable because buoyancy
increases faster than friction as velocity increases, or decreases
faster than friction as velocity decreases (i.e. friction does not
provide a sufficient restoring force if velocity is changed). In this
case, the flow in the loop is subject to an instability, that we will
refer to as the torque instability. On the contrary, if the slope of
the frictional curve is greater than that of the buoyancy curve,
the relation is reversed and any change in velocity results in a
restoring force that attempts to undo the change (yet the steady
state is not necessarily stable as will be shown later).

Stability inferred from the buoyancy torque curve is incom-
plete as this curve only captures steady-state properties, ignoring
transitory regimes. While it is impossible to obtain oscillations
in a two-box Stommel model (Ruddick and Zhang, 1996), it has
been long known that such behaviour can emerge in the loop
model (Welander, 1967). The stability of the steady states for
Case 1 (mixed flux, no applied torque; see Table 1 and Fig. 3a,

yellow line) is further analysed empirically by numerical integra-
tion of the discretised equations of the loop model. The model
is initialised with the semi-analytical steady-state solutions of
temperature and salinity perturbed by a small velocity increment.
Time evolutions for five different initialisations are shown in Fig.
3b. These simulations illustrate the range of behaviours found
in the loop circulation.

The steady stateA(negative velocity) is very stable. Following
a small perturbation, the velocity quickly returns to its predicted
stable value (blue, Fig. 3b). The middle state B is unstable, con-
sistent with the simple stability criterion based on the buoyancy
torque curve. A very different behaviour is observed when the
state B is perturbed positively or negatively. For a small positive
perturbation (red curve), the velocity grows fast until it reaches
a maximum value of about w = 0.9 at time t = 12, and then
decays before stabilising around stable state A at t = 30. In the
other case (yellow), the velocity directly converges towards the
stable state A at t = 20.

For the fast steady state C (a stable state according to the
stability criterion of the buoyancy torque curve), we observe
oscillations that grow with time. The period of oscillations is
rather constant (t � 27). For a δw = 0.01 perturbation (purple
curve), four oscillations are observed until the loop circulation
collapses towards the negative stable state, while it takes only
three oscillations for the δw = 0.02 perturbation (green curve).
A tipping point is clearly crossed when the loop velocity gets
smaller than the velocity of the middle unstable state B (w �
0.1 in this case). Contrary to expectations based on the simple
instability criterion (based on the buoyancy torque curve), only
one steady state is truly stable although it can take long before the
oscillatory instability is sufficiently strong to induce a collapse
of the circulation.
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STABILITY OF THE THERMOHALINE CIRCULATION EXAMINED WITH A ONE-DIMENSIONAL FLUID LOOP 7

Fig. 4. (a) Torque diagram for Case 1. Colour contours correspond to the torque that must be applied to achieve a steady state, shown as a function
of the salt flux intensity η and the loop velocity w. (b) Equivalent torque diagram for the two-box Stommel model, showing the torque τ required to
achieve a steady state as a function of the imposed salt flux HS and the overturning transport q. In both panels, the thick black line indicates possible
steady states for τ = 0, which are either stable (solid) or unstable (dashed) based on the simple instability criterion dτ/dw < 0 (dτ/dq < 0 for the
two-box model). The corresponding domains of torque instability are hatched. Note the striking similarity between the two torque diagrams.

3.3. The torque diagram

The torque balance (17) implies that for any set of loop parame-
ters and loop velocity, a steady state can be achieved by applying
a torque compensating for the imbalance between the velocity
and the buoyancy torque. This effectively means that the applied
torque can be used as an adjustment variable to achieve a unique
steady state for any set of loop parameters. This powerful result
holds because the equilibrium buoyancy torque is independent
of the applied torque.

Instead of using the torque curves to find possible steady
states, it is then possible to use a more general tool that will be
called the torque diagram. The torque diagram gives the torque
that must be applied to achieve a steady state for the chosen
parameter values. An example of a torque diagram is shown in
Fig. 4a for the standard set of parameters (Case 1, Table 1),
except that the salt flux parameter η is now varied between
−0.5 and 0.5. The simplicity of the loop model allows for a
systematic exploration of the parameter range on a regular η-w
mesh grid. By continuity it is then possible to determine possible
steady states for a given value of the applied torque, avoiding
complications of the continuation methods (Dijkstra and Weijer,
2005).

In Fig. 4a, for example, a typical ‘S’-shaped curve is found
for the τ = 0 case, including a range of salt flux values (around
0.1 < η < 0.2), for which three steady-state velocities can be
found. The multiple steady state at η = 0.15 found as intersec-
tions of the torque curves (Fig. 3) are naturally detected with
the torque diagram. The simple instability criterion becomes
dτ/dw < 0 in the torque diagram. The corresponding domain
of instability is hatched in Fig. 4a, generally structured in two
sectors, both at low velocity when salinity tends to compensate
the flow (i.e. in areas where the product ηw > 0).

The torque diagram for the loop model can be compared with
the Stommel two-box model’s one. For an easier comparison, we

include the effect of an applied torque τ in the two-box model,
which slightly modifies Equation (1) as follows:

|q|(1 − q + τ) − HS = 0 (18)

The applied torque required to achieve a steady state is then
τ = q − 1 + HS/|q| (Fig. 4b). The ‘S’-shaped curve seen
in the torque diagram of the loop model is similarly observed
in the two-box model although the transition between negative
and positive velocity values has a singularity in the latter case.
The difference is partly due to the effective infinite value of the
temperature relaxation parameter in the two-box model.Another
important difference is that the transport in the box model is pro-
portional to the density difference, while in the loop circulation
it depends on the density difference and the thickness of the
diffusive boundary layer (a function of velocity and diffusion).

4. Linear stability analysis

Oscillatory instabilities have been observed in the loop model
that are not possible in a two-box model. A more quantitative
approach is needed to analyse their occurrence and properties.
To this end, a linear stability analysis of the loop circulation
is carried out. This analysis relies on the computation of the
temperature and salinity distribution using the semi-analytical
method presented in the previous section.

4.1. Methodology

Linear stability is computed using a standard methodology
(Dijkstra, 2005). Tracer equations are first discretised spatially
using centred finite difference techniques, resulting in an
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8 F. ROQUET ET AL.

autonomous system of 2N ordinary differential equations: N
for discrete temperature variables and another N for salinity
variables,

dx
dt

= f(x) (19)

where x is the state vector,

x = [θ1 . . . θN , S1 . . . SN ]′ (20)

and f is a smooth vector-valued function. In this formalism,
steady-states are simply the states that satisfy f(xo) = 0. In
practice, the value N = 360 was found to be a good trade-off
between precision and numerical efficiency.

This set of equations is then linearised about a given steady-
state xo, neglecting quadratic terms, yielding a linear set of
equations for the perturbation vector, x′ = x − xo,

dx′
dt

= J(xo)x′ (21)

where J = df/dx is the Jacobian matrix.
The next step consists in computing the eigenvalues and eigen-

vectors of the Jacobian,

JX̂ = X̂D (22)

The matrix X′ = [x′
1 . . . x′

2N ] contains the 2N eigenvectors (or
modes) which form an orthogonal basis of decomposition for any
perturbation vector x′. Each eigenvector x′

k is associated with a
complex eigenvalue σk = σ Re

k + iσ I m
k , found in the diagonal

matrix D. Several algorithms exist to decompose the Jacobian,
such as the QZ algorithm. In this study, we used the function eig
of Matlab which automatically selects an optimal algorithm.

For each eigenvector, the solution to equation (21) is of the
form,

x′
k = cke(σ Re

k +iσ I m
k )t (23)

where ck is the projection of the initial perturbation on the
considered eigenvector.

Dynamical system theory shows that 1) the system is linearly
stable if none of the Jacobian eigenvalues has a positive real part
and 2) the system is at a bifurcation point if at least one of the
eigenvalues has a null real part. To analyse stability, it is thus
useful to focus on the eigenvalue(s) with the largest real parts.

Two cases must be distinguished when the system is un-
stable. Either the eigenvalue with the largest real part has a
zero imaginary part, σti = σ Re

ti . This type of instability, which
corresponds to the torque instability, follows an exponentially
growing time evolution with a time scale set by the inverse

eigenvalue Tti = 1/σti ,

x′
ti = cti et/Tti (24)

In the second case, there is not one but two eigenvalues with
the largest positive real part, that are the conjugate of each other,
σoi = σ Re

oi ± iσ I m
oi (the corresponding eigenvectors are also

conjugate). This situation induces an oscillatory instability with
perturbations of the form:

x′
oi = coi et/Toi cos

(
2π t

Tosc
+ �oi

)
(25)

where coi and �oi are again constants related to the initial
perturbation. Two scales are important here: the e-folding time-
scale Toi = 1/σ Re

oi and the oscillation period Tosc = 2π/σ I m
oi .

Note that it is possible to have several eigenvalues with posi-
tive real parts at the same time, for instance, two unstable non-
conjugate eigenvalues, or three unstable eigenvalues including
two conjugate ones. In these cases, the eigenvalue with greatest
real part corresponds to the unstable mode that grows fastest, so
it is expected to dominate the observed instability. This is why
we focus here only on the eigenvalue with the largest positive
real part.

As the perturbation grows, nonlinear effects eventually take
over and the trajectory of the loop departs from this linear predic-
tion. Typically, after a finite time, the loop trajectory is attracted
towards a stable state. In some rare cases where there are no
stable states at all, the loop velocity might reach a limit cycle or
oscillate between different unstable states (not shown).

4.2. Development of an oscillatory instability

A necessary condition for the development of an oscillatory
instability is to have an active compensation between two forces,
such as temperature-driven or salinity-driven contributions to the
buoyancy torque or the applied torque. The case of a compensat-
ing wind stress has been discussed in the literature (Hazewinkel
et al., 2012), however, it is generally considered less relevant
to the case of the AMOC where temperature gradient and mo-
mentum stress are believed to act in the same direction. Here,
we are mostly interested in the case of salinity acting against
temperature.

Owing to mixed boundary conditions, temperature adjusts
faster than salinity. The heat flux is state-dependent, restoring
more strongly the further the temperature drifts from the refer-
ence values. In contrast, the salt flux is constant and the salinity
change close to the forcing locations is inversely proportional
to the velocity. That is, a large salinity anomaly can be created
whenever the velocity is reduced. The induced salinity anomaly
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STABILITY OF THE THERMOHALINE CIRCULATION EXAMINED WITH A ONE-DIMENSIONAL FLUID LOOP 9

Fig. 5. Time evolution of an oscillatory instability. The initial temperature and salinity perturbations from the state C of Case 1 (no applied torque,
see Table 1 and Fig. 3) are shown in panels (a) and (c), respectively. Initial perturbations correspond to the most unstable mode, scaled so that the
velocity perturbation equals 0.01. Temperature and salinity anomalies as a function of time are shown in panels (b) and (d), respectively. Anomalies
are defined as the difference with the distributions of steady state C. As the anomaly signal propagates around the loop, it amplifies exponentially.
The phase of the anomaly as predicted by linear theory is shown in green.

can in turn generate variations in velocity that may promote
further amplification of the initial anomaly.

The key to growing oscillations is thus to have a slow loop
velocity whenever the positive salinity anomaly crosses the salt
source (maximising its growth), and a fast loop velocity when it
reaches the salt sink (minimising its decay). This configuration
can only happen when salinity is not driving the circulation,
otherwise positive salinity anomalies at the salt source would
correspond to a minimum (in magnitude) in velocity and the
anomaly could not grow.

To develop an understanding of the mechanisms that lead to an
oscillatory instability, the fast steady state C of Case 1 (affected
by an oscillatory instability, Fig. 3b) is now studied in detail to
test if the instability develops in a manner consistent with the
linear stability analysis (Fig. 5).

Linear theory predicts two conjugate eigenvalues (i.e. an os-
cillatory instability) with values 0.038 ± 0.255 i for stable
state C. As the steady-state velocity is equal to w = 0.291,

Toi /Trot = 1.22 and Tosc/Trot = 1.14 are both close to unity.
This means that the amplitude of the oscillation increases by a
factor e1.22 � 3.4 during each period, in good agreement with
the amplification of the successive velocity oscillations in Fig.
3b.Also, since the revolution period is Trot � 21.6, the predicted
period of oscillation should be Tosc � 24.6, which is in good
agreement with the numerical value of ∼ 27.

The most unstable anomaly pattern is described by the real
part of the unstable conjugate eigenvectors (Fig. 5, left panels),
while the time evolution of this initial anomaly is plotted in the
right panels. The asymmetry in forcing types is well reflected in
the contrasting distributions of temperature and salinity. Temper-
ature anomalies are induced upstream of the source and sink (at
φsource = 300◦ and φsink = 60◦, respectively) by velocity fluc-
tuations: a velocity increase induces an anomalous advection of
cold water upstream of the thermal source (cold anomaly) while
it simultaneously produces a warm anomaly upstream of the
thermal sink (the opposite is observed for a velocity decrease).
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10 F. ROQUET ET AL.

However, temperature relaxation efficiently removes anomalies
as they cross the thermal source and sink: the temperature signal
carries almost no memory of past anomalies.

Rather, the memory of the system resides in the salinity field:
the salinity anomalies have a quasi-sinusoidal pattern propagat-
ing and amplifying over time (Fig. 5d). The growth is especially
marked whenever the positive salinity anomaly crosses the salt
source. To understand the observed pattern, one must keep in
mind that a positive anomaly of salt (and negative anomaly of
temperature) near the source (at φ � 300◦) produces a slowing
down of the loop circulation. This results in a larger salt flux
per unit length at the salt source, and thus further growth of the
positive salt anomaly. In contrast, when the positive salt anomaly
reaches the position of the salt sink, the velocity is increased
reducing the ability of the sink to cancel the anomaly. For the
same reasons, the negative salt anomaly also tends to grow with
time, which is why the oscillation is able to amplify.

Finally, note that the phase speed of anomalies is well pre-
dicted by the linear theory (green lines in the right panels of Fig.
5). However, the linear theory is unable to predict the moment
when the loop velocity is attracted by a different steady state. In
practice, it happens when the velocity decreases below a critical
threshold of wcri tic � 0.2, below which it becomes attracted by
the unstable steady state before collapsing towards the negative
stable steady state.

4.3. Bifurcation diagram

Using the same mesh grid as for the torque diagram, it is possible
to map the linear stability properties by computing the Jacobian
eigenvalues. Three possible states are defined:

(1) stable state: no eigenvalue with positive real part.
(2) unstable state: the eigenvalue with the largest real part is

real and positive, which produces a torque instability.
(3) oscillatory state: the two eigenvalues with largest posi-

tive real part are complex conjugates, which produces an
oscillatory instability.

The transition between a stable state and an oscillatory state is
called a Hopf bifurcation, while the transition between a stable
state and an unstable state is a saddle-node bifurcation. Contrary
to the 2-box model, which only allows for saddle-node bifurca-
tions, Hopf bifurcations are common in the loop model. Note
that an oscillatory state is linearly unstable, yet it can converge
towards a small-amplitude limit cycle if the associated Hopf
bifurcation is supercritical (Dijkstra, 2005). In this case, the limit
cycle is said to be orbitally stable. We left the analysis of limit
cycle stability properties for a future study.

The bifurcation diagram of Case 1 is presented in Fig. 6a.
Regions of torque instability (dark grey) are well approximated
by the simple instability criterion (dτ/dw < 0, hatched domain),
although the domain of torque instability is wider showing that

Fig. 8. Transitory response when the salt flux parameter is varied
linearly at different time rates (�η/�t = 0.002 in blue, 0.004 in red
and 0.008 in yellow), starting from the fast mode and increasing the salt
flux (solid lines), or starting from the slow mode and decreasing the salt
flux (dashed lines). The theoretical fast and slow steady-state velocities
are superimposed (black solid lines). When the salt forcing is increased
starting from the fast mode, the velocity starts to decrease before it
reaches the turning point due to the development of an oscillatory
instability. By contrast, when the salt is decreased starting from the slow
mode, the recovery begins only after the turning point has been passed.

this simple criterion provides a sufficient but not necessary con-
dition for torque instability. What the linear stability analysis
also reveals is the presence of large sectors of oscillatory insta-
bility (light grey) substantially reducing the domain of stability
(white).

Oscillatory instabilities develop almost exclusively in the
upper right and lower left quadrants, i.e. where the salinity forc-
ing induces a torque opposing the loop velocity. This is consistent
with the idea that such oscillation can only exist in the presence
of antagonistic forces.

The transition between torque instability and stability usually
happens where the velocity changes sign. The position of the
transition between stability and oscillatory instability is found
along a slanted curve (slope � 7), showing that the salinity forc-
ing must be sufficiently strong to generate growing oscillations.
The transition happens at the point where the growth of salt
anomalies due to velocity oscillations is exactly cancelled by
the diffusive erosion of anomalies.

The linear stability analysis predicts the e-folding timescale of
instability. The ratio between this timescale and the revolution
time is shown in Fig. 7a using a logarithmic scale. This ratio
is much smaller than unity in the case of torque instability. For
regions of oscillatory instability, it varies substantially from ∼2-
3 near the Hopf bifurcation (i.e. the instability develops very
slowly there) to values smaller than unity near the transition to
torque instability. The period of oscillation can also be predicted
in the case of oscillatory instability (see Fig. 7b). Except very
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STABILITY OF THE THERMOHALINE CIRCULATION EXAMINED WITH A ONE-DIMENSIONAL FLUID LOOP 11

Fig. 6. Bifurcation diagrams for a variety of configurations (listed in Table 1). The bifurcation diagram indicates, based on the linear stability
analysis, ranges of [white] stability, [light grey] oscillatory instability and [dark grey] torque instability. Regions of torque instability based on the
simple instability criterion are hatched, showing that this criterion tends to underestimate the actual domain of torque instability. Each case differs
from the reference case by only one modified parameter. The steady-state velocity for a zero applied torque τ = 0 follows the thick black contour.
Thin contours associated with τ = −0.5 and τ = 0.5 are also superimposed, found above and below the zero contour, respectively.

close to the torque instability transition, it is everywhere near
unity: instability has a period similar to the revolution period.
This is understandable as the instability is primarily generated
by the loop flow’s advecting of a growing salt anomaly.

Following the zero-torque curve in the bifurcation diagram
(thick black line in Fig. 6a), starting from a negative value of the
salt forcing where the states are stable, it is instructive to see how
the stability properties evolve as one gradually increases the salt
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12 F. ROQUET ET AL.

Fig. 7. (a) Ratio between the e-folding scale of instability and the revolution time (in logarithmic scale) for Case 1, showing that instabilities
develop much faster in the domain of torque instability than for oscillatory instabilities. (b) Ratio between the oscillation period and the revolution
time (in logarithmic scale) for Case 1, defined only for oscillatory states. The oscillation period is generally of same order of magnitude as the
revolution timescale.

forcing. For a negative salt forcing (η < 0), the loop circulation
is temperature-controlled, slowly decaying with increasing salt
forcing values as the contribution of salt on the torque rises. Two
events happen almost simultaneously (which may be fortuitous)
when the salt forcing value reaches η � 0.1: a Hopf bifurcation is
crossed, so that the steady state becomes subject to an oscillatory
instability, while two new steady states appear at low velocity
following a saddle-node bifurcation, one unstable (w = 0+) and
the other stable (w = 0−). A second saddle-node bifurcation
is observed at η � 0.22, beyond which the fast temperature-
controlled state vanishes and only the slow salinity-controlled
state remains.

The presence of the oscillatory instability before the saddle-
node bifurcation along the fast branch means that, in contrast
to the simple two-box model, the region of effective bi-stability
is largely reduced if not entirely removed in the loop model.
Importantly, this remains true when a positive torque is applied
to the loop. The dynamical behaviour can be more complex when
a negative torque is applied since, as mentioned above, it also
allows for interactive regimes between temperature and torque
forcings independent of the salt forcing.

The sensitivity of the bifurcation diagram to a few parameters
of the loop is also shown in Fig. 6. The general topology of bifur-
cation diagrams seems robust to parameter changes. Decreasing
diffusivity increases the area of oscillatory instability (case 2).
Removing the temperature forcing (case 3) produces a diagram
exactly symmetrical about the origin, with a monostable no-
torque case for any value of η. Raising the reference temperature
(case 4) modifies the diagram quite substantially, increasing
the area of instability and curving the transition lines. This is
expected as a larger salt forcing will be needed to balance the
larger temperature forcing.

Adding a large cabbeling effect in the EOS (case 5) can also
have a profound effect on stability properties. Here, it removes
occurrences of multiple equilibria for the no-torque case, but not
for the τ = 0.5 case. In the latter case, it is able to generate a
small range of η-values for which there is no stable state at all.
Adding a thermobaricity effect (not shown) has a smaller impact
on the bifurcation diagram. Modifying the height at which the
source and sink of heat and salt are applied (case 6) can also
modify the bifurcation diagram, but does not change its overall
shape.

4.4. Transitory response in the presence of an oscillatory
instability

Being in the range of oscillatory instability does not mean that the
loop would jump to another steady state right away. If the initial
perturbation is small enough, it can take several revolutions
around the loop before the instability grows sufficiently large
to make the system reach another steady state. In the example
shown in Fig. 3b, the oscillatory instability leads to a transition
towards the slow stable state after four revolutions in the case
with a w = 0.01 velocity perturbation but after only three
oscillations for a doubled perturbation.

Figure 8 shows examples of the transitory response to a grad-
ual change of the salt forcing, using the Case 1 configuration with
no applied torque. In the first set of experiments (solid coloured
lines), the salt forcing is increased linearly starting from the first
bifurcation point at η = 0.11 at three different rates. In the three
cases, the collapse begins before the turning point of the fast
mode (at η = 0.21) because of the presence of the oscillatory
instability.
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STABILITY OF THE THERMOHALINE CIRCULATION EXAMINED WITH A ONE-DIMENSIONAL FLUID LOOP 13

In the second set of experiments (dashed coloured lines), the
salt forcing is reduced linearly, again at three different time
rates starting from the value η = 0.21. When the salt forcing
is reduced and the turning point of the slow branch is crossed,
the loop velocity starts a rapid increase towards the fast state.
Before reaching its new equilibrium, the loop velocity undergoes
a large overshoot followed by several oscillations of decreasing
amplitude. The maximum amplitude of the velocity following
the recovery is about four times larger than the steady-state value.

Note that a similar transitory response would be observed in
the presence of a positive torque. Applying a torque stabilises
the loop insofar as a larger salt forcing is required to produce
a collapse of the velocity. Indeed, the salt forcing must now
compensate for both the thermal forcing and the applied torque.
However, once this threshold is passed, the transitory response
and stability properties will be qualitatively similar to the no-
torque case.Applying a negative torque can partially compensate
the temperature forcing and can therefore lower the instability
threshold. This would happen only if the applied torque and
temperature forcing produce torques of similar magnitudes.

5. Summary and discussion

In this paper, we have investigated the dynamical response of a
thermohaline loop model to mixed boundary conditions. In par-
ticular, we have analysed the conditions of existence of multiple
equilibria and the stability properties of the loop model.

This study required the development of a set of tools, both
analytical and numerical.Amethodology has first been described
to derive semi-analytical steady-state solutions of the loop model
(section 3). The term ‘semi-analytical’ refers to the fact that
distributions of temperature and salinity are obtained analyti-
cally, while the steady-state velocity is obtained using a root-
finding numerical algorithm such as Newton’s method. It has
been shown that the applied torque can be used as an adjustment
variable so that a unique steady-state solution exists for any set
of loop parameters.

A linear stability analysis has then been carried out on a finite
difference approximation of the loop model (section 4). It has
been shown that two types of instabilities can be found: a torque
instability where the velocity increases exponentially away from
the equilibrium and an oscillatory instability where velocity os-
cillations of growing amplitude are generated until some critical
threshold is crossed and the loop velocity is attracted towards
a different steady state. Note that the stability analysis of the
loop model does not require to deploy adjoint techniques or the
continuation method as required for GCMs (Dijkstra and Weijer,
2005).

Welander (1967) described a similar oscillatory instability
when heating happens below cooling (Rayleigh–Benard con-
vection). The existence of growing instabilities has also been
described in the horizontal convection case (Yuan and Wunsch,
2005; Sévellec et al., 2006). Here, we provide a more systematic

demonstration of its ubiquity in loop models, treating cases with
a non-linear EOS, a non-circular geometry or an applied torque.
Note that, although we only focused on the horizontal convection
case in this paper, the semi-analytical and numerical tools that
we presented can be used wherever the sources and sinks of heat
and salt are placed around the loop.

The loop model can be viewed as a one-dimensional analogue
of the Stommel two-box model in the sense that the active tracers,
namely temperature and salinity, are described along the one-
dimensional loop instead of 0D boxes. The two-dimensional ana-
logue corresponds to section models, while GCMs are the three-
dimensional equivalent. It is of interest to study and compare this
hierarchy of models to better grasp their inherent limitations, but
also to develop the most adequate concepts to understand the real
system.

As for the two-box model, the loop model features a non-
linear response to changing salt fluxes, eventually leading to a
collapse of the circulation from a temperature-controlled fast
mode to a salinity-controlled slow mode (Fig. 4). Most GCMs
do agree with the prediction that if the fresh water forcing in the
North Atlantic increased sufficiently, a collapse of the current
temperature-dominated flow would occur (Stouffer et al., 2006).
The occurrence of hysteresis is also observed in several coupled
models, although not systematically (Hawkins et al., 2011; Yin
et al., 2006; Rahmstorf et al., 2005; Gregory et al., 2003).

However, several important differences are also found com-
pared to the two-box model:

(1) the loop model has no singularity in the vicinity of the
zero velocity state. This is because, in our version of
the loop model, diffusion is explicitly accounted for and
salinity gradients remain finite everywhere,

(2) the loop model has a more realistic treatment of the buoy-
ancy torque contribution, which varies nonlinearly with
the variable thickness of the advective–diffusive bound-
ary layer (e.g. Park and Bryan, 2000; de Boer et al., 2010),

(3) finally, the loop model can produce velocity oscillations
that may be growing exponentially with time. The period
of such oscillations is independent of the forcing, but
instead depends on the intrinsic properties of the loop
system. Such oscillatory instability is simply impossible
in a two-box model (Ruddick and Zhang, 1996).

One major implication of the existence of such oscillatory
instability is that the range of bi-stability can be significantly
reduced in the loop model compared to the box model. In some
cases, the range of bi-stability is even replaced by an oscillatory
regime with no stable state at all. This means that the two-box
model might not be a suitable model to predict the extent of the
bi-stable range, as it is not accounting for possible oscillatory
instability. A similar instability through growing oscillations has
not been observed in a GCM to our knowledge. However, this is
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not surprising owing to the timescale of this type of instability,
scaling as the overturning time scale itself. A GCM should be
integrated several hundreds of years with a suitable E-P forcing
to get a chance to observe the entire cycle of development of
such instability. Our study suggests that oscillatory instabilities
may play a role in the real climate system on paleo-climate
timescales, imprinting a tendency to oscillate at a very low
frequency dictated by the MOC transport value.

Here, we have chosen to focus on a comparison of the loop
model with the two-box model only, however other box models
have been proposed as conceptual models of the MOC in the
literature. Of particular relevance, the three-box version pro-
posed by Rooth (1982) better accounts for the inter-hemispheric
nature of the MOC – see (Marotzke, 2000) for a discussion of this
model. A comparison between the three-box model and the loop
model could be attempted by applying three point sources/sinks
of temperature and salinity instead of two in the upper branch
of the folded loop model; this task, however, is left for a future
study. Also, Tziperman et al. (1994) proposed a four-box model,
in which the two upper boxes receive the forcing and the other
two are located below. Interestingly, this model produces an
oscillatory instability just like the loop model. This is perhaps
not surprising as the four-box model of Tziperman et al. (1994)
can be seen as a loop model in its most extreme discretised form
(N = 4).

Several aspects of the loop model play a critical role in setting
its equilibrium and stability properties, most significantly the
mixing intensity, the relative strength of thermal and haline
forcings, the applied torque, the non-linear EOS and the loop
geometry. Mixing in the loop is represented by a Fickian diffu-
sion with a constant diffusivity value. There would be several
ways to improve the representation of mixing in the loop, and it
would be interesting as a future study to analyse the sensitivity of
the loop to the mixing representation. Following Huang (1999)
and Nilsson and Walin (2001), an energy-conserving mixing
representation would capture more realistically the variations
of mixing intensity with global stratification. Static instability in
weakly stratified regions can cause large, localised and sudden
variations of the effective mixing intensity. Welander (1982) de-
scribed heat–salt oscillations that can arise from such instabilities
due to a so-called convective feedback. This was shown in a
simple two box model with heat and salt fluxes, where boxes are
placed one over the other as opposed to the Stommel two-box
model where the boxes are placed side by side. It would be useful
to analyse whether similar oscillations could be produced in the
thermohaline loop model.

The task of comparing the two-box model and the loop model
has proved instructive. On one hand, many similarities have been
found, including the salt advective feedback producing a fast
and a slow state and the possibility of abrupt shifts between the
two. On the other, a fundamental innovation is introduced in
the loop model with the possibility for oscillatory instabilities.
The analysis of these simple models is very useful to develop

appropriate concepts to study the large-scale ocean circulation,
yet one must keep in mind that the real ocean is far more complex
than zero-dimensional two-box models or one-dimensional loop
models. The gap already seen between these two conceptual
models gives a hint of how far short both models might still be of
representing the time-varying three-dimensional ocean circula-
tion, and how careful one should be when using these conceptual
models to interpret model simulations and observations such as
paleo-proxy.
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Notes

1. Similarly, the ‘wind-driven’ circulation critically depends on the
stratification that would not exist without the thermohaline forcing.
This terminology is useful insofar as it highlights the characteristic
differences between the adiabatic (wind-driven) and diabatic (ther-
mohaline) components of the circulation.

2. Publicly available at http://github.com/fabien-roquet/loop.
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Appendix 1. Solution to diffusive–advective
equations

In this section, we provide the solution to the advection–diffusion
tracer equation for a given tracer X defined along a circular path,
both for the case of a fixed-flux type of forcing and a relaxation
one. In both cases, forcings are applied on a point source and a
point sink that are separated by an angle of � = φ+ − φ−,

d
∂2 X

∂φ2
− ∂ X

∂φ
+ F+δ(φ − φ+) + F−δ(φ − φ−) = 0 (A1)

where d = R/w scales the boundary layer thickness.
Except at the source and sink, this equation behaves as a simple

homogeneous advection–diffusion equation, with an exponen-
tial decaying solution. Taking advantage of the symmetries of
the equation, we can only treat the case where the prescribed
velocity is negative w < 0, and chose to place the origin at the
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sink position (i.e. φ− = 0 and � = φ+). Equation (16) can be
related to the prototypical equation (A1) for any non-zero value
of w, using the coordinate transformation φ = −s(e−e−) where
s = w/|w| corresponds to the sign of w.

Owing to the discontinuity introduced in the tracer derivative
by the forcings, the tracer distribution is defined piecewise,

X =
⎧⎨
⎩ X∞ − CdF+

1+Ce−�/d e−φ/d , φ < �

X∞ − dF+ + dF+
1+Ce−�/d e−(φ−�)/d , φ > �

(A2)

where C = (1−e(2π−�)/d )/(1−e�/d ). To obtain this template
of the tracer distribution, we used the fact that the distribution
must remain continuous across the source and sink positions,
that the divergence of the diffusive flux on either side of the sink
must be compensated by the forcing, and finally, that to achieve
a steady state, the tracer flux at the source must be equal and
opposite to the tracer flux at the sink, F− = −F+. There is one
last constant X∞ that needs to be determined, which will depend
on the type of forcing that is applied.

A.1. Analytical solution of the tracer equation: fixed-flux
forcing

The forcing functions are constants of equal but opposite ampli-
tude, F+ = −F− = Fo. In this case, the mean amount of tracer
X = ∫ 2π

0 X (φ) dφ/(2π) has to be conserved along the loop

at any time. From this, it is found that,

X∞ = X + d Fo(2π − �) (A3)

A.2. Analytical solution of the tracer equation: relaxation
forcing

The relaxation forcing are as follows,

{
F+ = ζ(Xr − X)

F− = ζ(−Xr − X)
(A4)

where ζ is the restoring constant and Xr the reference value
towards which the tracer is relaxed at the source position. A bal-
ance can be achieved only if the net flux is zero, i.e. if X (φ+) =
−X (φ−). This gives the necessary constraint to determine X∞,
following some tedious derivations that are not reproduced here.
A Matlab code is provided as Supplementary Material to com-
pute analytically the tracer distribution.

Note that both forcing types can easily be applied together
on the same tracer using the fact that the equation is linear so
that each forcing can be computed separately. In that case, the
solution of the relaxation forcing must be computed first and
then the steady-state global mean tracer can be determined, a
prerequisite to obtain the contribution of fixed-flux forcing on
the tracer distribution.

D
ow

nl
oa

de
d 

by
 [

U
ni

ve
rs

ity
 o

f 
So

ut
ha

m
pt

on
] 

at
 0

2:
07

 0
6 

O
ct

ob
er

 2
01

7 


	Abstract
	1. Introduction
	2. The loop model
	2.1. Governing equations
	2.2. Non-dimensionalisation
	2.3. The numerical loop model

	3. Steady states and the torque diagram
	3.1. Determination of possible steady states
	3.2. Transitory regimes and stability of steady states
	3.3. The torque diagram

	4. Linear stability analysis
	4.1. Methodology
	4.2. Development of an oscillatory instability
	4.3. Bifurcation diagram
	4.4. Transitory response in the presence of an oscillatory instability

	5. Summary and discussion
	Acknowledgements
	Disclosure statement
	Notes
	Appendix 1. Solution to diffusive–advective  equations
	Appendix A.1. Analytical solution of the tracer equation: fixed-flux forcing
	Appendix A.2. Analytical solution of the tracer equation: relaxation forcing




