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Transmit Antenna Subset Selection in Spatial
Modulation Relying on a Realistic Error-Infested

Feedback Channel
Rakshith Rajashekar,Member, IEEE, K.V.S. Hari, Fellow, IEEEand L. Hanzo,Fellow, IEEE

Abstract—In this paper, we study the performance of spatial
modulation (SM) employing Euclidean distance based antenna
selection (EDAS) operating in a realistic error-infested feedback
channel, which has hitherto only been studied under ideal
feedback channel conditions. Specifically, we model the feedback
channel by a bit-flip probability δ and study its impact on the
forward link employing EDAS. We show that the erroneous
feedback channel severely degrades the performance of EDAS-
aided SM (EDAS-SM) system by imposing an error floor in
the forward link. Furthermore, we quantify the error floors
associated both with the spatial and with the conventional
symbols with the aid of asymptotic symbol error rate analysis.
The expressions derived for the error floors in the forward
link are utilised for optimizing the feedback signalling, which
are shown to help reduce the error floor levels. Furthermore,
a pilot-aided selection verification (PSV) algorithm is proposed
for mitigating the effects of antenna-set mismatch betweenthe
transmitter and the receiver, which eliminates the error floor in
the forward link. Simulations are conducted in order to validate
the theoretical results presented in the paper. Furthermore, the
bit-error ratio (BER) performance of the EDAS-SM is compared
to that of the conventional antenna selection (C-AS) both inthe
PSV as well as in the no selection verification scenarios. It is
observed that EDAS-SM outperforms C-AS in both the scenarios
considered. Specifically, at a BER of10−5, EDAS-SM is observed
to give a 3dB signal-to-noise ratio gain compared to the C-AS,
when operating at a spectral efficiency of 7 bits per channel use
in the face of a feedback BER ofδ = 0.05.

Index Terms—Antenna subset selection, diversity gain, erro-
neous feedback, Euclidean distance, error floor.

L IST OF ACRONYMS

BER Bit Error Ratio
C-AS Conventional Antenna Selection
ED Euclidean Distance
EDAS Euclidean Distance based Antenna Selec-

tion
EDAS-SM Euclidean Distance based Antenna Selec-

tion aided Spatial Modulation
EFC Erroneous Feedback Channel
ICI Inter Channel Interference
MAP Mirror Activation Pattern
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MIMO Multiple Input Multiple Output
OSA Optimized Signaling Assignment
PSV Pilot-aided Selection Verification
RF Radio Frequency
SER Symbol Error Rate
SNR Signal-to-Noise Ratio
SM Spatial Modulation
TA Transmit Antenna

L IST OF SYMBOLS

δ Bit-flip probability of the feedback channel
dH(w,w′) Hamming distance between the codewords

w andw′

g(·) Bijective map fromI to W
I Set of enumerations of all possible

(

Nt

NSM

)

antenna combinations
Ik kth antenna combination in the setI
M Size of the PSK/QAM signal set
n Number of possible antenna combinations
Nt Number of TAs
Nr Number of receive antennas
NSM Number of TAs used for SM
Pe(SM) SM symbol error probability
Pe(A) Antenna index error probability
Pe(S,Ac) Symbol error rate when there is no antenna

index error
PEFC

e (SM) SM symbol error probability when operat-
ing in EFC

PEFC
e (A) Antenna index error probability when oper-

ating in EFC
PEFC

e (S,Ac) Symbol error rate when there is no antenna
index error while operating in EFC

ρ SNR at each receive antenna
W Set ofm-bit binary codewords
X Set of all possible transmit vectors

I. I NTRODUCTION

Multi-antenna transmission schemes support reliable, high
data rate wireless communication, albeit at the cost of signif-
icant hardware complexity, mainly due to the multiple radio
frequency (RF) chains required at both the transmitter as well
as the receiver. Antenna selection is a low-complexity solution
that alleviates the requirement of multiple RF chains, while
still exploiting the benefits of multiple antennas [1]-[6].Spatial
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modulation (SM) [7]-[17] is a relatively new multiple-input
multiple-output (MIMO) transmission scheme conceived for
reducing the hardware complexity at the transmitter, which
employs a single RF chain, whilst conventional MIMO sys-
tems [18] require multiple RF chains. Specifically, the SM
system activates only a single transmit antenna (TA) out of
NSM antennas in each channel use, where the choice of
the active TA is based on the data bits to be transmitted.
Furthermore, a symbol selected from a conventional signal
set such as QAM/PSK is transmitted over the TA activated.
Specifically, the information bit stream is divided into blocks
of length log2(NSMM) bits, and in each block,log2 (M)
bits select a symbols from an M -ary signal set (such as
M -QAM or -PSK). Furthermore,log2 (NSM ) bits select an
antenna out ofNSM transmit antennas for the transmission
of the symbols. The throughput achieved by this scheme is
RSM = log2 (NSMM) bits per channel use (bpcu). Since only
a single TA is activated in each channel use, the SM system
completely eliminates the inter-channel interference (ICI) at
the receiver, thereby facilitating low-complexity single-stream
ML detection [14]. The benefits of energy efficient transmitter
and of low-complexity optimal detection at the receiver have
promoted the SM scheme to an attractive candidate for next-
generation wireless systems [16], [17].

One of the limitations of the SM scheme is that it suffers
from the lack of transmit diversity gain owing to having
a single RF chain at the transmitter. Hence, several open-
and closed-loop techniques were conceived in the literature
for overcoming this impediment. The open-loop techniques
mainly constitute employing space-time block coding [19]
aided SM schemes, which include 1) an Alamouti code [20]
aided SM scheme conceived in [21], 2) a complex interleaved
orthogonal design proposed in [22], 3) an SM scheme em-
ploying Alamouti STBC in a cyclic structure proposed in [23],
4) an SM scheme relying on Alamouti STBC with temporal
permutations conceived in [24], etc. All the aforementioned
schemes achieve a transmit diversity order of two, while
requiring two transmit RF chains, except for the scheme in
[22], which requires a single transmit RF chain.

The existing closed-loop techniques mainly rely on
modulation-order and antenna-subset selection schemes [25]-
[34]. Specifically, a link-adaptive modulation scheme was
proposed by Yanget. al. in [25], while both capacity based
and Euclidean distance (ED) based antenna selection (EDAS)
schemes were conceived by Rajashekaret. al. in [26]. Their
performances were studied under imperfect channel conditions
in [27]. Furthermore, low-complexity antenna selection algo-
rithms were proposed by Zhau and Wang in [28], [29], respec-
tively. The transmit diversity order of EDAS was quantified by
Rajashekaret. al. in [30], while Sunet. al. proposed a cross-
entropy based method for reducing the search complexity of
EDAS in [31]. In [32], Yanget. al.proposed an improved low-
complexity implementation of EDAS by striking a beneficial
performance vs. complexity trade-off. Recently, Sunet. al.
[33] have proposed a reduced-dimensional EDAS-equivalent
criterion, which results in the same performance as that of
EDAS, albeit at a reduced complexity. In [34], Nareshet. al.
have studied the ED based mirror activation pattern selection

schemes in the context of RF-mirror aided spatial modulation
systems. While all the above schemes were studied in the
frequency-flat fading scenario, recently Rajashekaret. al.have
proposed EDAS for realistic frequency selective scenarios[35]
with the aid of a partial interference cancellation receiver [12].
Table I summarizes the various closed-loop SM transmission
schemes discussed so far.

Against this background, the following are the contributions
of this paper:

1) All the closed-loop SM schemes discussed above as-
sume that the feedback channel is error-free, whereas in
practical scenarios the feedback channel is often error-
infested. For example, in third-generation (3G) systems
[36] the feedback information is uncoded and bit-error
rates as high as 4% are common. A detailed study of
the detrimental effects of erroneous feedback channels
(EFC) in case of conventional antenna selection (C-
AS) can be found in [6]. In this paper, we study the
performance of EDAS in SM systems by considering
an EFC that models the practical operating conditions,
which has hitherto not been studied in the literature.

2) Erroneous feedback causes mismatch between the an-
tenna subset requested by the receiver and that used by
the transmitter. This in turn imposes severe degradation
on the performance of EDAS in the forward link, result-
ing in error floors. We provide a theoretical analysis of
the asymptotic symbol error rate (SER) and quantify the
error floor when operating with an EFC. Furthermore,
with the aid of the analytical results derived, we optimize
the feedback signalling assignment so as to reduce the
detrimental effects of feedback errors on the forward
link.

3) Lastly, we propose a low-complexity pilot aided selec-
tion verification scheme for the receiver, which ensures
that the receiver uses the same set of antennas as
that used by the transmitter and hence overcomes the
error floor in the forward link. Furthermore, we show
with the aid of simulation results that the EDAS aided
SM scheme is quite robust to feedback errors, when
compared to C-AS, and hence attains a better bit error
ratio (BER) performance.

The remainder of the paper is organized as follows. The
system model and the EFC model are presented in Section
II. The asymptotic SER analysis of the EDAS aided SM
system operating in an EFC as well as the proposed selection
verification algorithm is presented. Our simulation results are
discussed in Section IV, while Section V concludes the paper.

Notations:C andR represent the field of complex and real
numbers, respectively. The uppercase boldface letters represent
matrices and lowercase boldface letters represent vectors. The
notations of‖ · ‖F and ‖ · ‖ represent the Frobenious norm
of a matrix and the two-norm of a vector, respectively. The
notations of(·)H and(·)T indicate the Hermitian transpose and
transpose of a vector/matrix, respectively, while| · | represents
the magnitude of a complex quantity, or the cardinality of a
given set. A circularly symmetric complex-valued Gaussian
distribution with a mean ofµ and a variance ofσ2 is
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TABLE I
SUMMARY OF THE VARIOUS EXISTING CLOSED-LOOPSM TRANSMISSION SCHEMES.

Contributions

P. Yanget. al. Link adaptive SM based on modulation order selection were proposed, where both signal and
[25] spatial constellation sizes are chosen based on the channelcondition.

R. Rajashekaret. al. Capacity optimized and Euclidean distance based TAS schemes for SM systems
[26], [27] were proposed and studied in perfect and imperfect CSIR conditions.

Z. Zhauet. al. Reduced complexity TAS schemes based on pairwise symbol error probability and antenna
[28] correlation information were proposed.

N. Wanget. al. The computational complexity of EDAS was further reduced byexploiting the rotational
[29] symmetry in the signal constellation.

R. Rajashekaret. al. The achievable transmit diversity order by the EDAS was quantified.
[30]

Z. Sunet. al. The EDAS problem was reformulated as a combinatorial optimization problem, which was
[31] solved by employing the cross-entropy method that imposes low-complexity compared

to the optimal EDAS.

P. Yanget. al. A QR decomposition and error vector magnitude based TAS schemes were proposed as
[32] alternate low-complexity solutions to EDAS.

Z. Sunet. al. Relying on matrix dimension reduction, an EDAS-equivalentcriterion was developed
[33] and the computational complexity of EDAS was reduced by treesearch and decremental

TAS schemes.

Y. Nareshet. al. Media based modulation with mirror activation pattern (MAP) selection based on a Euclidean
[34] distance (ED)-based metric was studied.

R. Rajashekaret. al. EDAS for frequency-selective fading scenario was proposedwith the aid of
[35] partial interference cancellation receiver [12].

Note : All the above schemes assume an idealistic error-freefeedback channel.
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Fig. 1. Pictorial depiction of the EDAS aided SM system operating in an erroneous feedback channel.
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represented byCN (µ, σ2).

II. SYSTEM MODEL

In this section, we briefly describe the SM system model
operating with the aid of EDAS as well as the EFC used in
the paper.

A. SM System with EDAS

Consider an SM system havingNt transmit as well asNr

receive antennas and equipped with a single RF chain at the
transmitter. LetNSM < Nt antennas be used for SM, where
NSM is assumed to be a power of two. The received vector
when a symbols transmitted from theith transmit antenna is
given by

y =
√

ρhis + n, (1)

wherey ∈ CNr is the received signal vector,ρ is the average
signal-to-noise ratio (SNR) at each receive antenna,s is a
complex-valued symbol selected from a unit-energyM -QAM
or -PSK signal set represented byS, hi ∈ CNr is the channel
vector corresponding to theith transmit antenna, andn ∈ CNr

is the noise vector. The entries of both the channel matrix
H = [h1,h2, . . . ,hNt

] ∈ CNr×Nt and of the noisen are
from CN (0, 1). Each block oflog2(MNSM ) bits in the input
bit stream is divided into blocks oflog2(M) bits that select a
symbol from anM -QAM or -PSK signal set andlog2 NSM

bits select an antennai out of NSM transmit antennas for the
transmission of the selected symbols.

EDAS [26]: Let I = {I1, I2, . . . , In} represent the set of
enumerations of all possiblen =

(

Nt

NSM

)

combinations of
selectingNSM out of Nt antennas. The ED optimized antenna
subset is obtained as follows:

IED = arg max
I∈I

{

min
x1 6=x2∈X

‖HI(x1 − x2)‖2
}

, (2)

whereX represents the set of all possible transmit vectors
given by {se1, se2, . . . , seNSM

}, whereei is the ith column
of INSM

. The matrix HI ∈ CNr×NSM corresponds to the
channel matrixH with columns given byI. The ED-optimized
antenna subsetIED obtained from (2) is encoded into bits
and fed back to the transmitter in the feedback channel. Upon
receivingIED, the transmitter uses the antennas indexed by
IED for SM in the subsequent data transmissions. Figure 1
gives a pictorial representation of the EDAS aided SM system
operating in an erroneous feedback channel.

B. Feedback Channel Model

Let W represent a set of binary codewords
{w1,w2, . . . ,wn} each comprisingm = ⌈log2 n⌉ bits1

and g : I → W represent a bijective map from the set
of antenna subsetsI to the set of binary codewordsW ,
i.e. g(Ij) = g(Ik) iff Ik = Ij . Upon obtaining the ED
optimized antenna subsetIED = Ij , the receiver obtains the
associated codewordg(Ij) = wj and transmits it over the
feedback link to the transmitter. Due to the EFC, the received

1Sincen =
`

Nt

NSM

´

is not a power of two, not allm-bit binary sequences
are legitimate codewords.

codewordw′ at the transmitter would be different from the
one transmitted by the receiver, as depicted in Fig. 1. Ifδ is
the bit-flip probability in the feedback channel, the probability
of pairwise codeword error in the feedback link is given by

Pr(wi,wj) = δdH(wi,wj)(1− δ)m−dH(wi,wj), (3)

where dH(wi,wj) is the Hamming distance between the
codewordswi andwj . Furthermore, we assume that when the
transmitter receives an illegitimate codeword due to a feedback
channel error, it discards it and initiates a new antenna subset
selection procedure at the receiver and waits for a legitimate
codeword to be received over the feedback link. Thus, the
codeword errors induced by the feedback channel result in
only legitimate codewords being processed by the transmitter.
Note that the feedback channel model assumed in this paper
is similar to that assumed in [6].

III. A SYMPTOTIC SER ANALYSIS OF

EDAS AIDED SM SYSTEM OPERATING WITH

ERRONEOUSFEEDBACK CHANNEL

In this section, we present the asymptotic SER analysis of
the EDAS aided SM system and quantify the error floors in the
forward link caused by the EFC. Before proceeding further,
let us introduce the following distance measures that are used
in our derivations.

Definition 1: Consider two equal-sized setsA and B,
whose elements are indexed from1, 2, . . . , |A|. Let (A ∩B)I

represent a set containing only those elements ofA∩B, which
do not share the same indices in each of the sets.

For example, givenA = {1, 2, 3, 4, 5, 8} and B =
{3, 4, 5, 6, 7, 8}, we haveA∩B = {3, 4, 5, 8} and(A∩B)I =
{3, 4, 5}.

Definition 2: Given two antenna subsetsIi and Ij of size
NSM , let dI(Ii, Ij) = |(Ii ∩ Ij)I | anddU (Ii, Ij) = |Ii\(Ii ∩
Ij)| = |Ij\(Ii ∩ Ij)|.

In the example considered above, we havedI(A, B) = 3
anddU (A, B) = 2.

A. SER Analysis of EDAS in Erroneous Feedback Channel

Let IED represent the EDAS-optimized antenna subset
requested by the receiver andI ′ED represent the antenna subset
used by the transmitter. For convenience, we useI andI ′ to
denote the antenna subsetsIED andI ′ED, respectively.

The probability of the SM symbol error in the forward link
when operating with an EFC can be written as

PEFC

e (SM) =
∑

I∈I

∑

I′∈I

Pe(SM |I ′, I)Pr(I ′, I), (4)

=
∑

I∈I

∑

I′∈I

Pe(SM |I ′, I)Pr(I ′|I)Pr(I). (5)

Considering the fact that all the channel coefficients are
identically distributed, we havePr(I) = 1/n ∀ I ∈ I, i.e. all
the antenna subsets are equally likely. Furthermore, we have
Pr(I ′ = Ii|I = Ij) = Pr(g(Ii), g(Ij)) = Pr(wi,wj) and
Pe(SM |I ′, I) = Pe(A|I ′, I)+Pe(S,Ac|I ′, I), where the first
term corresponds to the antenna index error, while the second
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term corresponds to the symbol error under the condition that
there is no antenna index error. Thus, (5) can be written as

PEFC

e (SM) = PEFC

e (A) + PEFC

e (S,Ac), (6)

=
1

n

∑

I∈I

∑

I′∈I

Pe(A|I ′, I)Pr[g(I), g(I ′)]+

1

n

∑

I∈I

∑

I′∈I

Pe(S,Ac|I ′, I)Pr[g(I), g(I ′)],

(7)

=
1

n

∑

I′=I∈I

Pe(A|I ′, I)Pr(g(I), g(I ′))+

1

n

∑

I′=I∈I

Pe(S,Ac|I ′, I)Pr[g(I), g(I ′)]+

1

n

∑

I∈I

∑

I 6=I′∈I

Pe(A|I ′, I)Pr[g(I), g(I ′)]+

1

n

∑

I∈I

∑

I 6=I′∈I

Pe(S,Ac|I ′, I)Pr[g(I), g(I ′)],

(8)

=
1

n

∑

I∈I

Pe(SM |I ′ = I, I)Pr[g(I), g(I)]+

1

n

∑

I∈I

∑

I 6=I′∈I

Pe(A|I ′, I)Pr[g(I), g(I ′)]+

1

n

∑

I∈I

∑

I 6=I′∈I

Pe(S,Ac|I ′, I)Pr[g(I), g(I ′)].

(9)

The first term in (9) corresponds to the case, where there is
no feedback error, whereas the next two terms correspond to
the case, where the antenna subset requested by the receiver
differs from that used by the transmitter owing to the feedback
channel error. We have

lim
ρ→∞

1

n

∑

I∈I

Pe(SM |I ′ = I, I)Pr[g(I), g(I)] = 0, (10)

since limρ→∞ Pe(SM |I ′ = I, I) = 0 ∀ I ∈ I, where
Pe(SM |I ′ = I, I) = Pe(SM) < c/ρNr(Nt−NSM+1) (Prop. 1
and Prop. 2 in [30]). Hence, the first term in (9) vanishes when
ρ→∞. Thus, we have

lim
ρ→∞

PEFC

e (SM) = lim
ρ→∞

PEFC

e (A) + lim
ρ→∞

PEFC

e (S,Ac),

where

lim
ρ→∞

PEFC

e (A) ≡ lim
ρ→∞

1

n

∑

I∈I

∑

I 6=I′∈I

Pe(A|I ′, I)

× Pr[g(I), g(I ′)],
(11)

and

lim
ρ→∞

PEFC

e (S,Ac) ≡ lim
ρ→∞

1

n

∑

I∈I

∑

I 6=I′∈I

Pe(S,Ac|I ′, I)

× Pr[g(I), g(I ′)].
(12)

The following propositions quantify the error floors in

PEFC
e (A) andPEFC

e (S,Ac) asρ→∞.
Proposition 1: In an EDAS aided SM system operating in

an EFC, we have

lim
ρ→∞

PEFC

e (A) =
1

n

∑

I∈I

∑

I 6=I′∈I

ζ(I ′, I)

NSM

Pr[g(I), g(I ′)], (13)

whereζ(I ′, I) = dI(I
′, I) + dU (I ′, I)(NSM − 1)/NSM .

Proof: From (11), we have

lim
ρ→∞

PEFC

e (A) =
1

n

∑

I∈I

∑

I 6=I′∈I

{

lim
ρ→∞

Pe(A|I ′, I)

}

× Pr[g(I), g(I ′)].
(14)

Given that the antenna subset requested by the receiver isI
and that used by the transmitter isI ′, an antenna index error
would occur under two conditions:

1) When the transmitter activates an antenna that belongs
to the set(I ∩ I ′)I ;

2) When the transmitter activates an antenna that belongs
to the setI ′\(I ∩ I ′).

Under condition 1), the antenna index error would happen
with probability one asρ → ∞. This is so, since any
antenna activated from the set(I ∩ I ′)I would invariably be
detected to be the same antenna but mapped to a different
index in I. Under condition 2), the antenna index error would
happen with probability(NSM − 1)/NSM . This is so, since
any antenna activated from the setI ′\(I ∩ I ′) would be
detected to be any of theNSM antennas with equal probability.
Furthermore, condition 1) is encountered with a probability
of dI(I

′, I)/NSM and condition 2) occurs with probability
dU (I ′, I)/NSM . Thus, we have

lim
ρ→∞

Pe(A|I ′, I) = 1 · dI(I
′, I)

NSM

+
NSM − 1

NSM

· dU (I ′, I)

NSM

,

(15)

=
dI(I

′, I) + dU (I ′, I)(NSM − 1)/NSM

NSM

,

(16)

= ζ(I ′, I)/NSM . (17)

This concludes the proof.
Proposition 2: In an EDAS-aided SM system operating in

an EFC, we have

lim
ρ→∞

PEFC

e (S,Ac) =
∑

I∈I

∑

I 6=I′∈I

dU (I ′, I)(M − 1)

N2
SMM

× Pr[g(I), g(I ′)].
(18)

Proof: From (12), we have

lim
ρ→∞

PEFC

e (S,Ac) =
1

n

∑

I∈I

∑

I 6=I′∈I

{

lim
ρ→∞

Pe(S,Ac|I ′, I)

}

× Pr[g(I), g(I ′)].
(19)

Given that the antenna subset requested by the receiver isI
and that used by the transmitter isI ′, a symbol error under the
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Fig. 2. Plot (a) depicts the variation inlimρ→∞ PEFC
e (A) for different values

of Nt and δ, while Plot (b) depicts the variation inlimρ→∞ PEFC
e (S,Ac),

whereM is taken to be 16. In both the plotsNSM is fixed to be 4.

condition that there is no antenna index error occurs, when the
transmitter actives an antenna from the setI ′\(I ∩ I ′) and the
receiver decodes it to be correct, whose probability is1/NSM .
Furthermore, the symbol error would occur with probability
(M − 1)/M , since all the symbols are equally likely to be
in error. Furthermore, the probability of activating an antenna
from the setI ′\(I ∩ I ′) is dU (I ′, I)/NSM . Thus, we have

lim
ρ→∞

Pe(S,Ac|I ′, I) =
1

NSM

· dU (I ′, I)

NSM

· M − 1

M
. (20)

This concludes the proof.

Figure 6 compares the error floor inPEFC
e (A) and

PEFC
e (S,Ac) as a function ofNt for various values ofδ in

a SM system havingNSM = 4 and M = 16. It is evident
from Fig. 6 thatlimρ→∞ PEFC

e and limρ→∞ PEFC
e (S,Ac) do

not grow linearly withNt, i.e. the increase in the number of an-
tenna combinationsn =

(

Nt

NSM

)

due to an increase inNt does
not result in a proportional growth in the error floor. This isdue
to the fact that asNt increases, the number of illegitimate bit
combinations amongst them-bit sequences also increases. As
a result, only a reduced number ofm-bit sequences is utilized
amongst the available2m bit combinations. Thus, effectively
more bits are utilized for encoding each of the antenna
combinations, asNt increases. As a result the performance
degradation is reduced. On the other hand, note that this
would cause multiple retransmissions in the feedback link,
hence resulting in an increased overhead. Furthermore, it is
evident from Fig. 6 thatlimρ→∞ PEFC

e (S,Ac) is significantly
lower thanlimρ→∞ PEFC

e (A) and hencelimρ→∞ PEFC
e (SM)

is dominated bylimρ→∞ PEFC
e (A).

Figure 3 compares the error floor inPEFC
e (A) and

PEFC
e (S,Ac) as a function ofδ for various values ofNt in

the aforementioned SM system. It is evident from Fig. 3 that
the error floor in the forward link is directly proportional to
the bit-flip probabilityδ in the feedback channel, regardless
of the number of TAsNt.
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Fig. 3. Plot (a) depicts the variation inlimρ→∞ PEFC
e (A) as a function of

bit-flip error probabilityδ for various values ofNt, while Plot (b) depicts the
variation in limρ→∞ PEFC

e (S,Ac), whereM is taken to be 16. In both the
plots, NSM is fixed to be 4.

B. Optimized Signalling Assignment (OSA)

In this section, we present a simple optimization algorithm
conceived for obtaining a bijective mapg : I → W that
reduces the error floor in the forward link due to EFC.
Since the error floor in the forward link is dominated by
limρ→∞ PEFC

e (A), we use it as our optimization metric in the
proposed algorithm. The set of codewordsW is assumed to
contain them-bit binary equivalent of the numbers from the
set{0, 1, 2, . . . , n− 1}, which has one-to-one correspondence
with the antenna subsets{I1, I2, I3, . . . , In}. We are interested
in finding a bijective mapg : I → W that solves

g⋆ =arg min
g

lim
ρ→∞

PEFC

e (A), (21)

=arg min
g

1

n

∑

I∈I

∑

I 6=I′∈I

ζ(I ′, I)

NSM

Pr[g(I), g(I ′)]. (22)

Note that the number of possible bijective mappings can be
extremely large even for modest values ofNt andNSM . For
example, whenNt = 6 and NSM = 4, we haven = 15
and the number of possible mappings will ben! = 15! =
1.3077× 1012. Thus, we resort to a simple random sampling
based algorithm for finding a reasonable solution to (22). The
proposed OSA is presented in Algorithm 1. The optimized
maps obtained from Algorithm 1 while considering an SM
system havingNSM = 4 andNt ∈ {5, 6} are given in Table II.
In case ofNt = 6, the max_samples value in Algorithm 1 is
taken to be104. Figure 4 compares the attainable improvement
in the error floor due to OSA in an SM system having
NSM = 4 and Nt ∈ {5, 6}. Note that although Algorithm 1
would improve the error floor in the forward link, it will
not completely eliminate it. In the next section, we present
selection verification algorithms that would help eliminate the
error floor.
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Algorithm 1 Signaling Assignment Optimization

Require: k = 0, max_samples, EF
⋆ = 1, I andW .

while k < max_samples do
1. Compute a random bijective mapg : I → W .
2. ObtainPr(g(I), g(I ′)).
3. Compute

EF =
1

n

∑

I∈I

∑

I 6=I′∈I

ζ(I ′, I)

NSM

Pr(g(I), g(I ′)).

4.
if EF < EF

⋆ then
g⋆ = g,
EF

⋆ = EF.
end if
5. k ← k + 1.

end while
return g⋆

TABLE II
OPTIMIZED MAP g FORNSM = 4 CASE.

I W I W
(Nt = 6) (Nt = 6) (Nt = 5) (Nt = 5)

I1 = {3, 4, 5, 6} 1100 I1 = {1, 2, 3, 4} 010

I2 = {2, 4, 5, 6} 0111 I2 = {1, 2, 3, 5} 000

I3 = {2, 3, 5, 6} 1010 I3 = {1, 2, 4, 5} 001

I4 = {2, 3, 4, 6} 1000 I4 = {1, 3, 4, 5} 011

I5 = {2, 3, 4, 5} 0001 I5 = {2, 3, 4, 5} 100

I6 = {1, 4, 5, 6} 1011

I7 = {1, 3, 5, 6} 1110

I8 = {1, 3, 4, 6} 1001

I9 = {1, 3, 4, 5} 0101

I10 = {1, 2, 5, 6} 0100

I11 = {1, 2, 4, 6} 0010

I12 = {1, 2, 4, 5} 0110

I13 = {1, 2, 3, 6} 0011

I14 = {1, 2, 3, 5} 0000

I15 = {1, 2, 3, 4} 1101
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Fig. 4. Comparison oflimρ→∞ PEFC
e (A) as a function of bit-flip error

probability δ in OSA and “No optimization” scenarios forNt ∈ {5, 6}. The
SM system is assumed to haveNSM = 4 in both the cases.

C. Proposed Selection Verification Algorithm for EDAS-aided
SM Systems

In this section, we present an antenna subset selection
verification algorithm for EDAS-aided SM systems in order to
eliminate the error floor in the forward link. Specifically, we
propose a pilot-aided selection verification (PSV), which is a
generalization of the selection verification algorithm conceived
for C-AS systems [6]. The proposed PSV scheme is described
as follows:

1) Upon acquiring the channel state information, the re-
ceiver computes the setIED that obeys (2) and transmits
this information to the transmitter.

2) Upon receiving the feedback information from the re-
ceiver, the transmitter chooses the setI ′ and sendsp
pilot symbols on each of theNSM antennas present in
the setI ′. Let

Yk =
√

ρhi′
k
xp + N ∈ C

Nr×p,

for 1 ≤ k ≤ NSM denote the received matrix cor-
responding to the pilot stream transmitted through the
antennai′k ∈ I ′, wherexp = [1, 1, . . . , 1] is a p-length
vector.

3) Since the receiver knows the pilot streamxp a priori,
it obtains an estimatêI ′ = {î′i1 , î′i2 , . . . , î′iNSM

} of the
actual antenna set used by the transmitter as

î′ik
= arg min

i=1,2,...,Nt

‖Yk −
√

ρhixp‖2, (23)

for 1 ≤ k ≤ NSM .
4) The receiver performs data detection over the rest of the

coherence period by considerinĝI ′ as the antenna set
used by the transmitter.

Proposition 3: The transmit diversity gain of the EDAS-
aided SM system operating in an EFC at a bit-flip probability
δ > 0 and employing the PSV scheme is 1.

Proof: The proof is straightforward, which is provided
here for the sake of completeness. AssumingÎ ′ = I ′2, we
have

Pe
EFC(SM) =

1

n

∑

I∈I

Pe(SM |Î ′ = I, I)Pr[g(I), g(I)]+

1

n

∑

I∈I

∑

I 6=Î′∈I

Pe(SM |Î ′, I)Pr[g(I), g(Î ′)],

(24)

which follows from (5). The first term in (24) has a transmit
diversity order ofNt −NSM + 1 [30], since this corresponds
to the case where there is no feedback channel error. The
second term corresponds to the case, where the antenna subset
employed by the transmitter differs from that requested by the
receiver. SincêI ′ can be any of the antenna subsets in the set
I\I, there exists an antenna setÎ ′ = Ik which corresponds
to the diversity order one, i.e.c1/ρ < Pe(SM |Î ′ = Ik, I) <
c2/ρ. Thus, the dominant term in (24) scales as1/ρ. This
concludes the proof.

2This is a valid assumption especially at high SNR values, since the PSV
scheme ensures that the antenna subset used by the receiver is same as that
employed by the transmitter.
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IV. SIMULATION RESULTS AND DISCUSSIONS

Simulation scenario: In all our simulations, we have em-
ployed at least10t+1 bits for evaluating a bit error rate (BER)
of 10−t. The receiver is assumed to have perfect CSI in all the
detection algorithms considered. In all the plots, the antenna
index error refers toPEFC

e (A) and the symbol error refers
to PEFC

e (S,Ac). In all our simulation studies, the number of
receive antennas is assumed to beNr = 2. In all our PSV
aided schemes, a training sequence length ofp = 1 is assumed.
The system parameters considered in our simulation studies
presented in sections A-D given below are listed in Table III
given in the next page.

A. Validation of Theoretical Results

In this section, we validate the theoretical results pre-
sented inProposition 1andProposition 2. Figure 5 compares
PEFC

e (A) and PEFC
e (S,Ac) to their asymptotic counterparts

limρ→∞ PEFC
e (A) (13) and limρ→∞ PEFC

e (S,Ac) (18) in an
EDAS-aided SM system havingNt = 5, NSM ∈ {2, 4}, and
employing 16- and 32-QAM signal sets. The feedback channel
is assumed to be erroneous with a bit-flip probabilityδ ∈
{0.5× 10−1, 0.5× 10−2}. Specifically, Fig. 5(a) corresponds
to PEFC

e (A) and Fig. 5(b) corresponds toPEFC
e (S,Ac). It is

evident from both Fig. 5(a) and Fig. 5(b) that the theoretical
approximations of the asymptotics given in (13) and (18)
coincide with the simulation results at high SNR values.
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Fig. 5. Comparison ofPEFC
e (A) and PEFC

e (S,Ac) with their asymptotic
counterparts in (13) and (18) forδ ∈ {0.5×10−1, 0.5×10−2} in an EDAS
aided SM system havingNt = 5, NSM ∈ {2, 4}, and employing 16- and
32-QAM signal sets.

Figure 6 comparesPEFC
e (A) and PEFC

e (S,Ac) to their
asymptotic counterparts in (13) and (18) in an EDAS aided
SM system havingNSM = 4, Nt ∈ {5, 7}, and employing
16-QAM signal set. The feedback channel is assumed to be
erroneous with a bit-flip probability ofδ = 0.5 × 10−2. It is
evident from Fig. 6 that the theoretical approximations of the
asymptotics coincide with the simulation results at high SNR
values. Note that the plots in Fig. 5 correspond to the case,
whereNt is fixed and that in Fig. 6 correspond to the case
whereNSM is fixed.
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Fig. 6. Comparison ofPEFC
e (A) and PEFC

e (S,Ac) with their asymptotic
counterparts in (13) and (18) for various values ofNt in an EDAS aided SM
system havingNSM = 4, Nt ∈ {5, 7}, and operating in an EFC having
δ = 0.5 × 10−2 with 16-QAM signal set.

Figure 7 comparesPEFC
e (A) and PEFC

e (S,Ac) to their
asymptotic counterparts in an EDAS-aided SM system having
NSM = 4, Nt = 5, and employing anM -QAM signal set,
whereM ∈ {16, 32, 64}. This corresponds to the case, where
bothNt andNSM are fixed. The feedback channel is assumed
to be erroneous with a bit-flip probability ofδ = 0.5×10−2. It
is seen from Fig. 7 that the theoretical approximations of the
asymptotics given in (13) and (18) coincide with the simulation
results at high SNR values. Similar observation holds for the
lower modulation orders ofM = {4, 8} as well.
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Fig. 7. Comparison ofPEFC
e (A) and PEFC

e (S,Ac) with their asymptotic
counterparts in (13) and (18) for variousM -QAM signal sets in an EDAS
aided SM system havingNSM = 4, Nt = 5 and operating with an EFC
havingδ = 0.5 × 10−2.

B. OSA vs. No Optimization

Figure 8 comparesPEFC
e (A) and PEFC

e (S,Ac) to the OSA
and “No optimization” cases in an EDAS-aided SM system
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TABLE III
SYSTEM PARAMETERS CONSIDERED IN OURSIMULATION STUDIES.

A B C D

NSM {2, 4} 4 4 {1, 4}

Nt {5, 7} {5, 6} 7 5

Nr 2 2 2 2

M -QAM {16, 32, 64} 16 16 {16, 32, 64}

δ {10−1, 10−2} × 0.5 10
−2 {0.1, 0.5 × 10

−2} 0.5 × 10
−1

having NSM = 4, Nt ∈ {5, 6} and employing a 16-QAM
signal set. The feedback channel is assumed to be erroneous
with a bit-flip probability ofδ = 10−2. Observe from Fig. 8(a)
that there is an improvement in the error floor ofPEFC

e (A) in
case of OSA compared to the “No optimization” case. Further-
more, it can be observed, from Fig. 8(b) that thePEFC

e (S,Ac)
remains the same in both the cases. This is expected, since
Algorithm 1 considersPEFC

e (A) as its optimization metric.
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Fig. 8. Comparison ofPEFC
e (A) and PEFC

e (S,Ac) in an EDAS aided
SM system employing OSA with its “No optimization” counterpart. The SM
system is assumed to haveNSM = 4, Nt ∈ {5, 6} and employing 16-QAM
signal set, while operating in an EFC withδ = 10−2.

Furthermore, it is evident from Fig. 8(a) that having a larger
Nt results in a poorer performance, whenNSM is fixed. This
is expected, since any mismatch in the antenna subset would
cause more antenna index errors, whenNt ≫ NSM . Note
that in an ideal feedback channel, a largerNt would enable
attaining a higher transmit diversity order of(Nt−NSM +1)
[30], which does not hold in case of EFC. Furthermore, it is
evident that although the OSA improves the error floor, it does
not completely eliminate it. In the next section, we show that
this issue can be overcome by our PSV scheme.

C. Performance of PSV

Figure 9 compares the BER performance of the EDAS aided
SM system employing PSV to that of its counterparts having
no selection verification. The SM system is assumed to have
NSM = 4, Nt = 7 and employing a 16-QAM signal set, while
operating in an EFC atδ = {0.1, 0.5×10−2}. It is evident from
Fig. 9 that the PSV overcomes the error floor in the forward
link caused by the EFC. Furthermore, it is evident from Fig. 9
that having a lowerδ is essential to ensure that there is minimal
degradation in the BER performance compared to that of the
ideal feedback channel. It is also clear from Fig. 9 that the
transmit diversity gain attained due to EDAS deteriorates when
δ > 0, as predicted byProposition 3.
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Fig. 9. Comparison of the BER performance of EDAS aided SM system
employing PSV with its counterpart having no selection verification. The SM
system is assumed to haveNSM = 4, Nt = 7 and employing 16-QAM
signal set, while operating in an EFC withδ = {0.1, 0.5 × 10−2}. The
performance of the same system operating in an ideal feedback channel is
also provided for comparison.

D. EDAS-SM vs. C-AS

Figure 10 compares the BER performance of our EDAS-
aided SM system to that of C-AS, when no selection verifica-
tion is employed. Both SM as well as the C-AS are assumed
to haveNt = 5 and operate at a spectral efficiency of 6 and 7
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bpcu. The EFC is assumed to haveδ = 0.5× 10−1. It evident
from both Fig. 10(a) and Fig. 10(b) that the EDAS aided SM
system performs better than C-AS in both the cases. This is
expected, since the impact of the antenna index mismatch on
the forward link BER in case of C-AS is more severe compared
to the case of EDAS aided SM.
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Fig. 10. Comparison of the BER performance of EDAS aided SM system
with that of C-AS, when no selection verification is employed. Specifically,
Plot (a) corresponds to the spectral efficiency of 6 bpcu and Plot (b)
corresponds to that of 7 bpcu. Both the systems are assumed tohaveNt = 5
and operating in an EFC havingδ = 0.5×10−1 . The SM system is assumed
to haveNSM = 4 and employing 16-QAM signal set, while the C-AS system
is assumed haveNSM = 1 and employing 64-QAM signal set in order to
attain a spectral efficiency of 6 bpcu. In case of 7 bpcu, the SMsystem and
the C-AS system are assumed to employ 32-QAM and 128-QAM signal sets,
respectively.

Figure 11 compares the BER performance of our EDAS
aided SM system to that of C-AS, when both are employing
the PSV scheme. The system parameters are the same as those
of the no verification case considered above. It is seen from
Fig. 11(a) and Fig. 11(b) that the EDAS-aided SM system
outperforms the C-AS system. Specifically, at a BER of10−5

the EDAS aided SM system is observed to provide an SNR
gain of about 2.5dB compared to the C-AS system in case of
6 bpcu and about 3dB in case of 7 bpcu.

E. Challenges and Open Problems

As observed from Fig. 9 andProposition 3, the EDAS-SM
looses its advantage of high transmit diversity gain, when the
feedback channel is erroneous, i.eδ > 0. This is an important
problem, which has to be solved in order to ensure that the
key benefits of EDAS-SM are retained under the practical EFC
conditions. In this paper, we have considered a fixed feedback
signalling assignment, which does not depend on the instanta-
neous channel realization. It would be interesting to consider
a channel-aware feedback signalling assignment as well as a
codebook design and study the attainable improvements in the
error floor as well as the transmit diversity gain of the EDAS-
SM.
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Fig. 11. Comparison of the BER performance of EDAS aided SM system
with that of C-AS, when both are employing the PSV scheme. Specifically,
Plot (a) corresponds to the spectral efficiency of 6 bpcu and Plot (b)
corresponds to that of 7 bpcu. All the system parameters are same as that
of Fig. 10.

V. CONCLUSIONS

In this paper, we have modeled the non-ideal feedback
channel and studied its impact on the forward link in case
of EDAS-SM, which has hitherto been studied only under
ideal feedback channel conditions. The EFC was observed to
cause error floors in the forward link owing to the antenna set
mismatch between the transmitter and the receiver. The error
floors associated with the spatial and conventional symbols
were quantified theoretically and validated with the aid of
simulation results. The error floor expressions derived were
utilized for optimizing the feedback signalling assignment,
which improved the error floor levels. Furthermore, the error
floor issue in the forward link was overcome by the proposed
PSV scheme. The transmit diversity order of EDAS-SM was
observed to drop from(Nt − Nr + 1) to one, whenδ > 0.
Furthermore, our simulation results demonstrated that EDAS-
SM outperforms the conventional antenna selection scheme
with SNR gains as high as 3dB, even in the case of EFC.
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