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Abstract—The adverse visual conditions of surveillance environments and the need to identify humans at a distance have stimulated research in soft biometric attributes. These attributes can be used to describe a human’s physical traits semantically and can be acquired without their cooperation. Soft biometrics can also be employed to retrieve identity from a database using verbal descriptions of suspects. In this paper, we explore unconstrained human face identification with semantic face attributes derived automatically from images. The process uses a deformable face model with keypoint localisation which is aligned with attributes derived from semantic descriptions. Our new framework exploits the semantic feature space to infer face signatures from images and bridges the semantic gap between humans and machines with respect to face attributes. We use an unconstrained dataset, LFW-MS4, consisting of all the subjects from View-1 of the LFW database that have four or more samples. Our new approach demonstrates that retrieval via estimated comparative facial soft biometrics yields a match in the top 10.23% of returned subjects. Furthermore, modelling of face image features in the semantic space can achieve an equal error rate of 12.71%. These results reveal the latent benefits of modelling visual facial features in a semantic space. Moreover, they highlight the potential of using images and verbal descriptions to generate comparative soft biometrics for subject identification and retrieval.
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I. INTRODUCTION

The increased awareness of the role of surveillance systems for public safety and security has driven vast deployments of CCTV networks around the globe. This has motivated research in human identification using semantic descriptions based on eyewitness statements with a view to enable searching a database of subjects through verbal descriptions, as illustrated in Fig. 1. These semantic descriptions are based on soft biometrics, which refer to physical and behavioural attributes that can be used to identify people. Human identification has been traditionally based on hard biometrics such as iris, DNA, and fingerprint, which require subjects’ cooperation. On the other hand, soft biometrics can be acquired at a distance while having more robustness to the challenging visual conditions of surveillance such as occlusion of features, viewpoint variance, low resolution, and changes in illumination [1]–[3]. Accordingly, soft biometrics can play a significant role in criminal investigations, where it is required to retrieve the identity of a suspect from a database of subjects (e.g. mugshots or surveillance footage) using a verbal description (i.e. eyewitness statement).

Existing work on soft biometrics has studied the face [4]–[7], body [1], [8], [9], and clothing [10] as sources of attributes that enable human identification. Commonly, soft biometrics have been expressed in categorical format [1], [4], [5], [11], for example a person’s age might be described as “young” or “old”. However, recent research has shown that describing a person’s attributes relative to another person (e.g. person-A is “older” than person-B) yields a better recognition accuracy [2]. Moreover, relative attributes have demonstrated richer semantic descriptions and more accurate visual interpretations as compared with categorical attributes [12].

The earliest exploration of semantic facial attributes emerged in [5], where face verification using the Labelled Faces in the Wild (LFW) database [13] was examined via 65 automatically estimated attributes that represent the presence or absence of facial features (i.e. categorical soft biometrics). A key study in facial soft biometrics is that of Reid and Nixon [6], which was the first study to investigate human face identification using comparative soft biometrics. In their study, 27 comparative facial attributes were defined, and annotations were collected for subjects from the Southampton Gait Database [14]. The experiments showed that comparative facial soft biometrics significantly outperform categorical facial soft biometrics with regards to recognition accuracy. Klare et al. [4] conducted a detailed examination of categorical facial attributes for suspect identification. They proposed a method for automatically extracting facial attributes, and identification experiments were conducted using the FERET database [15] with all possible probe-gallery combinations (i.e. human vs. machine) via 46 facial attributes. In [16], Tome et al. proposed shape and size features of facial traits as categorical soft biometric attributes that can be used in conjunction with
traditional face recognition systems to improve recognition performance. Their experiments, which used the ATVS [16] and MORPH [17] databases, demonstrated the significant discriminative power of categorical soft biometrics and the performance gain that can result from using them in fusion with traditional face recognition systems. Samangouei et al. [18] proposed a method for face authentication on mobile devices that is based on categorical (binary) attributes. Using the MOBIO [19] and AAO1 [18] databases, their approach has shown that facial attributes can improve face verification performance considerably. Recently, approaches that are based on deep learning have been proposed [20]–[22] to automatically estimate the 40 binary facial attributes (e.g., pointy nose and big lips) of the CelebA dataset [23], and their experiments have revealed the capabilities of deep techniques in accurately estimating binary facial attributes.

With respect to relative facial attributes, Almudhahka et al. [24] have recently studied the automatic estimation of comparative labels using 400 subjects from LFW and 20 attributes. The approach is simple, effective, and demonstrated significant accuracy of estimating comparative labels from face images. However, a major issue is that its time and space complexities grow exponentially with dataset size because it involves estimating comparisons rather than rating individual samples. Also, the approach is limited to binary comparative labels, whereas some applications might involve multi-level comparative labels. Taken together, these issues motivate the proposal of a compact pointwise approach that is invariant to labels levels and can efficiently scale to larger datasets.

From this literature review, it can be seen that there has been no detailed investigation of face retrieval by verbal descriptions using comparative soft biometrics. Furthermore, and to the best of our knowledge, no previous work has explored the semantic gap between humans and machines with respect to relative facial soft biometrics. Although some studies have addressed the retrieval of relative body [25] and clothing [10] attributes for subject identification, retrieval of relative facial attributes has only been studied for non-biometrics objectives [12], [26]. Therefore, the purpose of this paper is to explore subject retrieval using verbal descriptions or sample face images in a database of face images. Both of these have an important practical impact for identification of subjects in surveillance databases. In addition, we explore the semantic gap between humans and machines in rating facial attributes. The main contributions of this paper are:

- Exploring the rating of facial attributes from images and analysing the attribute significance for identification.
- Discovering the semantic gap between humans and machines in interpreting relative facial attributes.
- Investigating the impact of semantically modelling face features on identification and verification performance.
- Proposing a framework for face retrieval and verification using relative attributes.

The remainder of the paper is dedicated to exploring unconstrained face retrieval using comparative soft biometrics, and the automatic retrieval of relative attributes from face images. Section II introduces the soft biometric attributes and describes the dataset that is used in this paper. Section III explains the generation of semantic face signatures for unconstrained identification through relative rating from comparative labels. Section IV details the prediction of attributes from face images to construct visual face signatures and explores the correspondence between humans and machines estimations of comparative attributes. Section V presents and discusses the results of retrieval and verification experiments. Finally, Section VI summarises the findings and presents the conclusions. The terms “soft biometrics” and “semantic attributes” are used synonymously throughout the paper.

## II. FACIAL SOFT BIOMETRICS

Due to its richness of features and details as compared with body and clothing, the human face is considered the most informative source of attributes for identification at short distances [3], [27]. This informative richness can result in the generation of numerous attributes that semantically describe facial features. However, facial features vary in their importance for recognition by humans [28]. Also, people differ in their perception, understanding, and ability to semantically describe facial attributes [6], [29]. In criminal investigations, the accuracy and completeness of verbal descriptions play a pivotal role in suspect identification [30]–[32]. Therefore, the definition of attributes from the human face should consider the relative importance of facial features in addition to human subjectivity in understanding and describing those attributes.

### A. Attribute Definition

We use our previously defined comparative facial soft biometrics, which were introduced in [29], for the purpose of...
identifying humans in surveillance databases, as it has demonstrated its significance and effectiveness for unconstrained identification. The soft biometric set consists of two groups of attributes: (1) facial, which describe face components (e.g. eyebrows and nose) and; (2) global, which describe demographic information that can be inferred from faces (e.g. age and gender). The selection of the facial attributes has taken into consideration three aspects: (a) maintaining coverage of the major face components from forehead down to chin; (b) giving priority to size features, as shape features have demonstrated low discriminative power [7]; and (c) emphasising the role of eyebrows and eyes in face recognition by humans, as they demonstrated the highest impact on face recognition [28], [33]–[35]. This resulted in the definition of 24 attributes (20 facial and 4 global), where each attribute $X$ is associated with three comparative labels that represent the difference in the attribute between two subjects as: “Less $X$”, “Same $X$”, and “More $X$”. The attributes are listed in Table I.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chin height</td>
<td>[More Small, Same, More Large]</td>
</tr>
<tr>
<td>Eyebrow hair colour</td>
<td>[More Light, Same, More Dark]</td>
</tr>
<tr>
<td>Eyebrow length</td>
<td>[More Short, Same, More Long]</td>
</tr>
<tr>
<td>Eyebrow shape</td>
<td>[More Low, Same, More Raised]</td>
</tr>
<tr>
<td>Eyebrow thickness</td>
<td>[More Thin, Same, More Thick]</td>
</tr>
<tr>
<td>Eye-to-eye distance</td>
<td>[More Small, Same, More Large]</td>
</tr>
<tr>
<td>Eye size</td>
<td>[More Small, Same, More Large]</td>
</tr>
<tr>
<td>Face length</td>
<td>[More Short, Same, More Long]</td>
</tr>
<tr>
<td>Face width</td>
<td>[More Narrow, Same, More Wide]</td>
</tr>
<tr>
<td>Facial hair</td>
<td>[Less Hair, Same, More Hair]</td>
</tr>
<tr>
<td>Forehead hair</td>
<td>[Less Hair, Same, More Hair]</td>
</tr>
<tr>
<td>Inter eyebrow distance</td>
<td>[More Small, Same, More Large]</td>
</tr>
<tr>
<td>Inter pupil distance</td>
<td>[More Small, Same, More Large]</td>
</tr>
<tr>
<td>Lips thickness</td>
<td>[More Thin, Same, More Thick]</td>
</tr>
<tr>
<td>Mouth width</td>
<td>[More Narrow, Same, More Wide]</td>
</tr>
<tr>
<td>Nose length</td>
<td>[More Short, Same, More Long]</td>
</tr>
<tr>
<td>Nose septum</td>
<td>[More Short, Same, More Long]</td>
</tr>
<tr>
<td>Nose-mouth distance</td>
<td>[More Short, Same, More Long]</td>
</tr>
<tr>
<td>Spectacles</td>
<td>[Less Covered, Same, More Covered]</td>
</tr>
<tr>
<td>Age</td>
<td>[More Young, Same, More Old]</td>
</tr>
<tr>
<td>Figure</td>
<td>[More Thin, Same, More Thick]</td>
</tr>
<tr>
<td>Gender</td>
<td>[More Feminine, Same, More Masculine]</td>
</tr>
<tr>
<td>Skin colour</td>
<td>[More Light, Same, More Dark]</td>
</tr>
</tbody>
</table>

B. The LFW-MS4 Dataset

LFW is a well-known database for studying unconstrained face recognition [36]. The LFW database consists of 13233 sample face images for more than 5000 subjects extracted from the web. The images of LFW exhibit challenging visual conditions such as variances in the pose, facial expressions, and illumination, in addition to low resolution, which make it suitable to study human identification using soft attributes. LFW has a defined protocol for the pair matching problem and consists of two major subsets: View 1, which is dedicated to training and model selection, and View 2, which is dedicated to performance reporting. As the purpose of this paper is to discover face retrieval based on verbal descriptions, we constructed the LFW-MS4 dataset*, which is a subset of View-1 of the LFW database that consists of all the subjects represented by at least four sample face images in the database. The LFW-MS4 dataset has a total of 430 subjects and 1720 sample images. We have used LFW-MS4 to start the exploration of the automatic estimation of comparative facial soft biometrics because larger datasets require many pairwise annotations, as the number of comparative labels exponentially grows with the dataset size. Thus, comparative soft biometrics require careful investigation with a smaller dataset before launching a very large annotation project. The samples in LFW-MS4 were all aligned using deep funnelling [37] and normalised to an inter-pupil distance of 50 pixels. From the 1720 samples, four galleries were constructed by randomly assigning a sample of each subject to one of the galleries, which resulted in 430 samples per gallery. The comparative labels for the subjects were extracted from our previously crowdsourced labels in [29], which included 4038 subjects from the View 1 subset of the LFW database (LFW-V1). Table II presents an overview on the crowdsourcing of comparative labels, and Fig. 3 shows an example crowdsourced labelling for an attribute.

### III. Semantic Face Signatures

The aim of the comparative soft biometric attributes used in this paper is to collectively create a descriptor that can uniquely identify individuals based on their facial traits. This descriptor is referred to as the semantic face signature, which is a feature vector that consists of the relative rate (i.e. strength) of each of the 24 comparative attributes shown in Table I. The creation of face signatures can be achieved either through the relative rating of attributes based on semantic labels, as

---

*The dataset is publicly available at http://github.com/almudhahka/lfw-ms4

### Table I

#### Soft Biometric Attributes and Comparative Labels.

<table>
<thead>
<tr>
<th>Attribute</th>
<th>Labels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chin height</td>
<td>[More Small, Same, More Large]</td>
</tr>
<tr>
<td>Eyebrow hair colour</td>
<td>[More Light, Same, More Dark]</td>
</tr>
<tr>
<td>Eyebrow length</td>
<td>[More Short, Same, More Long]</td>
</tr>
<tr>
<td>Eyebrow shape</td>
<td>[More Low, Same, More Raised]</td>
</tr>
<tr>
<td>Eyebrow thickness</td>
<td>[More Thin, Same, More Thick]</td>
</tr>
<tr>
<td>Eye-to-eye distance</td>
<td>[More Small, Same, More Large]</td>
</tr>
<tr>
<td>Eye size</td>
<td>[More Small, Same, More Large]</td>
</tr>
<tr>
<td>Face length</td>
<td>[More Short, Same, More Long]</td>
</tr>
<tr>
<td>Face width</td>
<td>[More Narrow, Same, More Wide]</td>
</tr>
<tr>
<td>Facial hair</td>
<td>[Less Hair, Same, More Hair]</td>
</tr>
<tr>
<td>Forehead hair</td>
<td>[Less Hair, Same, More Hair]</td>
</tr>
<tr>
<td>Inter eyebrow distance</td>
<td>[More Small, Same, More Large]</td>
</tr>
<tr>
<td>Inter pupil distance</td>
<td>[More Small, Same, More Large]</td>
</tr>
<tr>
<td>Lips thickness</td>
<td>[More Thin, Same, More Thick]</td>
</tr>
<tr>
<td>Mouth width</td>
<td>[More Narrow, Same, More Wide]</td>
</tr>
<tr>
<td>Nose length</td>
<td>[More Short, Same, More Long]</td>
</tr>
<tr>
<td>Nose septum</td>
<td>[More Short, Same, More Long]</td>
</tr>
<tr>
<td>Nose-mouth distance</td>
<td>[More Short, Same, More Long]</td>
</tr>
<tr>
<td>Spectacles</td>
<td>[Less Covered, Same, More Covered]</td>
</tr>
<tr>
<td>Age</td>
<td>[More Young, Same, More Old]</td>
</tr>
<tr>
<td>Figure</td>
<td>[More Thin, Same, More Thick]</td>
</tr>
<tr>
<td>Gender</td>
<td>[More Feminine, Same, More Masculine]</td>
</tr>
<tr>
<td>Skin colour</td>
<td>[More Light, Same, More Dark]</td>
</tr>
</tbody>
</table>

### Table II

#### Crowdsourcing Job Statistics for the LFW-V1 Dataset.

<table>
<thead>
<tr>
<th>Attribute comparisons</th>
<th>Collected</th>
<th>Inferred</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Subject comparisons</td>
<td>10065</td>
<td>553664</td>
<td>554671</td>
</tr>
<tr>
<td>Average comparisons per subject</td>
<td>4.98</td>
<td>1371.1</td>
<td>N/A</td>
</tr>
<tr>
<td>Annotators (contributors)</td>
<td>9901</td>
<td>N/A</td>
<td>N/A</td>
</tr>
</tbody>
</table>
explained in this section, or based on visual features generated from facial images as explained in Section IV.

A. Relative Rating of Attributes from Comparative Labels

The relative rate of an attribute of a particular subject, \( A \), can be inferred from pairwise comparisons between \( A \) and other subjects in the dataset. We use the Elo rating system [38], which is a well-known algorithm for rating chess players, to predict the relative rates of the attributes from comparative labels, as its applicability and effectiveness for comparative soft biometrics have already been demonstrated [2], [7]. The rating process in the Elo system starts by initialising the rates of all players in a tournament to a default value. Then, for the rating process in the Elo system starts by initialising the rates of all players in a tournament to a default value. Then, for the game between players \( A \) and \( B \) with the initial rates \( R_A \) and \( R_B \), correspondingly, the expected scores, \( E_A \) and \( E_B \), are calculated as follows:

\[
E_A = \left[ 1 + 10^{(R_B-R_A)/400} \right]^{-1}
\]

(1)

\[
E_B = \left[ 1 + 10^{(R_A-R_B)/400} \right]^{-1}
\]

(2)

Subsequently, based on the game’s outcome (i.e. loss, win, or draw), the new rates, \( \bar{R}_A \) and \( \bar{R}_B \), for players \( A \) and \( B \), respectively, are:

\[
\bar{R}_A = R_A + K(S_A - E_A)
\]

(3)

\[
\bar{R}_B = R_B + K(S_B - E_B)
\]

(4)

where \( S_A \) and \( S_B \) are scores that are set depending on the game outcome as: 0 for a loss, 1 for a win, and 0.5 for a draw, while \( K \) is the score adjustment factor that determines the sensitivity of rate update. The Elo rating system can be used to rate comparative attributes in a similar scheme to chess rating. Thus, by considering the subjects of the dataset as players in a tournament, and assuming that a comparison between two subjects, \( A \) and \( B \), for a particular comparative attribute, \( X \), is a game between two players, correspondingly, this comparison can result in one of three possible outcomes for each of the two players: “Less \( X \)”, “More \( X \)”, or “Same \( X \)”, for example: “subject \( A \) has a more thick eyebrow than subject \( B \)”.

The Elo rating system was used for each subject in the LFW-MS4 dataset and for each comparative attribute, to construct a semantic database that includes the semantic face signature of each subject as a vector of 24 relative rates, which correspond to the attributes in Table I. This semantic database was used for the retrieval experiments as we will see later in Section V.

IV. VISUAL FACE SIGNATURES

The existing work on comparative semantic facial attributes has addressed identification in semantic space (i.e. a semantic probe in a semantic database) [6], [29]. However, there has been no detailed investigation of the semantic gap between human and machine vision with respect to comparative facial attributes. Also, the efficacy of relatively rating attributes from visual features extracted from face images needs to be explored for identification and verification. In this section, we discover the gap between semantic and visual facial attributes. We present a framework to infer face signatures from images and examine the correspondence between semantic and visual attributes. The generation of visual face signatures, which is illustrated in Fig. 2, undergoes two major steps: (1) extracting visual features from face images; and (2) rating of visual features. The following subsections explain the process and discuss the findings in detail.

A. Extracting Visual Features from Faces

We follow a component-based approach that is similar to the approaches used in [40] and [4] to extract visual features from face images. The extraction of visual features from faces involves: (1) the estimation of facial landmarks locations; (2) the segmentation of face component images based on the estimated facial landmarks; and (3) the generation of visual features from the images of the segmented face components (as illustrated in Fig. 2). The estimation of facial landmarks locations can be achieved using a deformable model. The most well-known deformable models that have been used to estimate the locations of facial landmarks are the Active Shape Models (ASMs) [41], the Active Appearance Models (AAMs) [42] and the Constrained Local Models (CLMs) [43], [44]. All these models are based on flexible templates and exploit global shape constraints derived from training data to locate a set of facial landmarks on a new face image. The ASMs iteratively fit a shape model, which consists of the points making up the shape obtained from training images to a new image by increasing the match between the image and the model. The AAMs combine both shape and texture to match a model to an image, and have demonstrated more robustness as compared to the ASMs [45]. The CLMs follow a part-based approach in which a face image is sampled into a set of regions and the corresponding response maps, which represent the likelihood of having a particular landmark point at each pixel, are generated. Then, the parameters of the shape model are tuned to find the set of points that optimises the cost of the response maps. In this paper, a more recent and efficiently trained framework for face alignment in-the-wild [39] was used to locate facial landmarks and, accordingly, enable the segmentation of face components. This framework combines the shape model of the AAM approach with response maps that are generated by trained detectors (as in the CLMs) for face alignment. The approach has demonstrated its capability of handling face alignment in-the-wild. Also, it has shown a high efficiency. This framework was utilised to locate 66 points (shown in
Fig. 4(a) on the LFW-MS4 dataset samples, which guided the segmentation of the face components that correspond to the soft biometric attributes as shown in Fig. 4(b).

The last step in the visual features extraction process is the generation of the GIST features [46] from the images of face components. The generation of the GIST features involves intensity normalisation for the image, and processing it through a series of Gabor filters in four scales and eight orientations per scale that yield 32 orientation maps. Each orientation map is divided into a 4×4 grid, and the average intensity is calculated for each block in the grid to form a vector of 512 features. The process was performed for each face component, which corresponds to a particular attribute (as illustrated in Fig. 4(b)).

### B. Relative Rating of Visual Features

To predict the rates of the attributes from visual features, we use Support Vector Regressor (SVR) [47], which is a machine learning tool that is effective in high dimensional spaces and has high versatility through the use of various kernel methods for adapting to different feature spaces [48]. Given a dataset of \( n \) samples with the feature space, \( x_n \in \mathbb{R}^m \), and the associated labels, \( y_n \), correspondingly, the objective of the SVR model is to find the coefficients \( \alpha_m \) and \( \alpha_m^* \) that minimise the following loss function:

\[
L(\alpha) = \frac{1}{2} \sum_{i=1}^{n} \sum_{j=1}^{n} (\alpha_i - \alpha_i^*) (\alpha_j - \alpha_j^*) K(x_i,x_j)
\]

\[+ \varepsilon \sum_{i=1}^{n} (\alpha_i + \alpha_i^*) - \sum_{i=1}^{n} y_i (\alpha_i - \alpha_i^*) \]

subject to

\[
\sum_{k=1}^{n} (\alpha_k - \alpha_k^*) = 0
\]

\[0 \leq \alpha_k \leq C \quad \forall \quad 1 \leq k \leq n\]

\[0 \leq \alpha_k^* \leq C \quad \forall \quad 1 \leq k \leq n\]

where \( C \) determines the penalty of misclassification out of the margin \( \varepsilon \), while \( K(x_i, x_j) \) is the radial basis kernel function that is defined for two samples, \( x_i \) and \( x_j \), as:

\[
K(x_i, x_j) = \exp \left( - \frac{||x_i - x_j||^2}{\sigma^2} \right)
\]

Accordingly the relative rate of a new sample, \( x \), can be predicted based on the following function:

\[
f(x) = \sum_{k=1}^{n} (\alpha_k - \alpha_k^*) K(x_k, x) + b
\]

By training the SVR model using the GIST features (as \( x_n \)) along with the corresponding normalised relative rates, which are inferred from the semantic space using the Elo rating system, as the training labels, \( y_n \), the relative rate of an attribute for a new (unseen) subject can be predicted from the visual features extracted from the subject’s face image as outlined in Fig. 2 and using Equation 8.

### C. Vision-based Retrieval of Attributes

1) Experimental Design: The experimental design used to investigate vision-based retrieval of attributes from facial images follows a 10-fold cross validation with each of the 24 attributes defined in Table I. The 430 subjects of LFW-MS4 were randomly divided into ten folds, where each fold consists of 43 subjects. It is important to emphasise that the subjects in the test fold and the training folds are mutually exclusive (i.e. new test subjects). The training subjects with their samples (4 samples per subject) were used to train the SVR model based on the GIST visual features of the facial components associated with the attributes being retrieved as well as the normalised relative rates deduced using the Elo rating from the crowdsourced comparisons (as explained in Section III). Finally, the relative rates of the attribute being retrieved were inferred for each sample of each test subject using the trained SVR and the GIST visual features, while the performance was reported as the grand average outcome across the ten test folds and the four samples of each test subject.

2) Correspondence Analysis: The semantic correspondence of visual attributes, which were predicted using the SVR model, was determined using the following two measures:

- Mean Absolute Error (MAE). The mean absolute error for an attribute is computed for each test fold as the absolute difference between the normalised ground truth relative rate, \( r \), and the predicted rate from visual features, \( \hat{r} \), for each subject in the test set as follows:
facial hair and spectacles) have the lowest accuracy in terms of MAE, and this might be due to the modelling of binary attributes in a relative continuous space. Another interesting finding is the high accuracy of eyebrow hair colour estimates, which can be attributed to the fact that eyebrow hair colour is an intensity-based attribute, and thus, it can be learned by machines with high correspondence. The most notable finding from the level of concordance analysis (shown in Fig. 5(b)) is the high concordance of eyebrow thickness and eyebrow hair colour, which support the emphasis on eyebrows in [29].

Also, the analysis demonstrates the significant uncertainty in the level of concordance among the dataset, which implies the challenging visual conditions of the dataset. Fig. 6 shows some examples that demonstrate the semantic gap between humans and machines in rating the global soft biometric attributes. By observing the outcomes of age rating in Fig. 6, we can see that the oldest subject in the visual space looks much older than the oldest subject in the semantic space. Also, the most masculine/least feminine subject in the visual space via relative gender has more facial hair, which is associated with masculinity, as compared with the equivalent subject in the semantic space. These findings might indicate that machines are effective in learning the visual features that are significant for rating age and gender. Additionally, Fig. 6 shows that the machine predictions of skin colour from a face can be very sensitive to noise. This can be seen from the image of the top-rated subjects in terms of skin colour in the visual space. It might be that the dark hat covering the subjects forehead has significantly affected the skin colour rating.

3) Attribute Stability: Attribute stability can be defined as the consistency of an attribute rate among different samples (i.e. semantic or visual face signatures), which is vital in evaluating the attribute effectiveness and robustness as a semantic descriptor [29]. In this analysis, we measure the stability of the attributes in both the semantic and visual spaces. Given that LFW-MS4 has four samples, which contribute to four visual galleries, we have respectively created four semantic galleries by randomly dividing all the comparisons into four mutually exclusive groups, and generating four different semantic face signatures for each of the 430 subjects. Then, the stability of the semantic or visual attributes was measured as the Pearson correlation between all the possible pairs of the four galleries (i.e. six pairs) for each attribute.

Fig. 7 shows the average stability represented in terms of Pearson correlation coefficient, $r$. Closer inspection of the results in Fig. 7 reveals several important aspects of the modelling of the semantic attribute in visual space. First, the binary-like facial attributes (i.e. facial hair and spectacles) have low stability in the visual space, while they have high stability in the semantic space. A possible explanation for this might be that machines are inaccurate when interpreting binary features in a relative continuous format. Second, whereas age and eyebrow hair colour are among the lowest attributes in terms of semantic stability, they have significantly high stability in the visual space. This can be attributed to human subjectivity in estimating these two attributes as opposed to the consistency of machines predictions, which are based on the visual features. The significant consistency of machines

$$\text{MAE} = \frac{1}{l} \sum_{i=1}^{l} |r_i - \hat{r}_i|$$

where $l$ is the number of subjects in the test fold. The MAE was evaluated for each test subject, and the average of the ten folds was used to report the result.

- Level of concordance. The purpose of this measure is to assess the accuracy of the approach in ranking subjects according to attribute strength. Given a ground truth rank, $r$, and a predicted rank, $\hat{r}$, for a pair of subjects, $i$ and $j$, the pair is considered concordant if the following condition is satisfied:

$$r_i > r_j \text{ and } \hat{r}_i > \hat{r}_j$$

or

$$r_i < r_j \text{ and } \hat{r}_i < \hat{r}_j$$

while all the other possible relations between the ground truth and the predicted rank for a subject are considered discordant. For each subject, the level of concordance can be defined as the ratio between the concordant pairs and all the pairs that involve the test subject with the subjects of the training folds. This measure was evaluated for each subject in the dataset and reported as the average of the ten folds.

Fig. 5 shows the correspondence between semantic and visual attributes measured using MAE and level of concordance. Fig. 5(a) shows that the binary-like facial attributes (i.e.
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Fig. 7. Average attribute stability with the LFW-MS4 dataset: in (a) visual space; and (b) semantic space.

in estimating age as compared with humans agrees with the finding of Han et al. in [49] that the automatic estimates of age from face images are less biased than human estimates. Another interesting finding that highlights the gap between humans and machines is the high stability of skin colour in the semantic space as compared with its low stability in the visual space. This might be due to the precision of machines in extracting colour information relative to higher level interpretation of colour by humans [10]. Finally, the most important finding to emerge from the correspondence and stability analysis is that machines and humans differ considerably in their interpretation and evaluation of the human face attributes. Also, the modelling of semantic attributes in visual space results in a different impact on attribute consistency.

V. EXPERIMENTS

The experiments in this paper simulate different scenarios that all aim to retrieve the identity of an unknown subject (probe) from a database. We explore human face identification via comparative soft biometrics using two types of databases:

- Semantic database, $DB_s$, in which each subject in the dataset is presented by its semantic face signature, which is inferred from the crowdsourced comparative labels.
- Visual database, $DB_v$, which contains the identity of each subject in the form of a visual face signature, which is predicted from the subject’s face image as illustrated in Fig. 2, and thus, a visual database is equivalent to a database of face images.

Similarly, we use two types of probes to search a database:

- Semantic probe, $PR_s$, which represents a verbal description for an unknown subject’s face to be identified, and it is constructed from crowdsourced comparisons using the Elo rating system. A semantic probe can also be considered as a semantic face signature that is deduced from a relatively small number of subject comparisons.
- Visual probe, $PR_v$, is a visual face signature that is used to search a visual database, $DB_v$, imitating a scenario in which a sample facial image is used to identify an unknown subject from a database of facial images.

Two types of experiments are presented in this section: (a) subject retrieval from a semantic database $DB_s$ using a semantic probe $PR_s$; and (b) subject retrieval from a visual database, $DB_v$, which is performed with semantic and visual probes ($PR_s$ and $PR_v$, respectively). As mentioned earlier, the experiments were conducted using the LFW-MS4 dataset.

A. Retrieval from a Semantic Database using a Verbal Description

This experiment simulates a realistic scenario in which a semantic database $DB_s$ is searched to identify an unknown subject using a verbal description for the subject’s face as illustrated in Fig. 1. The identification performance evaluation follows a 10-fold cross validation, where the 430 subjects of the LFW-MS4 dataset were randomly divided into ten equal subsets, and each subset was used for testing while the remaining nine folds were used for training. For each subject in the test set, a probe semantic face signature $PR_s$ was generated from the relative rates of the 24 attributes (listed in Table I). The relative rates were computed using the Elo rating system and based on comparisons between the probe and each subject in the training scenario. Then, the distance, $d_p$, between the probe and each subject in $DB_s$ was calculated using the Pearson correlation coefficient as follows:

$$d_p = 1 - \frac{\sum_{i=1}^{t}(PR_s(i) - \overline{PR_s})(S_c(i) - \overline{S_c})}{\sqrt{\sum_{i=1}^{t}(PR_s(i) - \overline{PR_s})^2} \sqrt{\sum_{i=1}^{t}(S_c(i) - \overline{S_c})^2}} \quad (12)$$

where $S_c \in DB_s$ is the semantic face signature of the counterpart subject in the database $DB_s$ that is being compared against the probe, and $t$ is the number of attributes composing the semantic face signature. The rank of the closest match (i.e. shortest distance) to the probe was used to report the identification performance via a Cumulative Match Characteristic (CMC) curve. This cross validation ran over the ten folds and was repeated 100 times. The mode rank among the 100 trials was selected to report the performance, as it relates to the majority voting by eyewitnesses on a subject description. Fig. 8(a) shows the CMC curve resulting from this experiment (the $P_s$ in $DB_s$ scenario) and it can be seen that using ten subject comparisons to generate the probe semantic...
face signature, which is the ideal size of identity parade [2], a rank-5 identification rate of 98.37% can be achieved. Moreover, a correct match will always be returned in the top 9 retrieved subjects (the top 2.09% subjects of the dataset). Fig. 8(b) shows the effect of the number of comparisons used for generating the probe PRs on the retrieval performance in terms of the rank at which a correct match is retrieved, it can be noted that the accuracy and certainty of the outcomes of the retrieval increase as more comparisons are used for generating the probe.

The implications of using comparative semantic attributes on face identification can also be seen from another interesting perspective, which is compression of the search range in a database. Thus, narrowing down search range becomes vital for the efficiency of identification in a large database. In addition, when verbal descriptions are not sufficiently accurate, search compression can lead to filtering out a long list of suspects, making subject retrieval more efficient. Fig. 8(c) demonstrates the compression in search range that can be achieved in the LFW-MS4 dataset using the comparative facial soft biometrics. It shows that using ten comparisons only; the search range can be narrowed down to four subjects with probability \( p = 1 \) that a correct match with the subject will be found. In [4], a set of 46 attributes (19 binary and 27 categorical) resulted in an accuracy of 22.5% at rank-1 using 1196 subjects from the FERET database. Our approach can reach a rank-1 accuracy of 57.21% using ten subject comparisons and 24 comparative attributes only. These performance gains are due to the advantage of using comparative attributes [2].

### B. Retrieval from a Visual Database

The objective of this experiment is to explore subject retrieval from a database of facial images \( DB_v \), in which each subject is represented by its visual face signature. The retrieval is examined here using semantic face signatures \( PR_s \) as well as visual face signatures \( PR_v \) as probes. These two scenarios simulate searching a database of facial images (e.g. mugshots) to retrieve the identity of an unknown subject based on a verbal description of the subject’s face or a sample face image. For this purpose, we use the LFW-MS4 database, which has 430 subjects with four sample face images per subject. The experimental design that was used to deduce the visual face signatures, which construct the visual database \( DB_v \), for both scenarios (i.e. semantic-based and image-based retrieval) follows a 10-folds cross validation as previously explained in Section IV-C, where the test subjects are all new (unseen). In addition, as each subject in the LFW-MS4 dataset has four sample facial images, four visual databases were constructed correspondingly in these two retrieval experiments \( \{DB_v^1, \ldots, DB_v^4\} \).

#### 1) Retrieval by Semantic Descriptions: In this experiment, a semantic probe, \( PR_s \), was generated for each test subject using ten randomly selected counterpart subjects from the training set. As explained previously, the number of comparisons was chosen as ten because it is the average size of an ideal identity parade [2]. Then, retrieval was performed by measuring the \( L_1 \) distance between \( PR_s \) and the visual signature of each subject in the visual database \( DB_v \). The returned subjects were ranked according to their similarity with the probe, and the rank of the correct match was reported for performance evaluation. The experiment was repeated 100 times with each of the four visual databases \( \{DB_v^1, \ldots, DB_v^4\} \). In each of the 100 trials, different subject comparisons were randomly selected and used to generate the probe \( PR_s \). For each subject, the mode rank among the 100 trials and the 4 visual databases was used for the performance reporting via the CMC curve as shown in Fig. 8(a), from which it can be observed that although the retrieval accuracy is very low at rank-1, it dramatically increases to 72.79% at rank-10 and reaches 90.7% at rank-20. Also, from Fig. 8(c), we can see that the approach can result in narrowing the search range for the probe subject in the database to 10.23%.

#### 2) Retrieval by Face Image: Retrieval by face image is evaluated by using a visual probe \( PR_v \) to identify an unknown subject from the four visual databases \( \{DB_v^1, \ldots, DB_v^4\} \) following the same experimental design detailed in Section IV-C. Thus, the visual face signature of each subject in the test set is zero-shot learned. The experiment was conducted using all the possible combinations of the four visual databases, and thus, it involves six different trials, \( \{DB_v^1, DB_v^2\} \), where
First, humans are influenced by the several psychological factors to which humans are exposed. This gap might be attributed to the impact of the semantic gap between humans and machines. Thus, it was shown that the recognition accuracy of humans improves when recognising faces of individual from the observers’ races [50]. On the other hand, the automated approaches are affected by the other-race effect. Thus, it was found that face familiarity significantly affects human face recognition accuracy [51], and this might also applies to the accuracy of human annotators in labelling attributes of faces that are familiar to them (e.g. public figures). Finally, the human visual system processes facial attributes in a holistic form [34], while the automatic approach in this paper predicts the attributes from visual features that were extracted from images of individual face components (as illustrated in Fig. 2).

VI. Conclusion

This paper examines identity retrieval by verbal descriptions using semantic and visual face signatures which are generated from comparative soft biometrics and images, respectively. It proposes a framework for exploiting the semantic space to infer facial attributes from images and investigates the correspondence between semantic and visual attributes. The experiments demonstrate that using verbal descriptions for identity retrieval from a visual database, constructed from visual face signatures, can yield a correct match in the top 10.23% returned subjects. Furthermore, the experiments demonstrate that modelling visual features of the human face in the semantic space shows promising retrieval and verification performance. The findings of this paper enhance our understanding of the semantic-visual correspondence of relative facial attributes and promote the exploration of more comparative facial soft biometrics that can contribute to further improvements in retrieval and verification performance.
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