
 

 1 

Modelling water dynamics in the 1 

rhizosphere 2 

K.R. Daly1$, L.J. Cooper1, N. Koebernick1, J. Evaristo2, S.D. Keyes1, A. van Veelen1, 3 
and T. Roose1 4 
 5 
1Bioengineering Sciences Research Group, Faculty of Engineering and 6 
Environment, University of Southampton, University Road, Southampton SO17 7 
1BJ, United Kingdom 8 
 9 
2Department of Natural Resources and Environmental Science, University of 10 
Nevada, Reno, NV, USA 11 
 12 
$ Corresponding author, krd103@soton.ac.uk  13 

Abstract 14 

We review the recent progress in the use of image based modelling to describe 15 
water dynamics in the rhizosphere.  In addition, we describe traditional 16 
modelling and experimental methods, and how images obtained from X-ray 17 
Computed Tomography can be used in combination with direct pore-scale 18 
modelling to answer questions on water movement in the rhizosphere.  The 19 
focus of this review is on the need for micro-scale experiments to parameterize 20 
image-based modelling on the pore-scale, and to show how variations in these 21 
parameters can lead to different macroscopic parameters when considering the 22 
movement of water on the plant scale.  We finish the review with an illustrative 23 
example which highlights the importance of fluid-to-fluid contact angle, and the 24 
need for care in image preparation when using detailed models of this type. 25 
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1. Introduction 29 

The rhizosphere is defined as the region of soil over which plants have influence 30 
(Hartmann et al. 2008; Hiltner 1904).  The size of this region varies depending 31 
on the precise definition used.  Typical sizes range from a fraction of a 32 
millimeter, when considering microbial interactions, to tens of millimeters when 33 
considering volatile root exudates (Gregory 2006).  The structural, chemical, 34 
biological and hydraulic properties of the rhizosphere are known to be 35 
significantly different to those in the surrounding bulk soil (Carminati et al. 36 
2017; Dexter 1987; Whalley et al. 2005).   37 
 38 
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Both plants and microbes engineer the rhizosphere in response to soil structure, 39 
water content and the availability of nutrients (Gregory 2006).  Growing roots 40 
compact the soil around them resulting in a reduced porosity adjacent to the 41 
roots (Dexter 1987; Whalley et al. 2005).  As they take up water plants drive 42 
wetting and drying in the soil, a process that increases soil structure formation 43 
(Grant and Dexter 1989).  Roots also excrete a range of organic compounds and 44 
shed root cap cells.  These rhizodeposits inhibit competition (Czarnes et al. 2000; 45 
Walker et al. 2003), and promote or inhibit microorganisms (Baetz and 46 
Martinoia 2014).  Of the plant exudates, one of the most pertinent to rhizosphere 47 
water dynamics is mucilage.  Secreted mucilage can form a layer that may diffuse 48 
into the rhizosphere to form a “rhizosheath” containing aggregated soil particles 49 
(Knee et al. 2001).  The influence of mucilage can significantly alter the hydraulic 50 
properties of the rhizosphere (Carminati et al. 2010).   Mucilage increases the 51 
area of root soil contact and thus increases the moisture supply to the plant 52 
(Yang et al. 2010).  In addition, the high water-holding capacity of mucilage 53 
allows it to store up to 27 times its own mass in water (Capitani et al. 2013; 54 
Edmond Ghanem et al. 2010).  As a result, mucilage can protect plant roots 55 
against diurnal soil water fluctuations, acute and osmotic stress, and the 56 
influence of saline environments (Morse 1990; Yang et al. 2010).  57 
 58 
The role of the rhizosphere in terms of water dynamics is difficult to quantify 59 
and has been the subject of many studies (Daly et al. 2015; Downie et al. 2014; 60 
Mooney et al. 2012) and recent reviews (Carminati et al. 2016; Oburger and 61 
Schmidt 2016; Roose et al. 2016).  Some studies suggest rhizosphere soil may be 62 
wetter than bulk soil (Young 1995), whilst others suggest the opposite (Daly et 63 
al. 2015).  This contradiction could be due to the hydration state of the soil, i.e., in 64 
dry conditions it has been found that the rhizosphere is wetter than the 65 
surrounding soil, whilst in saturated conditions the rhizosphere has been found 66 
to be drier (Carminati 2012; Moradi et al. 2011).  However, at least part of the 67 
difficulty associated with these measurements is that, from a physical 68 
perspective, it is difficult to disentangle rhizosphere soil from bulk soil.   69 
 70 
There are a range of different dynamic processes that occur in the rhizosphere 71 
on different spatial and temporal scales.   These range from fast equilibration of 72 
air-water menisci on the pore-scale, slower variations in saturation on the 73 
macro-scale, and modification of the soil structural properties on the pore scale.  74 
As all these processes influence water dynamics, it is natural to ask the question: 75 
how do processes occurring on multiple temporal and spatial scales influence 76 
water dynamics in the rhizosphere and, hence, root water uptake?  In this review 77 
we focus on several key aspects of water movement in the rhizosphere and how 78 
these dynamics can be understood using image based modelling and upscaling to 79 
link different spatial and temporal scales.   80 
 81 
Image based modelling refers to the technique of extracting geometries from, 82 
and solving equations on a series of images to predict properties.  In discussing 83 
the application of these methods to the rhizosphere, we must first consider the 84 
scale on which we are working.  Typically, image based models can be classified 85 
as being on the pore scale or the root scale, depending on the precise features 86 
which they resolve.  On the pore scale, image based modelling can be further 87 
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classified into network based modelling or direct modelling (Blunt 2001; Blunt et 88 
al. 2013).  Pore network models are predicated on the idea that a representative 89 
pore network, consisting of pores with fixed but not necessarily cylindrical shape 90 
(Blunt 2001), can be extracted from the image instead of explicitly considering 91 
the pore scale geometry (Fatt 1956).  The governing equations for fluid flow in 92 
an individual pore can then be solved in this idealized geometry, and the overall 93 
network behavior can be calculated without taking the precise details of the 94 
geometry into account.  For a review see Cnudde and Boone (2013). 95 
 96 
The alternative approach of direct modelling refers to a direct implementation of 97 
equations on geometries obtained from the images.  Specifically relating to soils, 98 
image based modelling studies include, but are not limited to, flow modelling 99 
(Dal Ferro et al. 2015; Daly et al. 2015; Scheibe et al. 2015; Tracy et al. 2015), 100 
transport modelling (Daly et al. 2016; Keyes et al. 2013; Masum et al. 2016) and 101 
modelling the effects of soil compaction on Darcy flow (Aravena et al. 2010; 102 
Aravena et al. 2014).  On the plant-root scale there are numerous models for 103 
water uptake, detailed in reviews by Roose and Schnepf (2008) and Vereecken et 104 
al. (2016).  Spatially explicit image based models for root water uptake are 105 
relatively recent and are based on 2D imaged or idealised architectures (Doussan 106 
et al. 2006; Koebernick et al. 2015).  Such models have also been realized in three 107 
dimensions based either on spatially averaged uptake terms (Dunbabin et al. 108 
2013; Koebernick et al. 2015) or by representing the root with an explicit three 109 
dimensional boundary (Daly et al. 2017). 110 
 111 
Whilst the focus of the review is modelling, we also discuss how soil imaging 112 
restrictions affect our understanding of rhizosphere water dynamics, and how 113 
these limitations might be overcome.  In general, the multi-scale nature of the air, 114 
water and soil solid phases observed in the rhizosphere will significantly alter 115 
the description of physics in this region.  Specifically, on the pore scale we 116 
observe different regions of air and water that interact and flow about the soil; 117 
on the macro-scale we see an average of these quantities described by the 118 
saturation.  We will base the review around a recently developed method 119 
through which Richards’ equations can be derived and parameterized based on 120 
images obtained via X-ray Computed Tomography (Daly and Roose 2015).  We 121 
will review how the contact angle, surface tension, viscosity and geometry affect 122 
the macro-scale parameters in this model and discuss the implications of these 123 
observations.  In addition, we will show that hydraulic properties of soils are 124 
highly sensitive to noise, image processing techniques and the physical 125 
assumptions used.  This we illustrate through calculations of the water release 126 
curve and permeability for saturated and partially saturated soils. 127 

2. Soil water dynamics 128 

The more traditional mathematical models applied to study water dynamics in 129 
the rhizosphere are based on macro-scale measurements and observations.  In 130 
this review we shall consider the macro-scale to be synonymous with the root or 131 
soil continuum scale.  The scales we consider in this review are defined in Table 132 
1.  However, the current drive to consider how small scale features affect large 133 
scale observations means that a new generation of measurement techniques are 134 
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required to parameterize models on the micro-scale.  These measurements can 135 
then be translated across scales using mathematical upscaling methods to obtain 136 
macro-scale parameters. 137 
 138 
In general mathematical upscaling is based on the idea that we can obtain a set of 139 
relevant macro-scale parameters by solving representative problems on the 140 
micro-scale.  In this review we focus on homogenization (Pavliotis and Stuart 141 
2008).  This method allows us to not only parameterize upscaled equations, but 142 
also to derive their form based on the underlying physics.  In section 2.2 we 143 
provide a detailed example of how this method works for Darcy flow.  The 144 
method itself is split into three stages.  Firstly, we show mathematically that the 145 
macro-scale quantities depend only on averages of the micro-scale geometry.  146 
Secondly, the microscale dependencies are determined through a set of 147 
equations solved on a representative geometry. Finally, the macro-scale 148 
equations are derived and parameterized by the micro-scale quantities through 149 
an averaging procedure.  Such averages are only as good as the geometry used to 150 
solve the equations.  In other words, it is only possible to model what can be 151 
seen.  If heterogeneities or large macro-pores exist beyond the scale of the 152 
geometry then these cannot be accounted for and another level of averaging may 153 
be required (Daly and Roose 2014). 154 
 155 
At first glance, this approach may seem like a very complicated way of achieving 156 
a macro-scale measurement.  However, it has several distinct advantages.  157 
Firstly, it ensures that the macro-scale models are grounded in physical reality.  158 
Micro-scale models often consist of long accepted and verified mathematical 159 
descriptions that have been derived from fundamental physical principles.  By 160 
combining these models with upscaling, we ensure that the macro-scale models 161 
are correct, all assumptions are clearly stated and the validity range of the 162 
macro-scale models is apparent.  Secondly, this approach paves the way for 163 
optimization and design on the pore scale.  For example, the effects of different 164 
geometric entities, and physico-chemical processes, can be quantified and their 165 
individual influence can be extracted. 166 
 167 
To this end, we discuss the latest developments of imaging techniques and 168 
measurements that describe water dynamics within the rhizosphere.  In 169 
addition, we show how image based modelling can serve as a link between bulk 170 
scale measurements and pore scale measurements. 171 

2.1 Traditional measurements  172 
Typically water flow in soils is described using Richards’ equation (Richards 173 
1931).  Richards’ equation was first independently derived by two authors, 174 
Lorenzo Richards and Lewis Richardson, in the 1920s (Knight and Raats 2016; 175 
Richards 1931; Richardson 2007). Richards’ equation combines two equations.  176 
The first is an equation for water conservation in the soil  177 
 178 
 ��

�� + � ⋅ � = 0, (1) 

 179 
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where � is the pore water content (volume of water per volume of soil) and � is 180 
the total fluid flux.  The second equation is Darcy’s law that describes fluid flux 181 
within soil as a function of pressure gradient under the assumption that the solid 182 
matrix of soil is not moving, i.e., 183 
 184 
 � = −�
����, (2) 
 185 
where � is the pore water pressure and �
�� is the saturation dependent 186 
hydraulic conductivity.  Substituting (2) into (1), we obtain the mixed form of 187 
Richards’ equation for partially saturated flow 188 
 189 
 ��

�� = � ⋅ ��
�����. (3) 

 190 
Equation (3) is a dynamic equation, which is traditionally parameterized by two 191 
equilibrium measurements.  In addition to the hydraulic conductivity, the second 192 
measurement required to complete Richards’ equation is the Water Retention 193 
Curve (WRC).  This describes the relationship between water content � and pore 194 
water pressure (or matric potential) �.  This is usually acquired by fitting a 195 
sigmoid curve to a set of experimental data that measures the rate of change of 196 
soil saturation in response to the changes in matric head. The WRC is dependent 197 
on soil structure, texture, and morphological properties, see Vereecken et al. 198 
(2010) and references therein.  In addition, the soil wetting curve significantly 199 
differs from the soil drying response, giving rise to wetting-drying hysteresis. 200 
This hysteresis also changes when wetting is stopped at different points leading 201 
to different “scanning curves” between wetting and drying curves.  In other 202 
words the hysteresis depends not only on whether the soil is wetting or drying, 203 
but also on the saturation at which wetting/drying started.  Often, instead of 204 
using direct measurement, the water retention is obtained from a set of 205 
theoretical curves (Vereecken et al. 2010); the most popular forms of which are 206 
the van Genuchten-Mualem models (Mualem 1974; 1976a; b; Van Genuchten 207 
1980) and the Brooks and Corey model (Brooks and Corey 1964).  208 
 209 
In order to measure the WRC it is necessary to either hold the water content 210 
constant and measure the matric potential, or to hold the matric potential 211 
constant and measure the water content.  Techniques for matric potential 212 
determination and water content measurement are varied, with the preferred 213 
method depending on a host of factors including measurement range, accuracy, 214 
spatial resolution and scales of interest.  Measurement and modeling of water 215 
flow in soils, across a range of spatial and temporal scales, has been 216 
acknowledged as an enduring scientific grand challenge (Hopmans and Schoups 217 
2005; Philip 1980).  Hence, due to the non-unique and scale-dependent nature of 218 
the problem, the ability to predict water flow in soils, let alone the rhizosphere, 219 
continues to be limited by the techniques for making measurements at the 220 
appropriate scale. 221 
 222 
At the regional and global scales, microwave remote sensing on board satellites 223 
is the primary technique for soil water content measurement (Bittelli 2011; 224 
Njoku et al. 2003).  This technique uses either passive or active measurements 225 
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(Wigneron et al. 2003), and is based on the assumption that the dielectric 226 
constant of soil increases with water content, see the reviews by Wagner et al. 227 
(2007) and De Jeu et al. (2008).  At the field and watershed scales, geophysical 228 
methods (electrical resistivity and ground penetrating radar) and airborne 229 
remote sensing (using microwave sensors) provide a cost-effective and non-230 
labor-intensive way to measure soil water content (Robinson et al. 2008a). 231 
 232 
On the plant scale, in-situ measurements may be categorized as either direct or 233 
indirect. The only technique that directly measures soil water content is the 234 
gravimetric technique (Robock et al. 2000; Vinnikov and Yeserkepova 1991), in 235 
which field soil samples are weighed before and after drying, thereby deriving 236 
soil water content from a change in mass.  However, the destructive and labor 237 
intensive nature of this technique makes it irreproducible and, in many 238 
instances, cost-prohibitive. Notwithstanding, gravimetric measurements 239 
continue to serve as reference measurements for calibrating indirect in-situ 240 
techniques. There are two commonly used indirect in-situ measurements of soil 241 
water content: time domain reflectometry (Robinson et al. 2008b; Topp and 242 
Reynolds 1998) and soil capacitance (Dean et al. 1987; Robinson et al. 2008b). 243 
These techniques are both predicated on the fact that soil dielectric permittivity 244 
depends on soil water content. The less commonly used indirect in-situ 245 
techniques are neutron probes (Hollinger and Isard 1994; Robinson et al. 246 
2008b), electrical resistivity, heat pulse and fiber optic sensors, and gamma ray 247 
scanners (Hillel 1998; Robinson et al. 2008b; Robock et al. 2000). 248 
 249 
On the pore scale, the complexity of the rhizosphere combined with the opaque 250 
nature of soil has led a growing number of groups utilizing X-ray Computed 251 
Tomography (X-CT), and either 2D Neutron Radiography (NR) or 3D Neutron 252 
Tomography (NT) to directly visualize the rhizosphere and its water fraction.  253 
Both X-CT and NT are based on repeated imaging of soil samples at different 254 
angles.  By combining these images, a three dimensional visualization of the soil 255 
can be obtained.  The specific influence of soil and root structures on soil 256 
hydrodynamics has been investigated using benchtop X-CT at a number of scales 257 
(Aravena et al. 2010; Aravena et al. 2013; Carminati et al. 2009; Koebernick et al. 258 
2015; Ngom et al. 2011; Tracy et al. 2015).  In addition, Synchrotron X-CT 259 
beamlines permit fine structures such as root hairs and soil micro-pores to be 260 
extracted in 3D from reconstructed data (Daly et al. 2016; Keyes et al. 2013; 261 
Nestler et al. 2016; Peth et al. 2008; Yu et al. 2017).   X-CT and NT studies are not 262 
without their limitations.  In both cases there is a tradeoff between resolution 263 
and the total field of view, which is typically 3 orders of magnitude larger than 264 
the resolution (Roose et al. 2016).  Synchrotron radiation X-CT has been 265 
demonstrated down to resolutions approaching ∼ 100	nm (Stampanoni et al. 2010), 266 
however, the corresponding field of view of ∼ 100	μm is two orders of magnitude 267 
smaller than the rhizosphere length scale.  The resolution for NT is typically two 268 
orders of magnitude worse than for X-CT (Roose et al. 2016). 269 
 270 
In certain scenarios, fluid transport in porous media can be visualized by X-CT 271 
methods (Berg et al. 2013). For direct in situ imaging of water distribution and 272 
transport in soils, NR and NT have become the standard techniques (Carminati et 273 
al. 2010; Esser et al. 2010; Menon et al. 2007; Oswald et al. 2008; 274 
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Zarebanadkouki et al. 2012).  NR has enabled in-situ measurements of the WRC 275 
(Kang et al. 2014), and soil water profiles around roots to be quantified during 276 
drying and rewetting, allowing determination of radial hydraulic conductivity 277 
(Zarebanadkouki et al. 2016), and the use of deuterated water (D2O) as a 278 
complementary tracer has also allowed quantification of water uptake 279 
heterogeneity among root types (Ahmed et al. 2016).  Recently NR has also been 280 
used to quantify root growth and uptake properties for plants recovering from 281 
drought with significant hydraulic redistribution observed (Dhiman et al. 2017). 282 
   283 
Unlike bulk soil water content measurement techniques, soil matric potential 284 
measurements continue to be limited to averaged measurements over a small 285 
volume of soil, which may be comparable with the size of the rhizosphere. 286 
Appropriate methods generally depend on the soil moisture range, with suction 287 
ranges for tensiometry, reference porous media (e.g. gypsum blocks), and 288 
thermocouple psychometry being suitable for moist (10-1-102 kPa), intermediate 289 
moist (101-105 kPa), and relatively dry (105-108 kPa) soils respectively (Durner 290 
and Or 2005).  In addition pressure plates can be used for intermediate moist 291 
region (101-103 kPa) (Smith 2000).   292 
 293 
Despite the advances in water content measurements across scales, water 294 
dynamics in the rhizosphere is sometimes described inferentially via indirect 295 
methods to infer root water uptake at point (e.g. sap flow) and field scales (e.g. 296 
eddy covariance). The sap flow method derives high frequency estimates of water 297 
flow through stems based on changes in thermal properties (Granier 1985).  Its main 298 
drawback is in scaling measurement data from sap flow to the plant and ecosystem 299 
scales. The eddy covariance method provides continuous estimates of 300 
evapotranspiration for a relatively large area using high-frequency measurements of 301 
momentum, temperature, and water vapor (Brutsaert 1982).  However, deriving 302 
transpiration dynamics using this method continues to be a challenge (Kool et al. 303 
2014). 304 
 305 
One method, which has implications for pore-scale modelling is the use of water-306 
stable isotopes in plant-soil-water studies.  This approach is predicated on the 307 
assumption that root water uptake is generally a non-fractionating process 308 
(Dawson and Ehleringer 1991).  That is, the isotopic composition of xylem water 309 
represents an integrated signal of its sources within the rhizosphere.  Indeed, 310 
isotope methods have led to an improved understanding of where plants derive 311 
their water at field (Ehleringer and Dawson 1992; Evaristo et al. 2016; Zhang et 312 
al. 2016b), watershed (Berkelhammer et al. 2016; Thorburn et al. 1993), regional 313 
and global scales (Evaristo and McDonnell 2017; Good et al. 2015).  Recently, it 314 
has been suggested that plant transpiration is supplied by water held under 315 
capillary pressure, whilst local streams and groundwater are supplied by more 316 
mobile sources such as infiltration due to precipitation (Evaristo et al. 2015).   317 

2.2. Image based modeling 318 
We have discussed how different experimental techniques can be used to 319 
measure the water retention curve on both the pore scale and the bulk scale.  An 320 
important technique which links these scales and provides the means to measure 321 
soil moisture properties in-silico is homogenization.  In its most basic form, 322 
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homogenization is a mathematical tool which enables spatial averaging 323 
(Cioranescu and Donato 1999; Pavliotis and Stuart 2008).  Homogenization is 324 
generally used in (but not limited to) problems which exhibit an underlying 325 
periodic structure either physically or in terms of the functions used to 326 
parameterize the models.  Hence, it is particularly well suited to porous media 327 
problems (Hornung 1997).  Homogenization can be used to derive numerous 328 
bulk scale properties including; permeability (Keller 1980; Tartar 1980), 329 
effective diffusion coefficient (Zygalakis et al. 2011; Zygalakis and Roose 2012), 330 
isotropic and anisotropic poro-elastic properties (Burridge and Keller 1981; Lee 331 
and Mei 1997) and the water release characteristic (Daly and Roose 2015).   332 
 333 
The key observation used in homogenization is that variations on the bulk scale 334 
correspond to small changes on the pore scale.  As an example we consider the 335 
averaging of Stokes’ equation in a homogeneous soil.  We assume that the soil is 336 
described by a fluid filled pore space which we denote Ω, with a soil solid 337 
boundary Γ.  In the porespace the fluid is assumed to move at sufficiently low 338 
Reynolds number that we may neglect the inertial terms in the Navier Stokes 339 
equations.  Hence, we consider the Stokes equations 340 
 341 
 �∇�� − �� = 	0, � ∈ Ω, (4) 
 � ⋅ � = 0, � ∈ Ω, (5) 
with 342 
 � = 0, � ∈ Γ, (6) 
 343 
where   is the fluid velocity, � is the pore water pressure, � is the viscosity, 344 � = 
�!"# , �!"$ , �!"%� is the vector gradient operator, and &"', &"�, &"( are the spatial 345 

coordinates.  We consider a sample of homogeneous soil with typical length scale 346 )! containing a uniform distribution of soil particles with typical size )*.  We are 347 
interested in determining the fluid velocity driven by a pressure drop of size ��� 348 
over a distance )!.  This naturally leads to two possible velocity scales, �+ =349 

�,!��, where �,!� = -.$
/
�0�
-. 	 and �+ = 1,*2�, where 1,*2 = -3$

/
�0�
-. .  These two choices 350 

of scaling have different physical interpretations.  The former describes the 351 
velocity impeded by obstacles of typical size )! whilst the latter describes fluid 352 
velocity impeded by obstacles of the size )*.  Mathematically we could choose 353 
either of these options and we would find that the resulting expression for 354 
velocity is the same.  However, as we are considering obstacles of size )*, we 355 

choose �+ = 1,*2�, which results in a simplified analysis.   356 

 357 
We now move on to find the average velocity driven by a pressure gradient 358 40
4! = �0�

-.  for a flow which is impeded by obstacles on the scale )*.  The key 359 

assumption required is that a pressure drop of size 1 over the length scale )! is 360 
equal to a pressure drop of size 5 = )*/)! ≪ 1 over a distance	)*.  To formalize 361 
this we can introduce the idea of two different dimensionless spatial scales, the 362 
small scale 8 = 
9', 9�, 9(� = 
&"', &"�, &"(�/)*, and the large scale : = 
&', &�, &(� =363 

&"', &"�, &"(�/)!.  In order that the system of equations is well posed we assume 364 
that the pressure can be written as � = �; + 5�' + <
5��, where �; is the applied 365 
pressure drop and �' is the localized pressure variation due to the geometrical 366 
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impedance which is of size 5.  The notation <
5�� refers to terms of size ≤ 5�, i.e., 367 
we have neglected terms smaller than size 5 in our analysis.  Hence, we can write 368 � = 	 5>'�8 + �:, where �! and �* are the gradient operators on the bulk and 369 

pore scale respectively.  Substituting into equations (4), (5), and (6) we obtain 370 
 371 
 ∇*?� − �8�' − �:�; − 5>'�8�; = <
5�, � ∈ Ω, (7) 

 �8 ⋅ � + 5�: ⋅ � = <
5�, � ∈ Ω, (8) 

with 372 
 � = 0, � ∈ Γ. (9) 
 373 
If we consider only the dominant terms in equation (7), i.e., those with a pre-374 
factor 5>', we find  375 
 376 
 �8�; = 0, � ∈ Ω. (10) 

 377 
Hence, �; is independent of 8 and, on the small scale, pressure can vary by an 378 
amount less than 5.  We note that this equation does not define �;; all we can 379 
conclude is that �; ∼ �;
:�, i.e., the dominant pressure drop occurs on the long 380 
length scale.  Implicit in equation (10) is the observation that the soil structure is 381 
periodic, i.e., it is composed of regularly repeating unit cells.  This assumption is 382 
clearly not true for soil samples and will be considered later. 383 
 384 
To proceed we must consider the terms we have neglected.  We assume that a 385 
large scale pressure gradient �!�; can induce a small velocity and pressure on 386 
the pore scale, i.e.,  387 
 388 
 � = @A
8�BCA ⋅ �:�;
:, �� + <
5�, (11) 
 � = �;
:� + 5DE
8�BCA ⋅ �:�;
:, �� + <
5��, (12) 
 389 
where @A
8� and DE
8� are the local velocity and pressure coefficients 390 
respectively.  Using this assumption we can collect the largest terms in equations 391 
(7) and (8) to obtain 392 
 ∇*?@A − �8DE = BCE, � ∈ Ω, (13) 

 �8 ⋅ @A = 0, � ∈ Ω, (14) 

with 393 
 @A = 0, � ∈ Γ. (15) 
 394 
Equations (13), (14) and (15) are referred to in the homogenization literature as 395 
a cell problem.  This cell problem is solved in a representative unit volume of soil 396 
and the results are used to determine the bulk scale flow properties of the soil. 397 
 398 
The final stage of the homogenization procedure is to substitute equations (11) 399 
and (12) into equations (8) and (9) before enforcing the requirement that the 400 
resulting equation has a solution.  We omit the details here and refer the reader 401 
to Hornung (1997), Daly et al. (2015), and Tracy et al. (2015) for details.  The 402 
result is an equation which captures the Darcy flow of water on the large scale.  403 
In dimensional form this is written as  404 
 405 
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 � ⋅ � = 0, (16) 
where 406 
 � = −F

� ��;
:� 
(17) 

is the Darcy velocity and  407 
 F = )*� G@A⊗BCAIJK

 
(18) 

 408 
is the permeability, which is parameterized by the underlying soil structure.  The 409 
symbol ⊗ denotes the tensor product (Abramowitz and Stegun 1964).  410 
Equations (16) to (18) combined with the cell problem (13) to (15) provides a 411 
direct link between the micro-scale physical and geometrical properties of 412 
saturated soil and the macro-scale description and parameterization.   413 

3. The effect of soil properties on rhizosphere water dynamics 414 

Before we describe how image based modelling can be extended to partially 415 
saturated flow in the rhizosphere we consider how changes in soil parameters 416 
affect porosity, permeability and the water release curve.  These parameters can 417 
all be influenced by plants and plant exudates such as mucilage (Aravena et al. 418 
2010; Carminati et al. 2017; Carminati et al. 2016; Koebernick et al. 2017; 419 
Naveed et al. 2017). 420 

3.1 Surface tension and viscosity 421 
The effects of surface tension and viscosity have been recently reviewed by 422 
Carminati et al. (2017), for completeness we briefly summarize their effects here.  423 
In the rhizosphere the surface tension can be altered by plant exudates (Read 424 
and Gregory 1997) and bacteria that produce bio-surfactants.  Mohammed et al. 425 
(2014) showed that bacterial bio-surfactants could lower the surface tension of 426 
the air-water interface from 72.86	 × 10>(	N	m>' to 25 × 10>(	N	m>' at 20°C.    427 
 428 
Bacteria and plant exudates have been shown to affect the viscosity of soil water, 429 
which impacts on rhizosphere water dynamics (Naveed et al. 2017; Yegorenkova 430 
et al. 2013).   At low concentrations 0.7	mg	g>'  the viscosity is already twice that 431 
of pure water (Read and Gregory 1997) and at higher concentrations 10	mg	g>' 432 
the viscosity reaches concentrations ≈ 1000 times that of pure water (Ahmed et 433 
al. 2016).   434 

3.2 Geometry 435 
One of the most visually obvious effects of plant roots on the rhizosphere is that 436 
of soil compression (Dexter 1987; Whalley et al. 2005). Roots expand and 437 
compact the soil around them resulting in a noticeable structural variation 438 
(Koebernick et al. 2017).  Models can directly visualize this effect through images 439 
captured using X-CT.  Typically image based models are based on a 440 
computational mesh generated directly from segmented images (Daly et al. 441 
2016; Keyes et al. 2015; Koebernick et al. 2017).  In addition, root hairs and 442 
mycorrhizal fungi can, in theory, be visualized on this scale (Keyes et al. 2013), 443 
although this has not yet been achieved in the case of mycorrhizal fungi.  The 444 
effect of these small scale filamentous structures on water dynamics is difficult to 445 
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quantify and will be strongly dependent on their wettability.  If these structures 446 
are strongly hydrophilic they could form bridges between the root and water 447 
held at high matric potential in the smallest pores, resulting in a dramatically 448 
increased water uptake.   449 
 450 
In order to parameterize image based models, X-CT data must first be 451 
reconstructed to produce 3D grey-scale images, i.e., structured regular arrays in 452 
which the value of each element is proportional to the local X-ray attenuation at 453 
the corresponding point in space.  The 3D structure of soil is required as water 454 
and air phases are likely to be disconnected in 2D.  It is only once the full 3D 455 
picture is known that the connectivity of the soil pore space can be accurately 456 
characterised, of course the parameters can then be applied in lower 457 
dimensional models, assuming appropriate symmetries.  Once reconstructed, the 458 
data can be processed to  extract specific features as discrete regions, or clusters 459 
of voxels (Houston et al. 2013), a step known as segmentation. This step is highly 460 
significant, as it influences all further analyses (Schlüter et al. 2014; Kaestner, 461 
Lehmann, and Stampanoni 2008).   As such, the methods used are relevant to 462 
image based modelling.  The challenges in segmenting soil X-CT data have been 463 
recently reviewed by a number of authors (Cnudde and Boone 2013; Houston et 464 
al. 2013; Mooney et al. 2012; Roose et al. 2016; Schlüter et al. 2014), and are 465 
outlined in brief here. 466 
 467 
Two broad families of segmentation approaches exist: global thresholding 468 
methods and locally adaptive methods.  Global thresholding methods assign 469 
voxels to classes using only the grey-level histogram of the image, and thus do 470 
not take into account local voxel statistics (Sezgin 2004).  Locally adaptive 471 
methods consider the local neighbourhood of each voxel during class 472 
assignment, with statistical descriptors often providing substantial 473 
discriminatory power (Schlüter et al. 2014).   474 
 475 
Two of the best known global thresholding methods are the maximum variance 476 
filter (Otsu 1979), which minimises in-class variance whilst maximising 477 
between-class variance, and the minimum error filter (Kittler and Illingworth 478 
1986), which defines thresholds as the intersections of Gaussians fitted to each 479 
class.  Histogram-based segmentation methods are computationally inexpensive.  480 
However, as they are only based on global information they are prone to 481 
misclassification errors.  This has led them mostly to be used as an efficient 482 
means to initialise classes for refinement by more complex locally adaptive 483 
filters (Kaestner et al. 2008). 484 
 485 
Locally adaptive approaches use the neighbourhood of each voxel to smooth 486 
feature edges, suppress noise artefacts, and reduce the effect of local intensity 487 
variance (Schlüter et al. 2014).  Examples of commonly used locally adaptive 488 
approaches are region growth (Schlüter, Weller, and Vogel 2010; Keyes et al. 489 
2013; Vogel and Kretzschmar 1996), which effectively operates as a seed-based 490 
‘flood fill’ connectivity operator; indicator kriging, a spatially-explicit class 491 
minimisation approach (Oh and Lindquist 1999; Alasdair N Houston et al. 2013); 492 
watershed segmentation, which separates classes along lines (‘watersheds’) of 493 
highest gradient (Roerdink and Meijster 2000; Schlüter et al. 2014); and the 494 
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WEKA segmentation approach, which uses machine-learning to classify voxels 495 
based on a suite of image measures and a user-defined training dataset (Hall et 496 
al. 2009; Arganda-Carreras, I., Cardona, A., Kaynig, V., Schindelin 2014).  By 497 
incorporating local information adaptive methods can provide good 498 
segmentations where global methods fail (Kaestner et al. 2008; Schlüter et al. 499 
2014).   500 
 501 
Whichever method is used, the result is a 3D image in which the grey level 502 
determines the phase of the material at that point in space.  Typically, the next 503 
step in image based modelling is to produce a computational mesh, which 504 
conforms to the geometry in the image and enables the implementation of 505 
numerical schemes to solve the cell problems. 506 
 507 
At this point we need to return to the assumptions used to derive Richards’ 508 
equation using homogenization.  A key assumption used was that the geometry is 509 
periodic and the representative properties of the soil can be captured from a 510 
single representative unit cell.  However, in general soil structure is not periodic.  511 
Hence, in order to make the theory in section 2.2 applicable, periodicity has to be 512 
enforced.   There have been a range of different approaches to doing this in the 513 
literature.  In general there are three approaches which could be taken; 514 
periodicity can be enforced by (1) translation, or (2) reflection of the geometry in 515 
the x,y,z axes, see Figure 1.  Alternatively, (3) boundary conditions can be applied 516 
on the outside of the domain which mimic those applied on the soil particle 517 
surfaces, in the case of water flow these would take the form of either no slip or 518 
slip conditions.   519 
 520 
Method (1) has the advantage that it captures soil properties without the need to 521 
make simplifying assumptions on the geometry.  It has the distinct disadvantage 522 
that it introduces a jump discontinuity in the soil structure, Figure 1a.  Methods 523 
(2) and (3) are somewhat similar in their approach, and in the case of most 524 
equations will result in the same boundary conditions.  What differs is the 525 
interpretation of the results.  Method (2) involves little alteration of the soil 526 
geometry.  However, if taken in the strictest sense then it eliminates any off axis 527 
anisotropy in the system. A geometry which is mirrored in all coordinate axes is 528 
by definition aligned with the principle anisotropic axes.  Hence, any off diagonal 529 
components calculated in the effective tensors must be equal and opposite to the 530 
value of those components in the reflected part of the geometry. Alternatively, 531 
using method (3) any off diagonal components in the effective tensor are 532 
counted in the total anisotropic tensor and the only problem that occurs is that 533 
the soil properties are not accurately calculated at the edge of the domain.  This 534 
problem can easily be overcome by considering successively larger geometries 535 
until the properties of the fluids converge (Bear 2013; Tracy et al. 2015). 536 
 537 

3.3 Contact angle 538 
In addition to the compaction effects of roots, root exudates can alter the 539 
chemical properties of the rhizosphere (Gregory 2006; Naveed et al. 2017).  In 540 
particular, this has the effect of altering the wettability of soils through the air-541 
water contact angle.  It is well known that the wettability of soils in the 542 
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rhizosphere is different to bulk soils (Carminati 2012; Carminati et al. 2017; 543 
Carminati et al. 2010; Moradi et al. 2011; Roose et al. 2016; Schwartz et al. 2016).  544 
However, the precise nature of how micro-scale parameters affect wettability is 545 
still unclear.  In the Young-Laplace equation the capillary pressure is linearly 546 
related to cos X, where X is the contact angle, and works well for single idealised 547 
pores. A 0° contact angle indicates that the soil particles are fully wetted and is a 548 
common assumption in soil physics. Mathematical and numerical modelling 549 
studies often indicate that using a 0° contact angle gives results that are most 550 
accurate when compared to experimental data (Cooper et al. 2017; Pot et al. 551 
2015; Schaap et al. 2007).  552 
 553 
The contact angle is influenced by a series of factors including  hysteresis, 554 
whether the soil is wetting, drying or at equilibrium (Kusumaatmaja and 555 
Yeomans 2010); surface roughness (Czachor et al. 2013); organic matter content 556 
(Czachor et al. 2013); and the plane in which the contact angle is measured 557 
(Andrew et al. 2014).  The method used to measure the contact angle can affect 558 
results, with variations as high as 25° measured for the same sample (Shanga et 559 
al. 2008).  Finally, we note that a further complication of determining the contact 560 
angle is the scale at which the angle is measured; we classify these as macro-561 
scale, micro-scale and nano-scale methods in the context of rhizosphere 562 
research, see Table 1.   563 
 564 
On the macro-scale, various methods exist to measure the contact angle, most of 565 
which are large-scale measurements.  The sessile drop method is based on 566 
placing a fluid drop of known volume onto a surface; the contact angle is then 567 
measured visually.  The Wilhelmy plate method uses a plate coated with soil that 568 
is lowered into a liquid surface. The force required to lower the plate into the 569 
liquid is measured and used to calculate the surface tension or contact angle.  570 
Finally, the column wicking method refers to the use of a capillary rise 571 
experiment; the contact angle is calculated from the speed of capillary rise.  A 572 
brief description of these methods can be found in Shanga et al. (2008).  On the 573 
micro-scale, X-CT has been used to measure contact angles in a carbonate-brine-574 
CO2 system (Andrew et al. 2014) and for distilled water in glass beads 575 
(Manahiloh and Meehan 2017).  On the nano-scale, molecular dynamic models 576 
have also been used to investigate contact angles.  Lukyanov and Likhtman 577 
(2016) found that the contact line force is determined from a nonlinear friction 578 
law and local density and velocity distributions.  Zhang et al. (2016a) applied a 579 
molecular dynamics model to three common soil minerals, α-quartz, orthoclase 580 
and muscovite, calculating contact angles of 29°, 36° and 116°, respectively. 581 
 582 
Of these methods the most commonly used are the macro-scale methods.  Whilst 583 
these methods are useful, they are fundamentally large scale, less accurate 584 
methods and involve inferring a contact angle on a rough surface based on the 585 
assumption that it is planar.  Hence, the calculated contact angle will be different 586 
to that observed on the micro-scale (Buckton et al. 1995); see Figure 2. As a 587 
result, it is difficult to parameterize image based models directly from results 588 
obtained in the literature; a particularly important factor in the rhizosphere 589 
where soil properties are known to be different from bulk soil. 590 



 

 14

4. Illustrative example 591 

We now consider an illustrative example that highlights the importance of soil 592 
properties in the rhizosphere and how its effects can be captured and upscaled 593 
using image based modelling.  As illustrated for single phase flow in section 2.2, 594 
the method of homogenization provides a link between what we observe on the 595 
micro-scale and what is measured and observed on the macro-scale.  In order to 596 
link macro-scale flow properties and observations to the physical parameters 597 
and measurements on the micro-scale, two of the authors have recently 598 
extended this method to consider variably saturated soil (Daly and Roose 2015).  599 
This approach enables the estimation of the WRC and partially saturated 600 
hydraulic parameters using geometries obtained directly from X-CT images of 601 
soil structure.  We will use this method to illustrate how the contact angle, 602 
surface tension, viscosity and geometry affect soil water dynamics and, hence, 603 
will shed light on how water dynamics in the rhizosphere differs from bulk soil. 604 

4.1 The mathematical model 605 
We start by briefly summarizing the derivation of Richards’ equation using 606 
homogenization (Daly and Roose 2015).  The starting point is a model for two 607 
fluid flow in partially saturated soil using a combination of the Cahn-Hilliard 608 
equations and Stokes’ equation (Anderson et al. 1998), under the assumption 609 
that capillary forces dominate water movement.  The Cahn-Hilliard equations 610 
describe how two fluids separate into two domains by minimizing the surface 611 
area between the two fluids.  The Stokes’ equation describes low Reynolds-612 
number flow where nonlinear terms can be neglected; this is assumed to be the 613 
case in micro-scale soil pores.  Under the assumption that the air phase is at 614 
constant pressure and is stationary, Richards’ equation derived by 615 
homogenization in dimensional form is, 616 
 617 
 ||Ω|| �Z�� − � ⋅ [�
Z�� ⋅ \]�]Z �Z + ^_BC`ab = 0, (19) 

where Z is the saturation, � is the capillary pressure, � is the viscosity of water, _ 618 
is the density of water,  ||Ω|| is the porosity, � is time, � is the gradient operator, 619 

and ^ is the gravitational acceleration.  �
Z�, and 
40
4c	are parameters calculated 620 

from the cell problems, see Daly and Roose (2015) for full details.  The first cell 621 
problem directly captures the WRC by fixing saturation or capillary pressure and 622 
numerically calculating the other, which involves directly evaluating the position 623 
of the air-water interface based on the assumption that capillary forces dominate 624 
the water dynamics.   625 
 626 
In Daly and Roose (2015) the authors took the approach of fixing the saturation 627 
and calculating the required capillary pressure.  For the illustrative examples in 628 
the next section we take the opposite approach and rewrite the equations from 629 
Daly and Roose (2015) under the assumption of fixed capillary pressure as this is 630 
closer to the experimental protocol, see section 2.1.  We define the fluid phase 631 
variable d, which takes value 1 in the water phase and 0 in the air phase.  The 632 
air—water interface can be found by solving 633 
 634 
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 �d
�� = e∇�d − fg
d�

e + h, � ∈ Ω (20) 

with the boundary condition  635 
 	ij ⋅ �d = |�d| klm
X�, � ∈ Γ (21) 
 636 
on the soil geometry rescaled to have sides of unit length.  Here X is the contact 637 
angle, 638 
 h = )*

6√2o �, 
 (22) 

 639 
is the scaled capillary pressure, o is the surface tension, )* is the side length of 640 
the soil geometry, f
d� is a fluid energy chosen based on observations of fluid-641 
fluid interaction.  f
d� is minimized if d takes values of 1 or 0, and e is an 642 
interface thickness which is chosen as being small compared to the smallest 643 
feature of interest in the image.  The contact angle boundary condition, equation 644 

(21), is simply a statement of the cosine rule as 
�p
|�p|

 is a vector normal to the air-645 

water interface.  This representation is somewhat different to the representation 646 
used in Daly and Roose (2015), where the authors used the interface condition of 647 
Ding and Spelt (2007) which simplified equation (21) using an approximation to 648 d near the air-water interface.  Here we have chosen not to do this simplification 649 
as such an approximation is only strictly true at zero capillary pressure. 650 
 651 

Once equations (20) and (21) have been solved it is possible to derive 
40
4c directly 652 

from the solution using 653 
 654 
 Z = q d	rsK||t|| . (23) 

 655 
The second cell problem comes from a linearization of Stoke’s equations to 656 
capture the effect of small pressure gradients across the soil volume, see Daly 657 
and Roose (2015) for details.  The water velocity is then calculated for a known 658 
capillary pressure drop by solving 659 
 660 
 @Au ⋅ �d = ∇�vEw , � ∈ Ω, (24) 

 � ⋅ �̅
d� yz�@Au{ + z�@Au{|} − �DEw = dz�vEw + BCA{, � ∈ Ω, (25) 

 � ⋅ @Au = 0	, � ∈ Ω, (26) 

with 661 
 @Au = 0	, � ∈ Γ, (27) 

 ij ⋅ �vEw = 0	, � ∈ Γ, (28) 
 662 
on the soil geometry rescaled to have sides of unit length. Here @Au is the 663 
dimensionless ratio between the local velocity and a unit capillary pressure drop, 664 vEw is the local variation in capillary pressure, DEw is the local pressure variation 665 
and �̅
d� is the normalized phase dependent viscosity.  Hence, by linearity, the 666 
coefficient �
Z� is calculated using 667 
 668 
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Z� = )*� Gd@Au ⊗BCAI~�
. (29) 

 669 
This method has been demonstrated for an idealized geometry (Daly and Roose 670 
2015) and, more recently, has been used to evaluate the partially saturated 671 
hydraulic properties of a sieved sandy loam soil (Cooper et al. 2017). Equations 672 
(19) to (29) provide the means to calculate the WRC and partially saturated 673 
hydraulic conductivity based on knowledge of several important physical 674 
parameters: the soil geometry (Ω and Γ), the air-water contact angle (X), the 675 
viscosity (�) and the surface tension (o).  As discussed above, there is sufficient 676 
evidence to suggest that each of these parameters is altered in the rhizosphere 677 
relative to bulk soil.  678 
 679 
The effect of surface tension on the movement of water in the rhizosphere is 680 
instantly apparent through equations (19) and (22).  We observe that the 681 
variations in saturation will equilibrate on a timescale proportional to γ.  In other 682 
words, increasing the surface tension will increase the rate at which water 683 
moves.   684 
 685 
The effect of viscosity on the WRC is much more complex than that of surface 686 
tension.  This is due to a number of factors.  Firstly, the viscosity appears in 687 
Richards’ equation both in terms of absolute value in the final equations (19) and 688 
and in terms of the viscosity ratio �̅
d� in the cell problem used to calculate 689 �
Z�, equations (24) - (28).   The appearance of �̅
d� merits some discussion.  690 
Physically, �̅
d� appears in the cell problem because the air phase will induce a 691 
small drag on the water phase proportional to the ratio ��/��, where �� is the 692 
viscosity of air and �� is the viscosity of water.  However, as �� ≫ �� this effect 693 
will be negligible.  Hence, from a physical point of view we can simply consider 694 
the change in saturation as inversely proportional to viscosity, i.e., a larger 695 
viscosity causes the fluid to move much more slowly.  From a mathematical 696 
perspective it is not obvious how to simplify equations (24) - (28) to take 697 
advantage of this observation, and the equations are typically solved with a 698 
numerically inconvenient region of very low viscosity relative to the water phase 699 
(Cooper et al. 2017; Daly and Roose 2015).   700 
 701 
Secondly, the variation in viscosity associated with high mucilage concentrations 702 
is quite large.  At some point the assumptions used to derive Richards’ equation 703 
via homogenization, i.e., that capillary forces are dominant (Daly and Roose 704 
2015), will break down.  Carminati et al. (2017) found that, at a certain mucilage 705 
concentration, the air-water interface location is dominated by viscosity rather 706 
than capillary forces and liquid bridges form within the rhizosphere, which can 707 
increase the water holding capacity and, hence, increase water uptake in drier 708 
soils.  It is not clear how this phenomenon could be integrated into equation 709 
(19).  However, integrating these concepts into the homogenization framework 710 
could result in a fundamentally different set of equations to describe water 711 
dynamics in the rhizosphere. 712 
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4.2 The soil geometry 713 
In order to illustrate how the above equations can be used to predict water 714 
dynamics in the rhizosphere we have applied them to a set of soil geometries 715 
obtained using X-CT.  The soils were imaged, segmented and turned into 716 
computational geometries on which we could calculate the soil parameters 717 
defined in Richards’ equation (19).   718 
 719 
Briefly, image analysis and simulations were carried out on two sets of X-CT 720 
images of a sand-textured Eutric Cambisol collected from Abergwyngregyn, 721 
North Wales.  The soil was packed into 1 mL syringe barrels using contrasting 722 
packing routines resulting in an uncompacted and a compacted soil texture 723 
(volumetric water content approx. 25%).  For illustrative purpose, we consider 724 
the compact soil to be rhizosphere soil and the uncompacted soil to be bulk soil.  725 
Tomographic data were acquired at the TOMCAT beamline of the Swiss Light 726 
Source (Villigen, Switzerland), using a 19 kV monochromatic beam.  A single-727 
distance phase retrieval algorithm proposed by Paganin et al. (2002) was applied 728 
to all projections, which were then reconstructed to 16-bit volumes.  The 729 
resulting voxel side length was 1.6 µm.  Image analysis was carried out on a 730 
representative cubic region of interest (400 vx3) extracted from the original 731 
images.    732 
 733 
The images were converted to 8-bit greyscale and histogram equalization was 734 
applied to increase contrast.  Subsequently a 3D median filter (σ=3) was applied 735 
to reduce small-scale noise. The resulting images had multimodal grey value 736 
histograms (Figure 3).  Based on the histograms, four different phases were 737 
identified for segmentation.  These are (in order of increasing grey value): 1) air-738 
filled pores, 2) water filled pores, 3) a mixed phase of solid particles and water 739 
filled pores below resolution, 4) solid grains.  740 
 741 
In addition to understanding how soil properties varied in the rhizosphere we 742 
also want to highlight the sensitivity of these calculations to image segmentation.  743 
Hence, two different segmentation approaches were used to classify the soil into 744 
the contrasting materials.  First, a global thresholding approach using a 745 
multilevel adaptation of Otsu’s method (Otsu 1979) was implemented in Matlab.  746 
Three thresholds were computed: T1 separating air-filled pores and water-filled 747 
pores, T2 separating water-filled pores and the mixed phase, and T3 separating 748 
the mixed phase and solid grains.   The computed thresholds are shown in Figure 749 
3 and Figure 4.  As an alternative segmentation method, the trainable WEKA 750 
segmentation plugin in ImageJ was applied (Arganda-Carreras et al. 2017).  This 751 
combines machine-learning algorithms with selected filters to produce a 752 
classifier for pixel-based segmentation, which is trained on manually chosen 753 
traces within the images.  A single classifier was produced for both images using 754 
the “Laplacian”, “Entropy” and “Neighbors” features with kernel sizes of σ=1 to 755 
16 voxels and with traces for the individual phases drawn from 40 random slices 756 
within the image volumes.  Finally the images from both the Otsu and the WEKA 757 
methods were post-processed using an isotropic 3D majority filter (σ=5), which 758 
assigns each voxel to the modal class within the kernel .  759 
 760 
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For simulation of the WRC, the images were simplified to binary images, using 761 
the threshold T3 to separate solid particles from the background.  The WRC is 762 
calculated by solving equations (20) and (21) for a range of different capillary 763 
pressures and a set of different contact angles; 0∘, 10∘ and 20∘.  We note that the 764 
image based method we are using is only capable of calculating water content in 765 
pores which can be resolved using X-CT.  Hence, at the resolution of 1.6 µm used 766 
in this study we would expect to only be able to resolve the WRC to a capillary 767 
pressure of approximately −20	kPa based on the assumption that pores of 768 
diameter lower than 10 voxels cannot be accurately determined.  Following this 769 
line of reasoning, the current state of the art for synchrotron X-CT has been 770 
demonstrated down to resolutions approaching 100	nm (Stampanoni et al. 2010).  771 
Hence, in terms of resolution, we could expect to only be able to resolve the WRC 772 
to a capillary pressure of ≈ −300	kPa.  However, in reality the field of view at 773 
this resolution is likely to be too low to capture enough of the large scale detail of 774 
the soil structure.  The solution to equations (20) and (21) provides a geometric 775 
picture of where the air and water is held within the soil at fixed capillary 776 
pressure, Figure 5.  By running simulations at a range of capillary pressure 777 
values the WRC can be inferred using equation (23).   778 
 779 
The WRC and saturation dependent permeability were calculated for the bulk 780 
and rhizosphere soils for the three different contact angles using Comsol 781 
Multiphysics, a commercial finite element modelling package.  Calculating the 782 
phase position for each capillary pressure required 20 GB RAM and between 15 783 
minutes to 24 hours to run on the Iridis 4 super computer at the University of 784 
Southampton (batch nodes 64 GB RAM, 16 processors).  The saturation 785 
dependent permeability calculations each required 390 GB RAM and 8 hours for 786 
the bulk soil sample, run on a bespoke desktop (48 processors, 640 GB RAM) and 787 
300 GB RAM and 6 hours  for the rhizosphere soil sample, also run on a bespoke 788 
desktop (24 processors, 512 GB RAM). This resulted in a total computation time 789 
of approximately 30 days.  790 

4.3 Results and discussion 791 
Both segmentation methods produced very similar results in the rhizosphere 792 
soil, while in the bulk soil, the Otsu method resulted in significantly smaller air-793 
filled pore volume (Table 2).  It is likely that this was caused by a biased 794 
histogram, which is known to be a cause for failure in finding a robust threshold 795 
(Schlüter et al. 2014).  The threshold T1 in Figure 3 is clearly not placed between 796 
the two peaks, showing that the method did not perform well in this case. In 797 
Figure 4, it can be seen that the air-filled pore space is darker near the edges of 798 
the pores, which is an artefact, caused by the phase shift between two materials. 799 
The WEKA segmentation was better suited to avoid misclassification due to this 800 
artefact. Streaking artefacts caused some misclassification, as is evidenced in 801 
Figure 4i. The highlighted circles in Figure 4b, Figure 4e and Figure 4h show that 802 
the classification of smaller solid particles was more robust using Otsu’s method.   803 
 804 
The air and water distribution within the soil is shown as a function of the 805 
contact angle in Figure 5.  Increasing the surface tension would have the effect of 806 
increasing the capillary pressure, see equation (22).  We see that both the soil 807 
compaction and the contact angle used have a significant effect on the location of 808 
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the air-water meniscus.  This observation is confirmed by the WRC (Figure 6 a 809 
and b) which shows that, for a capillary pressure of  3.8	kPa, changing the contact 810 
angle from 0∘ to 20∘ can create a change in saturation from 20% to 47% for the 811 
rhizosphere soil and 35% to 48% for the bulk soil.   The permeability (Figure 6c 812 
and d) is also seen to vary between samples and as a function of contact angle.  813 
The bulk soil has a higher permeability than the rhizosphere soil and, in both 814 
cases, increasing the contact angle has the effect of decreasing the total wetted 815 
volume and decreasing the permeability. 816 
 817 
To assess the effect of segmentation on the pore volume fraction and the WRC, T3 818 
was perturbed by +/- 13 (5% of 256 possible grey values) resulting in an upper 819 
(Otsu upper) and lower (Otsu lower) threshold.  In the rhizosphere soil sample 820 
the perturbation of the thresholds resulted in a change of pore volume fraction 821 
by 3%, while in the bulk soil sample the change was 9% (Table 3).   The 822 
saturated permeability is given in Figure 6 and has a value of 1.637 × 10>�	m� 823 
for the bulk soil and 1.195 × 10>�	m� for the rhizosphere soil.  The 824 
corresponding permeability value change was 40% for the rhizosphere samples 825 
and 92% for the bulk soil samples.   826 
 827 
The rhizosphere soil used in this study was created through an increase in soil 828 
compaction.  The compaction decreased the porosity of this sample from 829 
approximately 0.76 in the bulk soil to 0.71 in the rhizosphere soil.  This change 830 
caused an increase in the water holding capacity of the soil, i.e., a more negative 831 
capillary pressure is required to drain the soil.  This corresponded to a decrease 832 
in the saturated permeability. 833 
 834 
These results highlight how small changes in the geometry and measured 835 
parameters can produce large changes in the upscaled parameters calculated 836 
using image based modelling.  In addition, we see that the image based modelling 837 
method can only ever be used to calculate the WRC down to the resolution limit.  838 
In other words, it is not possible to determine the spatial distribution of water in 839 
sub-resolution pores.  These observations raise significant challenges in terms of 840 
imaging, measurements and modelling if these models are ever going to be truly 841 
predictive in describing water dynamics in the rhizosphere.   842 

4. Conclusions 843 

Soil water dynamics is complex and our ability to predict water dynamics on the 844 
plant scale depends on our ability to accurately observe and measure what 845 
happens at the pore scale.  Image based modelling provides a tool which enables 846 
pore scale measurements and observations to be upscaled in order to provide 847 
information on the plant scale.   848 
 849 
In the rhizosphere, soil water dynamics become even more complicated as the 850 
physical properties of soil can vary significantly from bulk soil.  In this review we 851 
focused on the effects of geometrical measurements and contact angle and how 852 
these measurements carry through to the plant scale.  Using an illustrative 853 
example, we observed that segmentation has little effect on parameters such as 854 
porosity.  However, a small change in segmentation can induce a large change 855 
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(>90%) in the upscaled water parameters such as the saturated permeability.  856 
Secondly we observed how small changes in the air-water contact angle can 857 
create large changes in the water release curve.  This observation is not 858 
surprising, but serves to illustrate the need for careful small scale measurement 859 
of this parameter. 860 
 861 
The observations presented in this review highlight several key challenges in 862 
understanding and predicting the behavior of water in the rhizosphere.  Firstly, 863 
the effects of viscosity, contact angle, surface tension and geometry variation 864 
local to roots needs to be included in any complete mathematical description of 865 
the rhizosphere.  Homogenization and image based modelling provide one route 866 
to achieve this from fundamental physical observations.  Secondly, precise 867 
measurements of rhizosphere properties need to be made and incorporated into 868 
these models.  High resolution X-CT provides one route through which this could 869 
be achieved.  However, in order to achieve the resolution necessary to 870 
parameterize the WRC in very dry soils we would have to compromise on field of 871 
view.  Hence, an additional layer of averaging may be needed at this scale to 872 
move between the nanometer scale and the micro-scale resolved in this study.  873 
Thirdly, advances in computational tools are needed in order to enable 874 
optimization of properties and enable the possibility of ‘designer rhizospheres’, 875 
where the pore scale geometrical and structural properties of soils could be 876 
explicitly tailored to provide ideal conditions for the growth of specific plants.  877 
Finally, these models require validation, which is difficult to achieve on the 878 
rhizosphere scale due to the timescales associated with mucilage dynamics and 879 
the small length scales involved (Carminati et al. 2016). 880 
 881 
We have highlighted key challenges which, in the authors’ opinion, would benefit 882 
from further research both experimentally and mathematically.  Despite the 883 
challenges, the subject of water dynamics in the rhizosphere has received 884 
significant attention.  Thanks to the recent improvements in images, 885 
quantification and modelling our understanding of how rhizosphere plant soil 886 
interactions affect water movement continues to improve.   887 
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Figures 1308 

 1309 

Figure 1: Periodicity of soils enforced by (a) translation, showing a jump discontinuity in the soil 1310 
structure, and (b) reflection.   1311 

  1312 
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 1313 

   1314 

Figure 2 Schematic showing macroscopic contact angle �� measured relative to the vertical and the 1315 
microscopic or real contact angle �� measured relative to the soil particle. 1316 

  1317 
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 1318 

 1319 

 1320 
Figure 3: Grey value histograms of the CT images of bulk and rhizosphere soil after conversion to 8-1321 
bit and histogram equalisation. Thresholds for classification of the soil computed with Otsu’s 1322 
method are shown as diagonal crosses. T1 is the threshold between air-filled and water-filled pores. 1323 
T2 is the threshold between water filled pores and clay-water mixed phase, T3 is the threshold 1324 
between clay-water mixed phase and solid particles. 1325 

  1326 
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 1327 

 1328 
Figure 4: Cross-sections of tomographic images of bulk and rhizosphere soil. (a-c) grey scale images 1329 
(we note that figures b and c are two distinct regions of the same bulk sample), (d-i) Results of 1330 
multiphase classification using Otsu’s method (d-f), and trainable WEKA segmentation (g-i), 1331 
respectively. Blue is air-filled pore space, green is water filled pore space, yellow is clay-water mixed 1332 
phase, red are solid mineral grains.  The circles in (b), (e) and (h) show that the classification of 1333 
smaller solid particles was more robust using Otsu’s method.  The rhizosphere soil had less pore 1334 
space, lower permeability and a steeper WRC. 1335 

 1336 

  1337 
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 1338 

Figure 5: Soil pore water profiles (blue – water, brown – solid, white – air filled porespace) for the 1339 
rhizosphere and bulk soil samples at `. �	���.  The left hand side images show the rhizosphere soil 1340 
samples, whilst the right hand side show the bulk soil samples.  The top, middle and bottom images 1341 
show the �∘, ��∘ and ?�∘ contact angles respectively.  1342 

1343 
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 1344 

Figure 6: Water release curves calculated for the rhizosphere (a and c) and bulk (b and d) soils at 1345 
contact angles of �∘, ��∘ and ?�∘. 1346 
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Tables 1348 
Table 1: Definition of scales considered in this review 1349 

Scale Features Approximate size 

Nano-scale Water-thin films < 10	nm 
Micro-scale Root hairs ≈ 10	μm 

Mycorrhizal fungi ≈ 5	μm 
Macro-scale Roots ≳ 	1	mm 

Soil continuum scale > 	1	mm 
 1350 
 1351 
Table 2: Volume fractions of the different phases in classified CT images. 1352 

  Air Water Mixed Solid 

Rhizosphere Otsu 0.03 0.33 0.35 0.29 

WEKA 0.04 0.34 0.33 0.29 

Bulk Otsu 0.03 0.28 0.43 0.25 

WEKA 0.13 0.19 0.44 0.24 

 1353 
Table 3: Effect of changing thresholds on pore volume fraction in segmented CT images. 1354 

 Pore volume fraction  

 Otsu  Otsu 

upper 
Otsu 

lower 
WEKA 

Rhizosphere 0.71 0.72 0.69 0.71 

Bulk 0.75 0.77 0.68 0.76 

 1355 
 1356 


