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Abstract—For the sake of supporting massive connectiv-
ity in future 5G networks, non-orthogonal multiple access
(NOMA) techniques are advocated. As a promising NOMA
technique, in recent years sparse code multiple access (S@Y
has attracted substantial attention. However, there is a pacity
of studies on the theoretical analysis of its error-freely ahiev-
able data rate, especially in the downlink context. Hence,
we derive the cutoff rate of SCMA in downlink broadcast
channels, which indicates the lower-bound of a system’s eor-
freely achievable rate. However, we will demonstrate that
when considering the conventional categorization of painge
error events, the accuracy of the cutoff rate rapidly degracgs
in the low-SNR region owing to the fact that multi-user SCMA
systems typically encounter an extremely large constellan
size. Alternatively, by invoking Bergmans’ concept from 193
in the categorization of pairwise error events, we obtain a
more accurate cutoff rate both in the low- and the high-SNR
regions. Moreover, we provide insights into the cutoff rate
derivation process, which reveals some general guidelindsr
designing a beneficial codebook, capable of improving SCMA
with respect to its original low-density signature (LDS) based
counterpart.

I. INTRODUCTION

Apparently, constructing a set of orthogonal user-specific
spreading sequences, e.g. employing the Householder and
Gram-Schmidt algorithms [1], provides a straightforward
solution for synchronous CDMA systems. However, it is
impossible to retain orthogonality, when the number of
usersU exceeds the spreading factor. Hence, in order
to support more tharl/ users, we have to sacrifice the
orthogonality of the signals [2].

In order to design this rank-deficient system, an efficient
solution is to invoke optimum sequence design for meeting
the Welch-bound-equality (WBE) [3]. After early success
in this area [4]-[6], some more sophisticated sequence
design regimes were developed, for example by invoking
hierarchical orthogonal subsets [7], or by adding a feeklbac
mechanism for adapting the spreading sequences [8], [9].
Another promising technique relies on the design of an
optimum multiuser detector (MUD). This sort of MUD is
capable of approaching the best possible error probability
[10], although at the cost of imposing a high computa-
tional complexity, which severely impairs its practicglit
Consequently, a lot of efforts have been dedicated to
improving Verdl's work in [10] for striking a better tradeoff

Code-division multiple access (CDMA) constitutes onbetween the complexity imposed and the achievable error

of the most successful multi-user communication systenggrformance. In simple terms, these MUDs may be cate-
allowing a certain number of users to share a comma@orized into the class of linear detectors [11]-[13] and tha
physical channel, where the users are assigned a uni@fienonlinear detectors [14]-[16]. However, none of these
user-specific spreading sequence referred to as “sighdJDs achieve a satisfactory performance for rank-deficient
ture”. However, owing to the dispersive channel condBystems.
tions as well as to the potential correlation amongst the A compelling tradeoff was struck between the com-
spreading sequences employed, CDMA encounters bgilexity and robustness in rank-deficient CDMA systems
inter-symbol interference (ISI) and multi-user interfece by Hoshyaret al. [17] upon combining their novel low-
(MUI). Hence, overcoming these interference problengensity signature (LDS) schemwith the message passing
becomes a critical design issue of CDMA techniques. algorithm (MPA) of [19], where a large fraction of the
chips within a user-specific signature were assigned zero
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In the original LDS scheme [17], an indicator matilix analyzed in [31]. However, only a point-to-point AWGN
consisting of all binary elements was introduced for reprehannel was considered and no closed-form solution was
senting the spreading pattern. In more detail, the positifound. On the other hand, the cutoff raky obtained by
of 1's in the k*" column of F represents the set of chipsGallager in [32] quantified the data rate for a given SNR,
over which thek!" user spreads his user data. In the MPAelow which reliable communication does become possi-
of LDS schemes, the indicator matd#plays a similar role ble even with the aid of randomly generated codewords,
to the PCM of LDPC codes. Hence, arranging for all thprovided that the length of codewords tends to infinity.
nonzero elements in a column Bfto have identical values Since we haveR, < C, the cutoff rate is also regarded as
of 1 facilitates employing the belief propagation proceshke lower-bound of a system’s error-free data rate [33]. In
of the MPA. Regretfully however, assigning an identicatontrast to capacity, the cutoff rate is typically formelat
value of 1 to all the nonzero elements Bfresults in a as a closed-form bound, but it becomes inaccurate at low
situation, where the output chip-sequence of a user, - whiSINRs owing to relying on the union bound approximation
is generated by spreading a modulated symbol of that usdr34].
over the associated columnBf- also has identical nonzero  Against this background, our major contributions are:
elements. The problem is namely that arranging for all the |
nonzero elements of the output chip-sequence of a user
to have the same value impairs the attainable spreading-
induced “coding” gain. Hence arranging for the related
values to be different is expected to lead to higher “coding”
gain. This philosophy was invoked in [21], where the
“diversity” of nonzero elements in the output chip-sequenc

of a user is realized by assigning carefully selected difier | \ve provide deep insights into our cutoff rate derivation

humbers to the nonzero elementsiaf process, and conceive general guidelines for designing
Inspired by the above-mentioned contributions [17], [21], high-performance SCMA codebooks for improving

Nikopour et al. [22] suggested a novel multiple access  gcma compared to the LDS technique.

(MA) strategy, namely the sparse code multiple acce_?_?1 ¢ of thi . ized as foll o ¢
(SCMA), which inherited the sparse binary indicator matrix € rest of this paper 1s organized as Toflows. Lur system

F of the original LDS [17], whilst still assigning a fixed model is !r?trolduced n Sectlon. Il, where the con(?ept of
; cloud partitioning of the synthetic SCMA codebook is also
value of unity to all the nonzero elements A Then,

the diversity of the nonzero elements in the output Chirl)llustrated. The derivation of cutoff rate is provided in

. . . ?ection Il and its accuracy is confirmed by simulations.
sequence of a user was realized by introducing a mulfi-

dimensional constellation technique. As a benefit of theggen’ in Section IV, a range of insights into our cutoff rate

multi-dimensional constellation techniques [23]-[25ie t derivations are offered. Finally, we conclude in Section V.

resultant shaping gain and coding gain provided by the care]Notation Lowercase and capital characters, both in bold-

fully constructed multi-dimensional constellations riésd face are used to represent vectors and matrices, respgctive

in the superiority of SCMA over its LDS counterpartspa"'graph'c characters such & represent constellation

This improvement of SCMA over its LDS counterpart isalphabets.
achieved without imposing any extra computational com-
plexity. As a result, the user-specific constellation desigll. SYSTEM MODEL AND CLOUD PARTITIONING OF THE

By invoking the cloud concept introduced in [35] for
the categorization of pairwise error events and by
exploiting Holder’s inequality [36], we obtained an
appropriate approximation of the cutoff rate of SCMA
downlink broadcast channels for both AWGN and
Rayleigh fading scenarios, which has a closed-from
and remains accurate even at low SNRs.

termed as the “codebook design” of the SCMA scheme SYNTHETIC SCMA CODEBOOK
was discussed by Taherzadehal. again in their ensuing
work [26]. A. System Model

As a benefit of its remarkable capability of support- The multiuser SCMA downlink is considered for broad-
ing rank-deficient multiuser communications, substantiabsting user-specific information from the base station) (BS
efforts have been dedicated to further improving the SCM# U mobile users (MUs), as depicted in Fig.1, which spans
technique [27]—-[31]. For instance, Yet al. attempted to a SCMA transmission block. Observe at the BS of Fig.1
further narrow the performance discrepancy between ttteat the information bits destined for th&” MU are firstly
SCMA system and the single user system, employingapped to anV-dimensional constellation poit,, which
more advanced lattices [27], while Xiast al. used more is selected from its original complex-valued constellatio
powerful iterative decoding algorithms [28]. As anothealphabet, c CY with an equal probability. Let af-
important milestone, Cheet al. further reduced the com- dimensional vector, = [Si4,S2u,---,Squ] denote the
plexity [29], while the throughput of SCMA operating insparse signature adopted for th&* MU. Then, similar
downlink broadcast channels was studied by Nikopwad. to [22], a binary mapping matrixy € B®*N can be
[30]. However, only experimental results were shown. Thebtained by omitting all the zero-columns difag (s.,).
constellation-constrained capacifyof SCMA system was Consequently, the spreading process invoked forttte



//FSCMA encoder at BS: N=2, O=4, U=6, M =4| of Z _, X,. Hence, the amplification factof., =

! st . ’ th : ’

I" mobile user’s 6" mobile user’s %Zu_l P,/E (||-|\2) in (2) is introduced for constraining
t

SCMA codebook: SCMA codebook: . .
e average power of signals to the total available power

of all U MUs, which will be finally transmitted by the BS.
Furthermore, as stated in [17], [21], in order to guarantee
having a unique output by the MPA employed in the SCMA
detector, the synthetic SCMA codebook has to ensure that
no pair of different permutations ofx,}Y_, yields the
samex of (2). Hence the synthetic SCMA codebook has
to satisfy the following properties

U U
u=1 u=1

U
(2| =M =[] M. (3)

1* mobile user u™ mobile user 6™ mobile user

' ' ~Naturally, every mobile user has to store the synthetic
Fig. 1. System model of the SCMA downlink spanning &cma codebook for invoking the MPA algorithm.
single transmission block, where the SCMA encoding pro- according to the above properties, the received signal of
cess implemented at the BS is visualized. A configuration gfs ,,t» MU in Fig.1, is given by

N=20=4U=6,M, =4 is adopted as an example. -
u <fam > Xu) + 1y, (4)

u=1
MU at the BS may be formulatedas whereh,, = [hiy, hau, - ., hou]” represents the channel’s
W= Ve, 1) impulse response (CIR) for the channel resources of the
BS-tow!™ MU link. Then, n, = [n1y, N2y, ... nQu]T is

where the set of spread multidimensional constellghe complex-valued AWGN noise vector imposed on the
tion points x, constitute the final complex-valuef- ' MU, whose elements are independent and abgy ~
dimensional constellation alphabet; of the u" MU, CN(0,02).

which will be referred to as theu'" user-specific SCMA  |n the forthcoming description, our analyses will be
codebook” herein. Moreover, le¥/,, = |Z,| represent its carried on in a range of steps as follows:

cardinality, where it is assumed that all the user-specific 1) The proposed novel partitioning of the synthetic

SCMA codebooks have the same dimensiorfof _ SCMA codebook is illustrated in Section 1I-B.
Observe at the BS of Fig.1 that the spread constellatlonz) The original formulation of the cutoff rate of our
points of all MUs, i.e.{x,}"_,, are further multiplexed system is derived in Section IlI-A.

over(2 shared orthogonal channel resources, such as TDMA3) The approximations of the original formulas obtained
time-slots or OFDM tones. Hence the final overlapped i |ast step are discussed in Section I11-B.

symbol spanning? channel resources is given by 4) The accuracy of these approximations are verified in
U U Section IlI-C.
_ P
E (HZu_l Xy > u=1 B. Could Partitioning of the Synthetic SCMA Codebook

According to (2), (4), the signal transmitted by the BS of
Fig.1 carries the joint message of all MUs. Thé& MU’s
receiver seen in Fig.1 is capable of completely recovering

Consequently, theQ-dimensional constellation alphabet
consists of all the possible values »fin (2), which may

be represented by?’, namely by the “synthetic SCMA ~ "~ " . i
co deb%ok” 4 y by 4 this joint message based on an observatiory ofin (4).

In more depth,P, denotes the power available for the However, rscovermg the joint message is not necessary,

o 2 since theu® MU only requires the message carried in
u™ MU, while E <HZ“—1 Xu| | represents the powerye gpecific component, of x as its valid information.
averaged over all constellation points given by the suBxplicitly, instead of decoding the joint messaggit will

only focus on correctly decoding,. Hence, from the
2In SCMA encoder, the information bits destined for a MU may be

further divided into multiple data streams. Each of the dataam requires perspectlve of the™ MU, the set of constellation pOII’]tS
a specific signature and hence invokes an additional coluntinei SCMA having the same component af,; = x,[m ]"3 constitutes
signature matrix, which was interpreted as occupying a SOier in

[22], [30]. Without loss of generality, throughout this papwe assume  3x,[m] represents the value of, specified as thent” legitimate
that a MU only utilizes a single SCMA layer. constellation point in2%,.




a sub-alphabet of the synthetic SCMA codebook, namelyhere the component of, is the spread constellation point
Z|x.[m)» Which may be formulated as defined in (1), which is broadcast by the BS during fHe
SCMA transmission block. We assumed furthermore that all
v the codewords and their associated components are drawn
Zixufm] = { X € 27X = fam | Xu[m] + Z Xv ) (5 independently from the probability density function (PDF)
oFu P (XL) = [I,., p (x}). According to the system model
v of Section II-A, the codewor&X’ is actually embedded in
Xpeufm] € Lixalmls | Lixulml| = Mpu = H M,, (5) XL - [x!,x2,...,x"], which is the final symbol sequence
5;5 broadcast by the B'S However, as mentioned in Section
1I-B, instead of determining which specific instantiatioh o
XL is transmitted in the SCMA downlink of Fig.1, the
u!™ MU only attempts to decode its information-bearing
[ CP-Cloud: Constellation Points Cloud | COdEWOdeXﬁ :
Hence, similar to [33], the pairwise error probability of
the codewords averaged over the set of randomly generated
codewordsZ;” observed at‘" MU is given by

wherexy, ) represents an element of 5 (..

u" user-specific /
SCMA codebo?lzl

L
= H Z Z p (Xﬁ) p (Xﬁl) Aiﬁ—mﬁ’ ) (6)

=1 \xteZuxt'eZ.

L
( Z Z p(Xu)p(Xu/) Aiu%xu’> ,A> 0,

Xu € Zu Xu' €EZu
(7)

whereXLZ — Xﬁ' represents a pairwise error event, when
XL is transmitted, but during the ML detection, it is
Fig. 2: Partitioning of the synthetic SCMA codebook fromincorrectly decoded t&Z’. Then, the equivalence between
the perspective of thet” MU, where M, = 4 is adopted (6) and (7) relies on the assumption thafx’,) obeys an
as an example. The synthetic SCMA codebook consistsidfd distribution andx’ has the same alphabet ot;,,

all filled dots, while theut" user-specific SCMA codebookregardless of its block index. Furthermore, A} . |

consists of all solid triangles, which are regarded as airtuis the Chernov parameter defined in [33, 6.8-10]. Conse-
cloud centers. guently, the codeword-level error probability averagedrov

the ensemble of2; for the u’* MU is given by

The resultant group o{%xu[m]}f‘fgl actually realizes P. < Z Pxr ,xt = (2’“ —1) “Pxr_,xw

a partitioning of the synthetic SCMA codebodk, which XLeak

is visualized in Fig.2, where?|, (., represents theri:*" Xy AXy

constellation point cloud (CP-Cloud)” of tha** MU. <2 Py xir < 2 Lo N =R X > 0,
Furthermore, as shown in Fig.8,[m] may be labelled as (8)

. th ~p. .
the virtual center of th'en CP-Cloud. Hence, if we only where we have2® — 20'f — oL while R, — k
concentrate our attention on the cloud centers of Fig.3, the

b e represents the coding rate expressed in terms of bits per
happen to construct the” user-specific SCMA codebook - . . . .
h ) multidimensional signal period. Moreover, we stipulatatth
Z.. As aresult, au'” MU, the decoding process become

— A
equi\'/alent'to determining the specific CP-Cloud, which thﬁgo,iz7s)\h)o;vn_iaofé)[,li)r[oA\/r&;ixﬁl\Qt.We have. < Ro(p, \),
received signal, belongs to. P, of theut” MU is reduced to an infinitesimally low value,
if the codeword lengthl. tends toco, which means that

1. A PPROXIMATION OF CUTOFF RATE: DERIVATIONS  rgjighle communication is achieved. Hence the maximized
AND VERIFICATIONS Ro(p, \) in (8) provides a reasonable bound &, below
A. Preliminaries which reliable communications become possible. It is also

We assume that during SCMA transmission blocks, referred to as the cutoff rate and formulated as

a subset of size2* is selected from all the possible Ry = max sup Ry(p, \). 9)
symbol sequences having a lengthIaf namely 2, for P(xu) A>0

L . . . h
transmittingk information bits of theu™ MU. Its elements 4xt is the synthetic constellation point defined in (2) and itsesacript
XL = [x}“ x2 ... XL} are referred to as codewordsy indicates the associated transmission block index.

»



Since symmetric channels are involved in our systeemploys a common modulation order af,, = 4, the
model, it has been shown in [33] that the maximizationumber of these products under the square-root operation

of Ro(p,\) in (9) is achieved by assigning = % and in (13) is close toMfu = 220 which makes it excessively
employing the uniform distribution ofp (x,) = ﬁu complex to directly solve the associated integral in (13).
Correspondingly, by exploiting (7), (8), and (9), we arrivélence, we will attempt to obtain reasonable bounds for the
af system’s cutoff rate. Furthermore, according to the specifi

form of the Bhatacharyya parameter of (11), we conclude

M, M,
v v thatVm = n : A,,,, = 1. Hence we may pay more
R ! . . - .
Bo = ~log, Zl Zl P (xu[m]) p (%, [7]) A | attention to the situations af» # n during the ensuing
<. e, analysis.
10)

whereA,,_, , is a simplified notation of the Bhatacharyya

) , o 1) In AWGN ChannelsAfter applying Hslder's inequal-
parameteA, i) x, [») defined in [33], which is given by

ity [36] to (12), we arrive &

Am—> n —

|/ veomTsme v T dy | an. )

The variables ¥, h” utilized in (11) have the same M, M,
def|r_1|t|ons as that stipulated in (4). Slnce.z_throughout th|§ Z p(y | x[i]) Z p(y | ¥[j])
section we always concentrate on a specific MU, the origi- i=1,€ j=1,€
nal subscript: is omitted for compactness of expression in Zlxulm) Zlxuln)
Section lll. We assume that perfect channel state estimatio M,
is available at the receiver represented by the channel > Y Ve Ixl)py [ x[]). (14)
impulse response (CIR). Furthermorep (y,h | x,[m]) Bi=1,

. - . (1,j)eP
in (11) equals to the average probability that a certain !

pair of y,h are observed at the receiver, given that an
arbitrary symbol pertaining to thes*” CP-Cloud of Fig.2
is transmitted. According to this definition and with the aid
of Bayes's theorem, the Bhatacharyya parameter may bee right-hand side of (14) hasa/|, products. In more
rewritten as (12), (13). detail, we firstly select a pair of filled dots in Fig.2
According to the philosophy behind the Bhatacharyylay ensuring that one comes from the!* CP-Cloud,
parameter [33], as indicated by the under-braces in (1®hile the other from then!” CP-Cloud. This pair of
the components under the square-root operation in (12) agnthetic constellation points may be simply labeled by
tually represent a cloud-style categorization of the psiew (i, j) and determines one of these product items given
error events, which is in accordance with the cloud-styley p (y | x[i]) p (y | x'[§]). Then, similarly, we select the
codebook partitioning demonstrated in Fig.2. It implieatth second pair of filled dots from the remaining part of the
only the specific decision, which results in an inter-cloudn'* CP-Cloud as well as from the remaining part of the
transition in Fig.2 will constitute an error-event. Hentteg  n'"* CP-Cloud, respectively, for formulating another product
number of decision regions involved in the ML detectioitem. This procedure continues, until all tiig, pairs of
process becomes identical to that of the CP-Clouds. (4, ;) have become specified. Obviously, a sef\@f, pairs
of (i, ) obtained throughout the above-mentioned process
B. Approximation of Cutoff Rate for Both AWGN an§OMPIEtes a point-to-point pairing between two different
Rayleigh Channels CP-Clouds of Fig. .2, ylelt_jlr]g the set c@ !n (14). The
number of all possible pairing patterns is identical to that

Recall from Section lll-A that in the integral of ¢ 5 possible permutations a¥f|,, objects, which is given
(13) a square root of the double sum of the produc[ﬁ, the factorial ],

“p(y | h,x[{])p(y | h,x'[§])" is involved. For example,
in a SCMA system supporting 6 MUs, where every MU Since AWGN channels are considered, batandp(h)
in (12) may be fixed to unity. Hence, after substituting the

My My
5In  (10), the complete form of Zl . is actually
m=1, n=1,
EXu €EXu
M, My, ) ) L
21 21 . The subscript of the summations was simplified
m=1, n=1,

xu[m]€E Zu x!, [n]€ Xy

here for the sake of arriving at a compact formula that fite mtsingle

journal column. This operation will be also applied to othe@milar 6We have considered a range of classical inequalities anddfdbat
equations. Holder's inequality provides the tightest bound in the setsidered.



M, M,
p(h ) .
Apmsn =/#/ > p|hxl) > p(y|hx[j])dydh, 12)
| i=1,e j=1,e
Xy [m] Xxy [n]
from mth CP—Cloud to nth CP—Cloud
(h) My My
P .
- [P > O Ibxi)ply |Gy b (19)
My i=1,€  j=
P e (] %\xu[n]

inequality of (14) into (12), we arrive at Ym =mn: A,,, = 1, we obtain an upper-bound of
A the cutoff rateR, for the SCMA downlink operating in
m—n .
M AWGN channels, which may be formulated as (18).
1 u
L > /\/P (v [ x[i])p(y | X'[j]) dy Then, for the sake of deriving the lower bound of the
e (ijﬂ)elg, cutoff rate, we may invoke the following simple inequality
1 % /\/ 1 _ly=x[i]12+|y—x'[7]]? i
E — ¢ No y
My, 4=, (mNp)2?
(i.5)e2 My My
(15) > Z p(y | x[i)p(y | x'[])
. 1112 —
| % It / R e e Frn) Fooura
= e 4N e No y ulm xq [n]
]Wlu ig=1; (WNQ)Q My, My,
(i-)e < Y Z Ve Ixli)p(y [x[]).  (19)
1 % xli =112 (16) ;[‘ L e] %*
e —— e 4N , X [m Xq [
My 52,
(i,j)e?

where (15) is based on the fact thafy | x) is the joint

PDF of Q multivariate Gaussian random variables. Thedfter substituting (19) into (13) and fixing, p (h) to unity
multivariate Gaussian random variables have been referf@§ AWGN channels, we arrive at

to in the sentences below (4) adg = o2. Then, with the

aid of (16), we are capable of obtaining a range of lower

bounds ofA,,_, ,, where each of them is associated with

a particular pairing patter?. However, in order to derive Amn

the tightest possible bound, we have to maximize the right- 1 Rl
hand side of (16) Hence we may opt for M\u Z Z /\/p y | X y | X [ ])d%
i=1,€
M‘u . 11112 Z x
L 1 _ =t et ‘xu[n]
Ay A(\);/VérN = argmax M Z € o 1 el M. [xli) ' 151
@ le =1 = Z Z e oo, (20)
(i,j)€ 2 M, i=1,€ j=1,€
Mo w2 17 T He
_ NG
M‘u Z e ) ( )
1,j=1;
(4,5)E Pm,n

where #,, , is the optimum point-to-point pairing patternwhere the derivation of the integral invoked in (20) is the
between them' and n'* CP-Clouds in Fig.2, which same as that in (15), (16). Similarly, after substituting)(2
maximizes the right-hand side of (16) and hence resulo (10), and exploiting its monotonicity as well as thetfac
in a reasonable lower bound &, , ,. Furthermore, for of vy =7 : A,,_.,, = 1, a lower bound of the cutoff rate

a given synthetic SCMA codebook?,,, , is significantly R is obtained, which may be formulated as (21).
affected both by the particular choice of the pair of CP-

Cloud indicesm,n and by the actual SNR value. The 2) In Rayleigh Channels:Similar to the strategy ex-
method of finding 22, ,, will be demonstrated later in ploited in Section I1l-B1, Klder’s inequality is applied to
Section V. the generalized formula @ ,,,_, , in (12) again. In contrast
Upon substituting (17) into (10), and exploiting theo the above AWGN scenario, the major difference is
monotonicity of (10), as well as bearing in mind thatonstituted by replacing the fixed valuelofoy a Rayleigh



My, My,

1

1 M Js<li] =’ 141

R D O S = P D DI R e
o (A)E P
M, M, My, My |1 =" ]2
Lower 1 1 — N 1
Ro| awan = — logy Z 12 NE |3 _Z 2. 0 i (21)
=1, n=1,#m, i=1,€ j=1,e
€EZu € Zlxym] Zlxyln]
random variable. Hence we arrive at tightest bound as
L 1 M\u Q 1
Ansn Ray. M—\u Z H1+ x[i]w—x'[jlu]?
4,j=1; 4Ng
Apn > TR (1.1) ERm,n
. . The method of obtainingz,,, ,, will be elaborated on later
h, h,x'[j])dy| dh . i mmn
Z o] [ VoW Thxilpls ThxTliay| an e Moo
(77)6%’ Now, by substituting (26) into (10), as well as by
(22)  exploiting the monotonicity of (10), we arrive at a plausibl
1 M, 00 02 (i) =’ [7]|2 upper-bound ofR, for the SCMA downlink in Rayleigh
= p e 0 channels, which may be formulated as .
7 (h (23) ch I hich be f lated as (27)
Ju (?-,1)2610;2 0 Then, we proceed by deriving the lower bound &
’j/[ ‘ for Rayleigh fading scenarios. We find that the philosophy
1 N AN M hg, invoked for approaching (21) may be exploited again here
— Z / H e INg Y e 202 dh,, y p g '
M, o Joo o2 To elaborate a little further, when applying the inequality
(i.9)E% shown in (19), the additional random varialiés invoked.
(24)  Hence, for Rayleigh fading scenarios, (20) may be rewritten
M., @ as
1 1
=i 2 U mmmmres (25) el
lu 5=, Tw 14 N A, Z Z H
(i-§)E% men = M| 1+ \xz —x[]w]?’
=1, =1, w 4N,
P o) x\xu[n]
(28)
. . where the derivation of the integral shown in (25) is used
where the concept of point-to-point pa|r|ng Again.
Z(rar;[wlieZd tgoaindIﬁiiren(tzz)cp-l:ilrc;Emeog 5\;2'2 hal\f Finally, after substituting (28) into (10), as well as by
ploy 9 ' , ' 8xploiting its monotonicity again, a plausible lower bound
1 ly —h-x[i]|?
p(y[h, x[i]) @No)” PP 7N - For of Ry is obtained for the SCMA downlink in Rayleigh

sake of avoiding any ambiguity, in Rayleigh fadlnQ“adlng channels , which may be formulated as (29).

scenarios, a pairing pattern consisting bfj, pairs of

(4,7) is referred to as#, which is discriminated from?” ¢ verification of the Bounds Derived

in (16). Then, the inner integral shown on the right-hand
side of (22) can be solved with the aid of a similalfn
derivation to that in (15) and (16), where additionallyis
regarded to be a constant coefficient throughout the inner
integration. In (24), the subscript af represents the index
of the associated dimension. For examptéi],, denotes
the specific component of[i] at thew!” dimension. If we
assume a normalized Rayleigh distribution, we arrive at
E(h2) =202 =1.

Again, substituting different pairing pattergg into (25)
will result in diverse lower bounds. In the same spirit as
in (17), we opt for the optimum symbol-pairing pattern
of % » for Rayleigh fading scenarios, which is capable
of maximizing the right-hand side of (25) and yields the

We will now verify the cutoff rate bounds in the follow-

g steps:

o The straightforward relationship between the cutoff
rate and the union bound of symbol error probability
(SEP) is explicitly outlined.

« Verifying the lower- and upper-bounds of cutoff rate
may then be readily transformed to verifying the
upper- and lower-bounds of the SEP union bound,
respectively.

« The associated verifications will be provided in Fig.3
and in Fig.5.

« The high accuracy of our approximation of the cutoff
rate will be evidenced again more directly in Fig.7 and
Fig.8.
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As mentioned in Section |, the cutoff rate quantifiesase of the AWGN scenario, we have
the data rate, below which reliable transmission becomes
possible. Sincai%o\LOWer given in (21) or (29) is not higher UB =
than Ry, this cutoff rate function rLemains valid after replac- M, M, M, o
ing Ry by its lower bound ofR,| . However, a loose Z Z 11 Z e—w
lower bound may impair the practicality of this prediction.,, = ,,_7~,,. My | M, =1 ’
Hence the discrepancy betweRtfj|L°Wer andR, is critical. €%« €2Zu L (1:1)€ Prm,n
On the other hand, replacing, by its upper bound of (31)
RO‘Upper given in (18) or (27) may result in predicting anUB <
optimistic data rate. As stated in Section I, the relatigmsh
between the cutoff rate and the system’s capaCitgbeys % %

Ry < C. Hence, if the upper boungt;| ™" we derived ot e, M | My S S
=L n=1,7m, =14 J=4
is sufficiently tight, it may only slightly exceed the value e2. <2, L Zixulm] Elxuln]
of Ry and still be less than the system’s capacity. Hence it (32)

may be regarded as a satisfactory approximatioR@l . o1 1o sides of (31) and (32) may be simply termed

According to above analysis, let us now verify, WhethEHsUB‘izygN and UB\X&?Q;, respectively.
the system’s reliable data rate predictediy " is still According to the close relationship between the system’s

lower than the actually achi%vable level. Ithhis is trueerth error performance and cutoff rate as demonstrated in (8),
the discrepancy betweeRy| "™ and Ry| will be  as well as by comparing (31) and (32) to (18) and (21),
further investigated. we may claim that verifying whether the system’s reliable

. Upper . .
As demonstrated in (8), the concept of cutoff rate {dat@ rate predicted by%f{‘ _is still lower than the
exploited by the derivation process of our error probapilit2ctually acr,uevable level is eqU'Va'epjng verifying wreth
bound. More explicitly, based on the CP-Cloud conceffi€ System's M-SEP predicted BYB] vy is still higher

illustrated in Fig.2 and on the union bound concept [33j1an the actual performance gf.. These observations

we may arrive at reflect the effectiveness of the approximation Af,, .,
shown in (16) or (25).

Furthermore,R, E\Ij\f’g; of (18) and R, Eg’fr of (27)

| M M, as well asUB|I/;3‘V/VgN of (31) are all derived by invoking

P <51 > Y AnL.=UB, (30) Héolder'sinequality to approximata,,-,,. Hence, in order
Y m=1, n=1,#m, to emphasize this primary common characteristic among

€ e them, we can readily refer to these bounds as the ap-
proximate Chernov bound (Approxi. CB) in the ensuing

. . L L
simulations. Similarly, all the loose bounds, eRp| 1.,

wherep; represents the actual average multidimensional; Lower Upper AWGN
of (21), R, of (29), as well a?d/B of (32), ma
symbol error probability (M-SEP) at a MU. Then, the right; (21), Ro Ray. (29) ‘AWGN (32), may
) ) , be generally termed as relaxed Chernov bounds (Relaxed

hand side of (30) represents the union bounggfwhich

be abbreviated ad/B” for simplicit CB). The system parameters employed during our ensuing
may be abbreviated a or simplictty. Monte-Carlo simulation-based verifications are summadrize

In Section IlI-B, the inequalities (14), (19) were invokedn Table |. More particularly, for the sake of a fair com-
for reducing or increasing the Bhatacharyya parameter pédirison to the family of orthogonal multiple access (OMA)
A, as shown in (16), (20), which further result insystems in our forthcoming simulations, the SNR observed
the upper or lower bounds of the cutoff rate, respectivelin a specific dimension (one orthogonal CR) of a single MU
Similarly, if we substitute the same lower- and uppein an OMA system is regarded as our SNR criterion, i.e. we
bounding algebraic operations &,,_,, into (30), we haveSNR = ]’3—0 Correspondingly, owing to introducing
obtain the lower and upper estimates of ®i8. In the the amplification factor,,, into (2), the average power of a



signal transmitted by the BS Eff:l P,,. This power is dis-

tributed among a number ¢ dimensions and we assume ! m&‘; a \@\ TAWGN
in Section II-A that the complex-valued noise imposed on & P ’\t\% o ‘s Worst User’s Performance
every channel resource dimension obeys~ CN (0, Ny). S w“ IS ‘\A“Si. \
We may also assume that every MU has the same availables s .f\‘z{‘m\{?\\
= . “
power. Hence, according to the above-mentioned power= > Monte-Carlo ™. \"\g‘i\
allocation scheme, the actual SNR observed in a particularS 10°  Simulations % 5% &
. . . 5 * O\,
dimension of a SCMA MU with respect to an OMA system Ei LR N
is given byZ-Lx — £.SNR, which is in accordance withthe = ;| Rank-full .-,
Yo, g 10 Sl
multiplexing and diversity capability of the SCMA system. 7% s LR
ERE
_ 2 10’? O -weee Relaxed CB
R - (F]ull-rjnk (Fjankédeflment g SEA e Approxi. CB
umber o S = = = T
Selected MU The Worst The Worst T 00t © —ome ir?c Néchet'
Orthogonal CRs Q=4 Q=4 ﬁg 5 o Ae axe .
Normalized User-load f = 100% f=150% = * pproxi. CB
MA Technique SCMA " ——— Prac. ML Det.
Channel Model AWGN or Rayleigh 0 5 10
I\S/I'zu';imum Samples 107 (SCMA ';'Dra;;mission Blocks) SNR [dB]
u 0
Size of Every.2, M, =4

Fig. 3: Theoretical vs Simulation-based M-SEP perfor-
TABLE I: System Parameters mance, where the system parameters shown in Table | are
adopted. Furthermore, all the “Approxi. CB” curves are
O<];alculated according to (31), while those of “Relaxed CB”

In the spirit of our previous analysis in the early part . .
P P y yp 8urves are obtained according to (32).

Section 1lI-C, the theoretical results of M-SEP are verifie
by simulations in Fig.3, where again, “Relaxed CB” rep-
resents the theoretical M-SEP predictedttblg;l\Upper and

AWGN o
“Approxi. CB” is the one given bWB\ifXg} . Moreover, explicit.

“Prac. ML Det.” indicates the actual performance obtained In more detail, for instance, observe in the context of
by ML detection. theLrL%D}-most dotted curve of Fig 4, which corresponds to
Observe in Fig.3 that throughout the entire SNR regiofto | swcy N @ rank-deficient scenario that it is capable of
the theoretical M-SER given by “Approxi. CB” is always@Pproaching the right-most dashed curveSdik > 15 dB.
higher than the associated simulation-based performaré@wever, its accuracy rapidly decays upon reducing the
represented by “Prac. ML Det.”, regardless of whether theNR- It even suggests having a negative throughput for
full-rank or the rank-deficient scenario is considered. ¢¢en SNR values belowr dB, although the curve is not drawn
(31) constitutes an effective upper boundgaf which con- below 0 bits/s.
firms the accuracy of the approximation Af,,,_,,, shown We conclude that the experimental results recorded in
in (16) and implies that the reliable data rate predicted HWGN scenarios are in line with our arguments provided at
Ry X&fg; of (18) may still be lower than the system'sthe[kjjpe;geirn.ning of this subsection._Hence we may _claim that
actually achieved rate. In other wordBy | oo of (18) Ro|""™"" indeed represents a satisfactory approximation of
will most probably not violate the system’s capacity. HencBo- This conclusion retains its validity also in Rayleigh
Ro Upper may be regarded as a satisfactory approximatiéﬁding scenarios, which may be verified by the associated

of ]%T[i%NAWGN scenarios. simulation results shown in Fig.5 and Fig.6. Explicitlytho

Then, it is demonstrated in Fig.3 that in the same loadil§e comparison between the theoretical M-SEP and the
scenario, the curve of “Approxi. CB” and that of “Relaxed)raCt'Cal M-SEP shown in Fig.5 and the approximations of

CB” merge with each other in the high-SNR region O?he cutoff rate shown in Fig.6 demonstrate trends similar to

SNR > 15dB. But the “Approxi. CB” bound gets signifi- those exhibited both in Fig.3 and Fig.4. Furthermore, we

cantly more close to the associated practical performance/jould like to emphasize that the same system parameters
the moderate and low-SNR regions¥¥R < 13 dB, where as those listed in Table | are employed again in Fig.5
it demonstrates higher accuracy. This implies that the touf"d Fig.6, ex?ept th"’_‘t the AWGN channels arg replaced
of Ry Upper given in (18) will retain its accuracy both in by the Rayleigh fading channels. Correspondingly, the

AWGN 13 H ” 13 ”
the low- and high- SNR regions. By contrast, the accura?flgl{"rves labelled by “Approxi. CB” and *Relaxed CB” in
i

of R0|I;‘;;VérN given in (21) erodes in the low-SNR region 192 are given bUy terr‘e theoretical M-SEP predicted by
A S . UB and UB| >, respectively. Similar to (31) and
This is evidenced in Fig 4, where both the apprommaﬂoﬂ Ray. | Ray. '
ower pper

of Ry given by Ry 25\;)(3\1 and that given byR, ii);]vng are (32), UB\RW and UB|Ray. may be readily obtained by
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Fig. 4: Estimates of the reliable data rate of a single SNR [dB]
MU in AWGN channels. The theoretical results calculated
. Upper . I H
according t0Ro| ,ycy in (18) are de”fted by "Approxi. Fig. 5: Theoretical vs simulation results in terms of M-SEP,
" . . ower . . . .
CB” and those obtained according &| ., in (21) are where the AWGN channels considered in Fig.3 are replaced
denoted by “Relaxed CB". by Rayleigh fading channels.

simply substituting (25) and (28) into (30), respectively.
Therefore, their specific formulae are omitted due to space-

limitations.
@ Performance of the Worst User
IV. INSIGHTS OFCUTOFF RATE DERIVATION @ 25

In this section, we firstly visualize both the advantagé; Full-rank: U / € = 4/4
and disadvantage of the SCMA system by comparing it&
achievable error-free date rate to both that of the OMA an@
LDS systems. Then, a beneficial method of generating a;cg
appropriate pairing patter? for the sake of tightening ~ . |
the upper bound of cutoff rate is provided. Furthermore%
the benefit of employing our cloud-style categorization oﬁ
the pairwise error events is revealed. Finally, the specif@ 1.0 |

2.0 t e

.3 / : 1
impact of the product distance distribution is demonsdateg ,/ Rank-defi¢ient: U / Q = 6/4
4 N .
A. Comparison among cutoff rates of SCMA, LDS, an@ 0-5 //' Rayleigh
OMA = L~ S Relaxed CB
= : ;'  ———- Approxi. CB

As mentioned in Section |, the cutoff rate constitutes a
reliable metric of predicting the superiority or inferityi -5 0
of different systems. It was also discussed in Section |
that LDS constitutes another important NOMA techniquesig g Estimates of the reliable data rate of a single MU in

\;vchr:(:r;;nal-)llei:c;am ebe ':Iegc?rr:pe:r:tsh;hi ;(o)?ftrgeﬂ;? assc?r':gﬁayleigh fading channels. The theoretical results caledia

. , We wi u [ : pper . “ ;

MU in the downlink of SCMA system both to that of theéeccﬂordmg (00 ay . n (27) ar-e dencizic:r t?y Approxi

LDS system, as well as to that of the OMA system. CB” and tho“se obtained ?ccordlngRb|Ray in (29) are
This comparison is shown both in Fig.7 and in Fig.SqenOteOI by “Relaxed CB"

where the system parameters listed in Table | are employed.

Herein, the concept of both the regular LDS and that of the

1‘() 15 20 25
SNR [dB]

ot



irregular LDS introduced in [31] is employed, which are ab- ————————
breviated as “Re. LDS” and “Irre. LDS”, respectively. Then, £ Rayleigh .

the classic 4-ary QAM constellation is employed by the MU & EI;I%OZQ%%ZLAIEE;(XH ISSM A
of the OMA system for AWGN channels. By contrast, in L

Rayleigh fading channels, the conventional 4-ary QAM is f
replaced by its rotated version as advocated in [25, Fig.l]%
Furthermore, the reliable data rate of every multiple agces %
regime involved in Fig.7 and Fig.8 is evaluated accordingﬂi

to the same philosophy as demonstrated in (21).

U [bits/s]

1

d

AWGN
Employing Approxi. CB
U/Q=6/4 for Al NOMA

—— OMA: Rotated-QAM, a Random User
———- SCMA, the Worst User

Achievable Reliable Dat

o T Irr‘e. LDS, a Random‘ User ‘
O L L L L L L L L L L L L L L L L L L L L L L L L
-5 0 5 10 15 20 25
SNR [dB]

Fig. 8: Comparison among SCMA, LDS and OMA in the
scenario of Rayleigh fading channels, where the reliable
data rate of a single MU in each system is adopted as our
metric, which is calculated by exploiting (21).

—_
T

— OMA: QAM, a Random User
-——- SCMA, the Worst User
"""" Re. LDS, a Random User

Achievable Reliable Data Rate of a MU [bits/s]

-—-- Trre. LDS, a Random User complexity. Hence meritorious near-optimum solutiond wil
0. 0 5 10 5 20 ,; be discussed in this subsection. We will first consider the
SNR [dB] AWGN scenario and then extend the associated methods

to the Rayleigh fading scenario. Furthermore, a range of
Fig. 7. Comparison among SCMA, LDS and orthogon@onclusions related to the SCMA system and the particular
multiple access (OMA) in the scenario of AWGN channelghoice of the pairing pattern will also be drawn.
where the reliable data rate of a single MU in each systemFirstly, let us focus our attention on the AWGN scenario.
is adopted as our metric, which is calculated by exploitings defined in (17),%,, . represents the optimum symbol-
(21). wise pairing pattern between the'" andn!"” CP-Clouds
in Fig.2, which aims for maximizing the right-hand side of
£16). Choosing the appropriate pairing pattern consstute

It is demonstrated in Fig.7 that SCMA outperforma critical factor in terms of generating a satisfactory a
both the regular LDS and the irregular LDS right acrossro imation of the cutoff ratg as e 'dgenced in Fi 3yarf)d
the entire SNR region both in AWGN and in Rayleig : ximatl u ' Vi n 9.
fading channels. However, none of the NOMA techniques™’ . -

. 9 . . . q In order to clarify the method of determining’,,, .., let
is capable of outperforming the OMA technique in terms . . J
. , Us observe Fig.2 again. Recall that there &g solid dots
of a single MU’s performance. For example, as shown |n .

. in every CP-Cloud, which correspond to the elements of
Fig.8, even though the performance of SCMA gets close

every sub-alphabet o, ,,),m = 1,2,... and are also

to that of OMA in Rayleigh fading channels, it still cannot .
yiel g denoted as[i] or x'[j] from (12) onward. We may index

its orth I t t. The f tal . i .
excged I S or ogon.a counterpar . © u'ndamen a reastﬂg solid dots of every CP-Cloud in the same order, which
behind this trend will be revealed in Section IV-B1. - . - .

implies that a pair of dots pertaining to different CP-Clsud
but having the same index within the cloud will also have

B. Seek of an Appropriate Pairing Pattern for Tighteninghe same component (E%:l x, in (5). As a resultx[i]
the Upper Bound of Cutoff Rate andx’[j] involved in (17) g)?ﬁibits the explicit property that
As stated in Section 1lI-B, the accuracy of our approx- . Jea12 9 2

imation of the cutoff rate is determined by the specific [xli) = xH[" = fam - [ulm] = x|, (33)
selection of the pairing pattern, namely 6 or # for which means that the Euclidean distance between a pair of
AWGN or Rayleigh fading channels, respectively. Howevespolid dots having the same index equals to the Euclidean
the search for the optimum pairing pattern defined idistance between their cloud centers. This Euclidean dis-
(17) or in (26) would impose an excessive computationtdnce is also termed as “Distance of Cloud-Centers” and



illustrated in Fig.2. while employing the same constellation, power ampli-
Then, we invoke a squared matBg,. € RM«*Mw  fication factor and channel resources This is also the
whose elements at th&” row, j** column are given by fundamental reason for the phenomenon observed in Fig.7.
Ili] =’ [71]2 2) Suboptimum Realization a?: It has been clarified
Dguc(i,j) =e ™o, (34) below (14) that the number of legitimate patterns f&

| o
where the expression at the right-hand side comes froﬁﬂuzls, tc_)l_j\ﬂir" IVYhze; lcor'lsldermg the system pa;ameters
(16). Hence the matriDg, has M|, rows and each row isted in Table 1,1024! legitimate palring pattemns have to

index is related to an ordered index of a solid dot in th%e considered by the procedure of findifg, . of (17),

mth CP-Cloud. SimilarlyD e hasM|, columns and each which is excessively complex to complete in a brute-force
. u

column index is related to an ordered index of a solid d&]arlmer. vel | b ¢
in the nt" CP-Cloud. Alternatively, we attempt to replace?,,, by one o

According to the above stipulations in Section IV-BitS near-optimum counterparts, which may be found at the

the general procedure of constructing a legitimate poingpft_lOf an a;fordzt;lbltehcomputa'tllonal cgmple:(clté/. tln m,o_r N
to-point pairing pattern of?, which was described below etall, according o the general procedure of determining

(14) and above (15), now could be detailed as follows a legitimate & mtrodgcgd earlier in Section IV—_B, once
An el t at the!" 4ith col Do i an element ofDg,.(i,j) has been selected, its other
- Anelement at the roYV andy™ co L,Jmn OtDEuc IS glements also located in thig row or j** column, such as
selected and consecutively, the entite row, as well ) Y h b luded in th .
th column of De.. are deleted: DEuc(i, k) or Dy (t, 7) have to be excluded in the ensuing
asJ Fuc ! selectionsDg,. (4, 7) may be the maximum element in the

» Another element is selected from the remaining part %fntire set of elements included in either & row or the

Diue, whose size has been reducec(.M‘u — 1) rows 4t column. Then, leDy, (i, ) represent the maximum
and (M|, —1) columns. Consecutively, the above: . , i

\ o ) . element of the remaining part &g, after deleting the
mentioned deletion is applied Og,. again;

_ row and;** column. HoweverDg,.(i, k) and Dg..(t, j)
* Rei)gaththg last tIWO st'epT, ur:mE“C ;S reduced to a may also be a pair of relatively large elements. Hence it
matrix having only a singie element. is still possible that we hav®g.c(i, j) + Dl (i,5) <
Apparently, the set of indices of all the elements selectnguc(i k) + Dguc(t, ). In this case, according to the
during the above procedure constitutes a possible rea"%f%]ective function of (17), which aims for maximizing
tion of &. Then, the sum of all the selected elementg,e sym OfZ(i’j)eyDEuc(ia]’): it is better to opt for

namely_; e o DEeuc(i, j) is exactly the maximization- Dguc(i, k) or Dgy(t, §) instead of selecting the maximum
based objective function in (17). elementD.(i, j) in that step.

1) _A Particular Realization of%: .During the”above- Furthermore, we found that the elements in the diag-
mentioned procedure of constructing a legitimat, na| of Dy,., which are also used in (35) have mod-
we may always select the specific element located &lyte values among all the elements Dfs,.. Hence
the diagonal of Dgy, i.e. we leti = j for al e regardDpyc(i,i) + Druc(j,j) as a benchmark and
selected elements. The resultant pairing pattern6f compare the sum 0Dguo(i,i) + Dpuc(j,j) to that of
may then be specifically denoted b¥pi.g, which is p. (; )4+ Dp.(4,4). Then, the pair of elements resulting
given bygDi_ag ={(1,1),(2,2),..., (M, th)}- There- iy a higher sum is selected. This is equivalent to converting
fore, according t°’(33); each component in the sum @fe gptimization of a huge set, which hag, elements to
2_(i,)€ Poiay DBuc(i,J) 18 actually related to the samene individual optimization of a range of small constituent
EucI|2dean distance, i.e. t2° the Dlgtange of Cloud Centergats where each of these small sets only has two elements.
of f2m + [xu[m] — xu[n]|” shown in Fig.2. Hence, after o algorithm that performs the search for finding a near-

substituting > ; ;e o,,,,, Deuc(i, j) into the right-hand ontimum pairing pattern is summarized by the pseudo-code
side of (31), we can obtain a lower estimate of the UB¢ Algorithm 1.

of a SCMA MU, which is given by Actually, during our simulations, the optimum pairing
lower M, M., 1 P2 xulml—xun)? pattern?,, , introduced in Section I1I-B1 is replaced by its

UB‘@DM = Z Z SV Mo . suboptimum approximation of?sypept, Which is obtained
22 ":elzm-f “ according to Algorithm 1. To elaborate a little further, enc

(35) a pair of elements iMDg,. that satisfies the condition of
It is interesting to point out that the expression on thetrighthe 8" line in Algorithm 1 is detected, a performance
hand side of (35) happens to be the classical UB of a MU degradation will be imposed on our SCMA aided MU with
the single-link direct transmission scenario, which ermsplo respect to an OMA aided MU. This leads to the conclusions
the amplified constellation 0f2,. Since UB|Z;,Z6; is a provided at the end of Section IV-B1.
lower-bound estimate of the practical UB observed by a These “inferior” elements ibDg,. are due to the pairs of
SCMA MU, it implies that a MU supported by a SCMA  solid dots having a “Short Distance” between two different

system cannot outperform its orthogonal counterpart CP-Clouds, which have been shown in Fig.2. We attribute



Algorithm 1 Search for suboptimum pairing 6Psubopt  partitioning of our synthetic SCMA codebook illustrated

1: Inputs: m, n, No; in Fig. 2. The detailed reason behind this will be revealed

2: Initialization : k = 0,D € RMu>xMu; later in this subsection.

3: D = Construct-Dge, (m,n, Ny); Let us reconsider the average M-SEP of a MU, whose

4: Benchmark = 2 - D(0, 0); union bound was previously formulated in (30). Let us

5: while D.cols() + D.rows() > 2 do assume furthermore that a constellation poifif in the

6: [, /] = max-element-indexD); synthetic SCMA codebook?” is broadcast by the BS,

7: if il = j then which carries the.!” MU's information symbol ofx,, [m)].

8: if D(i,7) +D(j,4) > Benchmark then At uth MU, x[i] is detected as<'[j]. The u'" MU’s

o: Psubopt (k) = D(4,4); k + + information symbol inx’[j] may be denoted by, [n]. Once

10: Psubopt (k) = D(j,1); k + + we havem # n, a pairwise error event that incorrectly

11: else convertsx[i] to x'[j] occurs at theu!” MU, which is the

12: Psubopt (k) =D(1,1);k + + classic definition of pairwise error events. According to

13: Psubopt (k) =D(7,4); k ++ this definition of pairwise error event and by exploiting the

14- D = Del-row-col(D, i, j); union bound concept [33] again, we obtain the conventional

15: else union bound of the average M-SEP for a MU, which may

16: Psupopt (k) = D(i,j)1 k + + be formulated as

17: break 1 _ Ixli=x1]?

18: for i = k to M, do Pe = MXMZG% x'mze% c e @)

19: Psubopt (1) = Benchmark; o [1]£%u [m]

20: return. Psunopt It can be read{ijly shown that this union bound is identical
pper

to that of UB| given in (32). Hence, according to

AWGN

_ , o the straightforward relationship betweémB\gj\f’g;I and
the existence of these “Short Distances” in Fig.2 to the rower . . . .
. U . . . 0| , which has been discussed in Section IlI-C,
specific component of -1 x, in (5), which distorts WGN? ) i
R0| in (21) may be alternatively defined as a result of

a SCMA MU's original constellation of%Z,,. From this . 'AWGN . L o
. . stgl employing the conventional categorization of pasei
perspective, a CP-Cloud seen in Fig.2 may be regarde

. . . J o €rTor events.
as a dispersion of its cloud centddence, intuitively,

o _ . , It is widely recognized that the inaccuracy of the union
the criterion of designing a high-performance synthetic . L o .
. . bound in estimating the error probability is dominated by
SCMA codebook for improving the performance of a

o . . . ~, the discrepancy between an original decision region and
specific MU is that of concentrating the dispersed solid pancy J g

its extended version in a simplified binary constellation
dots of a CP-Cloud around the cloud center as close as . .
L . ) o . based system. Intuitively, the higher the number of the
possible in a specific MU’s partitioning diagram

. ) . . iginal decisi i involved in a detecti Igarith
3) Extension to Rayleigh Fading Channele phitoso- .t 007 L0 e ey becomes. In
phies introduced in Section IV-B1 and Section IV-B2 ma g pancy )

. : . . . he system model considered herein, the number of deci-
also be directly applied to Rayleigh fading scenarios. In . . . .
. . slon regions required by the conventional categorization o
contrast to the AWGN scenario, the only difference for . . . .
aHrW|se error events is as high ag, - (M, — 1) + 1.

the Rayleigh fading scenario is that a new square—shapP . . . .
matrix, namelDp,.q € RMi« <M is defined for replacing (E,}orrespondmgly, the actual decision region of every filled

Dy, in (34), whose element at thé* row and;™ column dot'in Fig./2'is very small. Fgr example, the actual decision
is given by region ofx’[j], name'IyAConv .IS represented by a pent'agon
seen at the bottom-right of Fig. 2. Hence, when applying the
1 union bound to approximate the pairwise error probability
(36) of Pypij—x'[5]» Aconv Will be replaced by a half area of the

o ) ] entire coordinate plandy,.;;. Therefore, the inaccuracy of
Hence similar conclusions may be obtained, but the detaﬂlﬁs approximation is proportional tpai — Avon . By
are omitted owing to space-limitations.

Q

DProd(iaj) = H

w

[x[i]w —x'[ v]w|2 '
1+ 4Ny ’

contrast, the number of decision regions required by the
] o ) cloud style categorization of pairwise error event is only
C. Benefit of Cloud Partitioning of Synthetic SCMA CodeMu, which implies that only the pairwise error events such
book asx, [m] — x,[n] are taken into account. Explicitly, the ac-
It has been evidenced in Section I1I-C by Fig.3 and Fig. thal decision region of,, [n] may be visualized by the cloud
that Ry i@’v"é; in (18) provides a more accurate approxicentered around,[n], which may be denoted byl.iouq
mation of the cutoff rate tharR, KXE\I in (21), which that is significantly larger thar..,,. Consequently, when
retains an adequate accuracy even in the low-SNR regiapplying the union bound theorem, the inaccuracy of the

This phenomenon actually benefits from our cloud-stylpproximation becomes proportional td.ir — Acioud|-



Since Acjoud > Aconv, the inaccuracy imposed by employ-
ing the union bound theorem will be significantly m|t|gat§d. ' B Fullrank: U/Q—4/4
Furthermore, when employing the system parameters listed B Rank-deficient: U/Q=6/4
in Table I, the number of decision regions increases from
4 to 3073, if the could style categorization of the pairwise 0.8
error event is replaced by the conventional categorization &
This is the reason for the poor performancemﬂing. 3
The above-mentioned trends and findings remain true”‘é 0.6
also in the context of Rayleigh fading channels. It is % SNR = 25 dB
also evidenced by the trends of Fig.3, where the SEP £
bounds approximated by “Approxi. CB” get more close
to the Monte-Carlo simulation-based results than the SEP S
bounds approximated by “Relaxed CB”. Hence, based on

0.4

curre

our discussions in this subsection, we may conclude that “?

our approximation of the cutoff rate of SCMA system ben-

efits substantially from the cloud-based partitioning & th o mm -

synthetic SCMA codebook in both AWGN and Rayleigh 500 1000 1500 2000 2500 3000 3500 4000 4500 5000
fading scenarios. Product Distance

Fig. 9: Distribution of short product distances for the
synthetic SCMA codebook of either the full-rank or of

o . the rank-deficient configuration, whefNR = 25dB is
It has been demonstrated in Fig.5 that in contrast Eﬁjopted.

the full-rank configuration, the performance of the rank-
deficient configuration operating in a Rayleigh fading sce-

nario only incurs a slight degradation in the high-SNR . . .
regions ofSNR > 25dB. Below we would like to reveal where both AWGN and Rayleigh fading scenarios have

. . . n evaluated. It r r the entire SNR region
the main reason behind this phenomenon. been evaluated. Its accuracy across the entire S eglo

. . . has been characterised by the associated theoretical dis-
The product distance between two constellation points y

was defined in [24, (9)] and it is widely recognized tha(fussmns and experimental evidences. Furthermore, a range

o . .of insights into our derivations have been provided. For
the performance of a constellation in fading scenarios . S .
example, some general guidelines of designing a high-

is determined by the distribution of all of its legitimate . .

. y . g erformance SCMA codebook have been provided, which
product distances. Naturally, the specific number and value . . :

. . were also summarized by sentences in boldface in Sec-
of the short product distances plays an important role.
o . tion IV. The advantage of SCMA compared to LDS has
Hence the distribution of product distances recorded fo )
also been demonstrated. The drawback of applying the

the synthetic SCMA codebook of either the full-rank or . o L
onventional categorization of pairwise error events ® th

of the rank-deficient configuration is investigated in Fig. A
. . . - cutoff rate derivation in the context of SCMA systems has
Particularly, the product distances higher than ten tlmef
also been revealed.

of the shortest product distance in the same constellation
are excluded from the statistics owing to their negligible
impact.

Observe in Fig.9 that although the rank-deficient configuFl] G. Golub and C. V. LoanMatrix Computations Baltimore, MD:

; ; o ; ; The John Hopkins University Press, 3rd ed., 1996.
ration results in a lower minimum product distance than it L .
P 2] P. Botsinis, D. Alanis, Z. Babar, H. Nguyen, D. ChandraXSNg,

full-rank counterpart, encountering this minimum product * zng L. Hanzo, *Quantum-aided Multi-User Transmission innNo
distance has a low probability. Hence, the rank-deficiedtan  Orthogonal Multiple Access System$EEE Accessvol. PP, pp. 1-
full-rank configurations exhibit a similar product distanc _ L July 2016.

. . . %3] L. Welch, “Lower Bounds on the Maximum Cross-Correlatio
distribution This fact suggests that the performance of " of signals” IEEE Transactions on Information Theoryol. 20,

the rank-deficient configuration is expected to be only pp. 397-399, 1974.

marginally inferior to that of the full-rank configuration, 41 M- Rupf and J. Massey, “Optimum Sequences Multisets fgn-S
9 y 9 chronous Code-Division Multiple-Access Channel&EE Transac-

especially in the relatively high SNR region. This is in line  ions on Information Theorwol. 40, pp. 1261-1266, Jul. 1994.
with the situation demonstrated in Fig.5. [5] P. Viswanath and V. Anantharam, “Optimal Sequences anoth S
Capacity of Synchronous CDMA System$EBEE Transactions on
Information Theoryvol. 45, pp. 1984-1991, Sep. 1999.
V. CONCLUSIONS [6] L. L. Yang and L. Hanzo, “Slow Frequency-Hopping Multica
. . - . . rier DS-CDMA for Transmission over Nakagami Multipath Fagli
In this paper, we derived a beneficial approximation of Channels,”IEEE Journal on Selected Areas in Communicatjons

the cutoff rate of SCMA downlink broadcast channels, vol. 19, no. 7, pp. 1211-1221, 2001.

D. Distribution of Product Distance in Rayleigh Fading
Channels
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