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Local indicators of chronic morbidity are needed to conduct needs assessments, plan health care services, allocate funds and monitor health inequalities. Model-based estimation is increasingly perceived as a possible avenue to enhance future local population health statistics methodology. In the UK, model-based small area estimation attracts particular interest both as a possible alternative to traditional population census enumeration and as a way to expand the range of indicators currently available. These methods however remain complex and still neglected in official statistics production. The present thesis brings applied contributions to this field by examining the potential of model-based estimation in England and Wales. First, a systematic literature review identifies the latest statistical developments and key methodological weak points. This informs the designs of three empirical academic papers designed around 2011 census health outputs. The first study builds two models predicting the crude prevalence of long-term limiting illness and self-rated health, and examines their reliability compared with 2011 census estimates. Secondly, an observational study analyses the spatial structure of morbidity for twenty age by ethnic groups in 2011 census long-term limiting illness data. This assesses the potential to borrow strength across space and demographic groups, and to improve prediction efficiency. The final study proposes a survey design approach determining sample size requirements to achieve a desired level of statistical reliability. It is tested in a simulation study on 2011 census long-term limiting illness data. Together, these contributions provide applied testing work on well-established European population health indicators which inform the reliability of model-based estimation methods in a UK context.
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Chapter 1

Introduction

Public health agencies and health care organisations demand increasingly comprehensive baseline data on local risk factors and health outcomes in order to fulfil a range of analytical and strategic needs. To this end, they traditionally rely on sources of public health information such as government surveys; locally commissioned surveys; death registrations; hospital activity statistics and school measurement programmes. Yet, many of these sources become unreliable when it comes to making inferences for very small geographical areas such as wards. In particular, survey estimates are often subject to unreasonable sampling error. While locally commissioned health and lifestyle surveys have in the past produced more reliable estimates, rising costs of fieldwork and nonresponse rates have gradually discouraged their use. As a result, data from decennial censuses are sometimes the only source that can be relied upon to produce official statistics with high levels of granularity, that is, for very small population groups defined as a cross-classification of demographic traits and area of residence. Yet, census information comes with three key limitations. First, decennial UK censuses collect a very narrow range of health indicators: limiting long-term illness (LLTI), self-rated health (SRH), provision of unpaid care, and long-term sickness/disability. More focused aspects of specific diseases and behavioural risk factors are absent from census questionnaires. Second, outputs are only produced every ten years, which is often insufficient to monitor progress against public health objectives. Third, censuses and large population surveys are costly exercises. The UK government is seeking more cost-effective ways to produce population statistics, following the example of other nations that successfully phased out their own censuses. There is potential to use new methods and sources of data to respond to the range of challenges posed by this context.
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1.1 Existing research

Work is needed to ascertain the potential of developing new techniques to address the need for small area information and the shortcomings of existing data. A range of statistical techniques collectively known as model-based small area estimation (SAE) have been put forward which share a reliance on statistical modelling to predict a parameter of interest across a set of small geographical areas or some other population subdivisions. Substantial research effort has been dedicated to them internationally. The UK Office for National Statistics (ONS) has conducted successive model-based SAE trials (Heady and Ruddock, 1996; Heady, 2003; Heady et al., 2003). Three successive European Framework Programmes have encouraged international collaboration on the development of statistical estimators, published software implementing these methods, and considered feasibility constraints for national statistics production, particularly around poverty and social exclusion indicators (AMELI, 2011; Heady and Ralphp, 2005; SAMPLE, 2011). With regard to health statistics, the UK Department of Health has prompted research on small area indicators of lifestyle and behavioural risk factors (Pickering et al., 2004) and government departments regularly commission similar outputs (UK Department for Business Innovation & Skills, 2012; Ipsos Mori, 2007; Public Health England, 2014c, 2015). We also note concomitant work on consolidating transnational population health information with the European Core Health Indicators tool as well as the Life and Health Expectancy Information System (Kilpeläinen et al., 2008; Public Health Evaluation and Impact Assessment Consortium, 2013; Robine et al., 2013). Comparable work is under way at the US Centers for Disease Control and Prevention and elsewhere globally.

1.2 The problem

This international research and development effort bears testament to the continued interest in making health indicators available and comparable across areas, whether on a regional scale (countries and states), or on a more local scale (political and administrative localities). A recent impetus for this interest has been the UK government’s ambition to abolish traditional decennial censuses (Maude, 2014). Planning work has been conducted by the ONS under the Beyond 2011 methodology task force between 2010 and 2015 (ONS, 2014b), and thereafter as part of the Census Transformation Programme (ONS, 2016b). The task force has reached the conclusion that ‘different and more complex methods than those currently applied
1.2. The problem

by ONS will be required to apply SAE methods and there are likely to be significant challenges to their development including identification of suitable data sources to provide the covariates required’ (ONS, 2013f, p. 24). There remain significant methodological unknowns in relation to:

- the existence of reliable models meeting, for a range of census topics, a set of relevant quality and reliability criteria to be determined—a consensus remains that ‘the lack of model validation has been a significant impediment to developing robust small area measures on which policy and resource allocation decisions can be reliably based, potentially impeding the acceptance of estimation models by policy-makers’ (Smith et al., 2011, p. 618);

- the sampling design requirements of each of these models, which presupposes extending the range of survey planning methods;

- the existence and reliability of sources of data supporting model-based SAE—the ONS (2013e) has noted that the discontinuation of the census would decrease ‘the amount of detailed, small area data available for use as auxiliary information in the models. Census variables are used widely in existing SAE models, both at ONS and internationally and the impact on modelling outcomes and estimator viability of replacing these variables with covariates from administrative or survey sources is being investigated.’

The motivation for this doctoral research is driven by these three methodological gaps. An original call for proposals entitled ‘Estimating the 2011 Census Geography for Health Care’ was issued by Prof Graham Moon during Spring 2012. This call aimed to promote alternative ways to produce population health information, taking into account the uncertainty that model-based methodologies were capable of meeting the requirements of UK census outputs in the future. It was issued with an emphasis on validity and feasibility assessment:

‘We envisage a five stage approach that will involve simulating a robust, accurate and valid synthetic small area baseline population with age, sex, ethnicity and marital status characteristics, comparing this synthetic population to 2011 census (available in autumn 2012), development of multilevel models using routine census data (e.g. Labour Force Survey, General Lifestyle Survey, Health Survey for England) on census ‘health’ variables (disability, carers, limiting long term illness), identification of small area synthetic estimates of the selected variables, and validation against 2011 census output.’

A proposal was developed for this call on the basis that this validation work should be completed with due consideration for recent developments in model-based
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SAE, particularly robust estimation, spatial modelling, and the reliance on administrative data. It also incorporated the need to review model-based methods and develop survey design and planning tools in addition to this validation work.

1.3 Thesis scope and structure

The present thesis aims to contribute towards a better understanding of model-based SAE techniques, a consolidation of approaches to validating their statistical designs, and the demonstration of effective implementations for official statistics on morbidity. Within these aims, we focus on the bias and efficiency of applying model-based estimation to existing census health indicators.

The body of this thesis commences with a chapter examining the need for small area population health statistics in the public and academic sectors. This highlights substantive gaps to be addressed with new methodology. Chapter 3 introduces the basic concepts and terminology of model-based disease mapping and SAE. It appraises both the methodological and applied literatures around techniques applicable to population health indicators. This informs the design of three empirical papers, which are introduced from the viewpoint of their research objectives and designs in chapter 4. The papers themselves are included in chapters 5 to 7. A final chapter 8 sets out the overall contributions of the thesis and discusses its limitations and implications for future research and policy.
Chapter 2

The Case for Small Area Population Health Statistics

2.1 Concepts of public health intelligence

2.1.1 Data, statistics and information

Public health is defined by the Faculty of Public Health (2016, p. 2) as ‘the science and art of promoting and protecting health and well-being, preventing ill-health and prolonging life through the organised efforts of society.’ To understand the role of statistical modelling in supporting public health action, this first chapter begins with an examination of how data are turned into information. Doing so requires to draw out the range of functions assumed by public health information.

In the US, the concept of ‘public health surveillance’ appeared in the 1950s in infectious disease medicine, only to attain academic and institutional recognition twenty years later (Thacker and Berkelman, 1988). Its current definition ‘encompasses the continuous collection of health information; evaluation, analysis, and translation of data into knowledge about the health of communities; and communication of that knowledge to the public and to public health staff, policy makers, and others positioned to take action’ (Smith et al., 2013, p. 231). Prominent examples include syndromic surveillance systems, outbreak detection, behavioural risk factor surveillance, health inequalities monitoring, and studies of the burden of health of certain risk factors. The UK public health profession interchangeably uses the equivalent phrase ‘public health intelligence’ to designate the functions of ‘surveillance, monitoring, and assessment of health and the determinants of health, plus the development of the public health evidence base and knowledge’ (Faculty of Public Health, 2014, p. 1). This wider definition places further emphasis on interventional
research evidence (including cost-effectiveness evaluation), as well as two activities which have acquired particular importance in the UK: health needs assessments and tackling health inequalities. A more governmental and holistic view is that public health intelligence is ‘a core public health function that ensures the right information is available at the right time and in the right place to inform public health decisions and actions’ (UK Department of Health, 2012, p. 5).

‘Surveillance’, ‘intelligence’ or ‘information’ thus refer to data which have been gathered, processed, validated and analysed in a way that can be made sense of in terms of (a) understanding the underpinning mechanisms and the significance of health problems (needs assessment), or (b) making policy decisions (public health action). The role of the intelligence function is to convey information with the help of definitions, units of measurement, standardised indicators and user guides, allowing for intelligibility, comparability, auditability and accountability.

A further specificity of the public health intelligence function when compared to medical statistics is its focus on population representativeness. Public health is characterised as a ‘population-based approach’ by the UK Faculty of Public Health, in other words ‘a framework characterised by a broad definition of health, that recognised determinants outside the health care system, and explicitly acknowledged trade-offs between investing in health care and investing in other social goods’ (Diez Roux, 2016). This focus has a continued justification due to the existing tension between prevention and health care, which has been highlighted by economists (Evans and Stoddart, 1990). This affects to a very large degree the set of indicators, data sources and methodologies privileged in public health intelligence, which cannot only rely on clinical sources of information.

With these lexical considerations in mind, it is worth considering what public health information is made up of, that is, what tools, constructs and definitions make it possible to extract information from data. The remainder of this first section introduces formal concepts of public health information with specific relevance to local analytical needs. Section 2.2 then reviews uses of this information by health organisations, highlighting drivers of an increasing demand for local population health information available with very high levels of granularity. Section 2.3 reviews modern developments of local public health information in a UK context and particularly in England. Public health intelligence has been influenced not just by reorganisation of government and health care organisations, but also by changes in the way data can be collected and accessed. Particular emphasis is placed on existing methodological limitations and consequences of the review led by the ONS into the future of the decennial census. Finally, a section 2.4 summarises key aspects and
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considers the potential role of statistical modelling in addressing current challenges.

2.1.2 Morbidity, mortality and summary health indicators

Concepts of health are usually framed according to the definition of health by the World Health Organisation (1948) as ‘a state of complete physical, mental and social well-being and not merely the absence of disease or infirmity’. This corresponds to a wider approach comparatively to strict clinical and biomedical diagnoses nomenclatures. A wide perspective on health also implies definitions and measurements across the whole natural history of disease; taking into account the successive stages of an illness, including risk factor exposure (social, behavioural, environmental, genetic and clinical determinants of health), biological onset of disease, onset of clinical symptoms, patient presenting complaints, medical diagnoses, therapeutic decisions (prescription, operations and other care interventions), health outcomes, vital and health events (including death), overall burden of disease (quality of life, functional measurements, degree of limitation). These concepts demand closer examination in order to understand information needs of health agencies.

In clinical terms, health and illness are usually qualified at the diagnosis phase as medical conditions listed under classifications of diseases (World Health Organisation, 2011), mental health disorders (American Psychiatric Association, 2013) or functional ailments (World Health Organisation, 2001). In accounting terms, this can be measured from health care records or from self-reports of doctor diagnoses by individuals themselves.

In public health and epidemiology, however, morbidity is studied under a wider variety of ‘health indicators’ which can relate to a health status determined by an appropriate tool such as a quality of life questionnaire, a screening form detecting hazardous drinking, a census or a household survey questions on disability or subjective/perceived health.

Disease definitions are complex to operationalise for the production of population-level official statistics. Performing clinical examinations and diagnoses on a wider population than the one encountered in health care settings is not only costly, but the construct validity of such a measurement is not evident. The International Classification of Diseases (ICD) is largely designed for diagnoses made in a clinical setting; it is determined by a patients’ presenting complaints and access to health care. In some diseases, however, simple physiological measurements can be taken which are sufficient to predict an ICD diagnosis even if the condition has not yet been diagnosed by a medical professional. Examples frequently encountered in
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health examination surveys include chronic kidney disease or chronic obstructive pulmonary disease.

These measurements remain more costly and cannot be implemented in large household surveys or in a census. This is why alternative self-reported indicators have been developed over time. Some of them have a clinical origin, for instance the EuroQOL five dimensions quality of life questionnaire (EuroQol Group, 2009) or the short-form health survey (Ware and Sherbourne, 1992). Simpler indicators have been developed for population investigations; a very common one is SRH, which has become ubiquitous in European surveys, patient experience and health improvement initiatives. Respondents are asked to rate their present health state on a scale of one to three or five. It is used widely in epidemiology, demography and economics to study health needs in different populations and across the life course. Another common indicator is the chronic illness question or LLTI. Both of these indicators are the object of a more detailed overview in sections 4.3.1 and 4.3.2.

Many population indicators can be combined with mortality rates into summary population health indicators (Gold et al., 2002; Murray et al., 2000). Such indicators have emerged as a necessity due to the rise in burden of disease concomitant of the extension in life expectancy. Life expectancies such as the healthy life expectancy (see Figure 2.1), the disability-free life expectancy, or the handicap-free life expectancy rely on Sullivan’s (1971) method to collapse mortality and disability indicators into a single measurement of quality-adjusted life expectancy at birth. More complex summary population health indicators known as ‘potential years of life lost’ focus on either a specific cause of illness present on death certificates, or on exposures to a given behavioural or environmental risk factor which has to be estimated to produce an attributable fraction estimate (Murray et al., 2003; World Health Organisation, 2009). Healthy and disability-free life expectancy estimates

Figure 2.1 | Diagram of life history and summary population health indicators
are produced on a regular basis in England using SRH and LLTI survey questions (Smith et al., 2010), and there is interest in publishing them for small geographical areas in order to measure inequalities (ONS, 2013g).

To summarise, health is measured under a variety of constructs, at different stages of the history of disease, and in relation to various stages of life and time periods. These constructs correspond to the specific information needs of a variety of public health functions.

To conclude this brief overview of measurements of population, the emphasis on assessing need at a very small geographic level is a distinct characteristic of research carried out since the eighties. The interest in morbidity and disability prevalence from other sources than hospital and primary care has led to the establishment of uniform definitions and methodologies. In addition, there has been a rising interest in the measurement of burden of disease in terms of healthy life years lost, severity of limitation, care provided by relatives, as well as its contextual determinants. Such indicators have proved to be more relevant to assess the health care need and use, not only in terms of hospitalisation, primary and social care, but also in terms of avoidable mortality, activity limitation, dependence.

### 2.2 The functions of local public health intelligence

#### 2.2.1 Needs assessments and health care planning

The process by which a doctor examines his or her patient, reviews the existing biomedical evidence base, and determines an appropriate treatment can be metaphorically extrapolated to the population level. Key questions that occur in local public health departments are: what are the community’s health problems; are there effective interventions; what is the cost of such interventions; and are there gaps in information on the health of the community?

‘Medical need’ has been defined as ‘the medically modifiable morbidity (illness) burden of a defined population’ (Fries et al., 1998, p. 71). Wright et al. (1998) have argued that health needs assessments are required to circumvent a ‘top-down approach to providing health services, which relies too heavily on what a few people perceive to be the needs of the population rather than what they actually are’ (ibid., p. 1310). This widely accepted view is motivated by seminal research on health inequalities highlighting the unequal access to health care and the absence of straightforward relationship between health needs and care utilisation (Last, 1963; Tudor Hart, 1971). This was further evidenced in subsequent investigations of socioeco-
nomic gaps in health outcomes (Whitehead et al., 1992). As a result, community health assessments require a very strong grasp not just of the most effective prevention and treatment strategies, but also the specific determinants driving the health of any given local community. This presupposes access to information on key risk factors in the local community as well as their significance in terms of quality of life and economic burden.

Health needs assessment, despite a long history in the UK, have been the object of a renewed attention in the 1990s, when they came to be regarded as ‘an objective and valid method of tailoring health services—an evidence-based approach to commissioning and planning health services’ (Wright et al., 1998, p. 1310). The purchaser-provider split acted in 1989 vested statutory obligations in needs assessments, with commissioning defined as ‘the process of assessing the needs of a local population and putting in place services to meet those needs’ (UK Department of Health, 2010, p. 54).

In the aftermath of the Health and Social Care Act 2012 (c. 7), Clinical Commissioning Groups (CCGs) were established and given the charge of arranging for the provision of medical services or facilities as they considered appropriate in relation to the National Health Service (NHS) Constitution and other national policy. The Health and Social Care Act 2012 (c. 7, s. 14) provides that CCGs fulfil general duties to secure improvements in:

(a) the physical and mental health of the persons for whom it has responsibility, or

(b) the prevention, diagnosis and treatment of illness in those persons.

Simultaneously, the Act handed some of public health responsibilities previously controlled by primary care organisations and the Department of Health over to upper tier local authorities and their Health and Wellbeing Boards (HWBs) (UK Department of Health, 2011b). A population-centred approach to commissioning at the local level was to be strengthened thanks to the co-operation of boards, local government and CCGs and formalised into Joint Health and Wellbeing Strategies adopted by local authorities following a Joint Strategic Needs Assessment.

These developments explain current challenges in terms of providing the detailed intelligence and skilful planning needed to determine priorities and organise services at a local scale. Richer evidence is needed on the health of local populations, and the conditions in which such evidence can be collated and published have evolved considerably. Local public health information gaps have been one of the key motivations behind the World Class Commissioning programme launched in 2007. The Department of Health and the Health & Social Care Information
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Centre (HSCIC) subsequently took initiative to develop a basket of indicators available to commissioners, either by

- aggregating and updating the output of existing statistics such as census data, the HSCIC’s Compendium of Population Health Indicators, the Local Basket of Inequalities Indicators (Fitzpatrick and Jacobson, 2003), or the joint strategic needs assessment (JSNA) core dataset;
- or by developing new statistical outputs, for example indicators on healthy behaviours (NHS Information Centre, 2005), or more recently NHS England’s regularly updated CCG outcomes indicator sets (see for instance NHS England 2012).

Local populations vary considerably in their mental health needs and commissioning should respond to that. But there is a lack of good quality local information on population needs, including unmet needs, which is important because those who are in most need may be less able to seek help. Poor use of evidence by commissioners may be the reason why the fivefold variation per person in NHS budget for mental health services does not seem to follow known patterns of prevalence or need but appears to be almost random. *(ibid., p. 30)*

Overall, the gradual devolution of commissioning and public health in recent years justifies the development of a strong and disaggregated evidence based to support specialised prevention and care plans likely to meet local need. Despite the government’s World Class Commissioning programme and efforts by the NHS to provide relevant indicators for local strategic planning, there remains scope to improve intelligence supporting commissioning, especially in areas where prevention and specialised commissioning are required.

2.2.2 Policy evaluation and monitoring

Population health data have a long history of informing public health action in domains as varied as sexual and reproductive health, smoking cessation or medical case finding initiatives. Many of the health service performance objectives are monitored using administrative data, as is for instance the case with the English Quality and Outcomes Framework (NHS Digital, 2016b), a pay-for-performance scheme under which General Practitioners commit to recording conditions, obesity or smoking status of patients they encounter during the year. Other policies focus on reducing emergency readmissions, reduce the length of inpatient stays, or the use of antibiotics. For many aspects of policy making, it is desirable to have statistics
covering the entire population, rather than individuals attending health care services. 
In that case, it is necessary to design population investigations.

A prime example can be found in tackling health inequalities, which shows how initial evidence can shape policy and, in turn, further evidence and monitoring. Successive censuses have provided the necessary denominator data to calculate standardised mortality ratios across items of industrial or occupational classifications. These have mostly been produced in Decennial Supplements by the Register General (see for instance Griffiths and Fitzpatrick, 2001). Health inequalities in mortality have been a recurrent policy topic in the UK since the publication of the very influential report entitled *Inequalities in Health* by Sir Douglas Black (UK Department of Health and Social Security, 1980). This publication prompted a renewed interest in examining inequalities in life expectancy and other indicators, and was followed by similar investigations (Acheson, 1998; Marmot, 2010). This body of evidence spurred government to develop policy, the most tangible being formulated around the funding, planning and delivery of health care (UK Department of Health, 1995). By 2000, reducing health inequalities had become an official governing objective of the Department of Health and the NHS, with an emphasis on improving funding allocation and focusing health improvement interventions on the most deprived and ill populations (UK Department of Health, 1999; of Health, 2000). This goal was later operationalised into a range of targets, starting with the 2002 Spending Review Public Service Agreements aiming ‘by 2010 to reduce by at least 10 per cent the gap between the fifth of areas with the lowest life expectancy at birth and the population as a whole’ (UK Department of Health, 2003). Since the Health and Social Care Act 2012 (c. 7), reducing health inequalities in the planning and delivery of health care has a statutory basis. Its section 13G provides that the national commissioning board (NHS England) must ‘in the exercise of its functions, have regard to the need to:

(a) reduce inequalities between patients with respect to their ability to access health services; and

(b) reduce inequalities between patients with respect to the outcomes achieved for them by the provision of health services’.

The establishment of population data collection through the Integrated Household Survey and the Annual Population Survey have made it possible to monitor the temporal trend and identify that gaps in healthy life expectancy across districts have not narrowed across a ten-year period (ONS, 2014d, 2013g).

Population health indicators remain an important part of policy making in England. The Public Health Outcomes Framework (UK Department of Health,
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2016) contains a wide range of such indicators focusing on social determinants on health, which are reviewed on a regular basis. Currently, the vast majority of these indicators stem from registers and health care return systems (e.g. cancer screening coverage, children poverty and school readiness, rates of hospital admission and mortality indicators, chlamydia detection rates, state school children overweight). Few indicators beyond healthy life expectancies are based on population investigations. Wellbeing, unemployment, sickness and crude smoking prevalence are obtained from the Annual Population Survey using traditional survey sampling methods. Estimates of the population exposed to road, rail and air transport noise is derived from the decennial census. Healthy eating, smoking and exercise statistics are produced by a random-digit telephone survey, Sport England’s Active People Survey and a school survey, the What About Youth Study. Other specialist population surveys exist (English Housing Survey, Health Survey for England, Adult Dental Health Survey, Adult Psychiatric Morbidity Survey), but their design does not permit to produce estimates beyond the regional level, for small areas such as local authority districts (LADs) or CCGs.

In addition to information on epidemiological frequency, key public health priority are determined by other criteria: severity, cost, preventability, communicability and public interest (Teutsch, 2010). Severity and cost any given health problems are indicators of burden and are often operationalised into constructs such as years of life lost. Burden of health studies are thus conducted to monitor progress in tackling health problems and identifying priorities for health improvement. Yet, they remain very demanding in terms of data. In England, such analysis has been produced down to the regional level (Newton et al., 2015) and by area deprivation quintile. Data exist for smaller geographical levels but are less reliable owing to a range of factors, namely: stochastic variability in mortality counts; sampling variance in disease prevalence estimates; distorting factors such as the presence of nursing homes in a given area; error in population denominators. This justifies current efforts to develop new methodology to produce small area estimates of burden of health (Williams et al., 2005).

2.2.3 Epidemiological surveillance

In the UK, surveillance is defined as ‘the systematic regular collection, analysis, interpretation and dissemination of data for a given population to detect changes on patterns of disease or disease determinant with action taken if a predefined criteria or thresholds are met’ (UK Department of Health, 2012, p. 49). In other words,
surveillance is the continuous and protocol-driven component of public health intelligence, which focuses on hazards, exposures, or behaviours determining health with reference to a geographical or temporal baseline. Amongst the goals of surveillance reviewed by Meriwether (1996), we highlight two important epidemiological ones:

1. to detect cases or clusters so as to trigger appropriate interventions preventing transmission or reducing morbidity and mortality;
2. to develop scientific hypotheses leading to analytic studies about risk factors for disease causation, propagation or progression.

Traditionally, the first goal is achieved by syndromic surveillance systems in Emergency Departments, vital statistics monitoring, and mandatory case reporting systems on a range of conditions and syndromes (both communicable and non-communicable). Permanent examples include influenza-like illness weekly returns, meticillin-resistant *Staphylococcus aureus* post infection reviews, or variant Creutzfeld-Jakob disease monitoring. Resulting data is analysed to detect anomalies and trigger an immediate response.

But epidemiological surveillance also encompasses systems monitoring population health without automatic triggers: for instance drug use and treatment statistics, cancer registries and cancer screening databases, teenage conception statistics, rough sleeping statistics, hospital and death statistics. For example, increases in mortality and hospitalisations attributed to respiratory diseases in Tower Hamlets in the decade leading to 2011 justified a policy response in the form of a local enhanced public health action to improve outcomes (Tower Hamlets JSNA Reference Group, 2011). Health behaviours is an area of particular interest currently receiving continuous funding for data collection in the Annual Population Survey, the Active People Survey, the What About Youth Study and the Health Survey for England. These enable the production of time series for behaviours such as smoking, hazardous drinking, healthy eating and physical exercise. Additional statistics are produced on overweight by the Health Survey for England and the National Child Measurement Programme.

There is a second and more scientific purpose in monitoring small area levels of exposures to a range of risk factors. Geographically disaggregated information fulfils important research goals in observational epidemiology. The dose-response curve between mortality/morbidity and many risk factors cannot be estimated under experimental conditions. Risk factors such as air pollution, weather conditions, noise, or processes of social segregation cannot be administered to groups under a randomised scheme, as their manipulation is not only unethical, but impractical. Alongside
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cohort and time series studies, ecological cross-sectional or spatio-temporal observational designs are an affordable and simple approach that has been used to estimate dose-response relationships. Spatial variation in a risk factor of interest is used as a quasi-experimental allocation mechanism. The confounding of this non-random allocation by other risk must yet be controlled through appropriate confounding adjustments. For example, Rushworth et al. (2014) examined the association between the concentration in particulate matter and rates of hospitalisation for respiratory illness across London wards, adjusting for socioeconomic confounders such as the proportion of residents claiming unemployment benefit and median house prices. They demonstrate significant dose-responses with some air pollutants. Another example is recent research intended to study the confounding between air and noise pollution by Halonen et al. (2015). In this design, authors use aggregate small area health outcomes for age by sex subgroups. Such investigations are important to formulate appropriate scientific hypotheses needed to design more conclusive research designs, for instance cohort investigations.

Conducting ecological studies such as the above presupposes not only health outcome data, but also good quality data on spatial and demographic confounders such as population age and ethnic make-up, smoking habits, deprivation or social segregation. Such confounders are not always readily available, particularly around behavioural risk factors such as smoking (Rushworth et al., 2014). Covariate measurement error in most cases leads to the underestimation of relative risks or dose-response coefficients, as per the well-documented phenomenon of regression dilution (Clarke et al., 1999). Population health indicators thus play an important role in improving the validity of ecological research into health risks.

2.2.4 Funding allocation

Resource allocation mechanisms have come under review in the nineties with the provider-purchaser split, and later when government developed policy to tackle health inequalities. They have become more evidence-based and have come to rely on local public health intelligence to great extent. During the first thirty years of its existence, the NHS did not have an explicit funding allocation formula. Regional Health Authorities used to channel funding locally without established, nationally consistent methodology. By the early seventies, unbalances in per capita expenditure had become flagrant and mostly dictated by the number of already existing hospital beds, to the detriment of regions suffering from insufficient care provision (Mays, 1995).
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From the late seventies onwards, a substantial body of research attempted to capture care needs using population health statistics and infer a fair capitation formula. The first such formula was proposed by the Resource Allocation Working Party in 1975 and implemented gradually from 1977–78 onwards. The formula predicted hospital bed utilisation using regional all-age years standardised mortality ratios for a range of conditions (UK Department for Health and Social Services, 1976). This formula nevertheless came under criticism in that it assumed that mortality was an accurate and current measurement of need for health care. Until the 1991 census, the only other measurement of need available at the local level was hospital utilisation, which was also criticised for being mostly determined by the provision or availability of care services rather than need. By conducting analysis of variance of hospital admission rates, mean length of stay, and total bed-days by catchment or resident population, Kirkup and Forster (1990) found that bed supply was the most powerful predictor of use, rather than local mortality, deprivation or percentage of elderly in the local population. Overall, concerns around strictly activity-based funding were that a population with very poor health could display low levels of need owing to well-documented obstacles on access to health care. Such a funding mechanism has widely been regarded as a case of inverse care law (Tudor Hart, 1971), in the sense that indexing funding on utilisation can exacerbate geographical distortions in the amount spent on each individual.

This observation was a fundamental motive behind funding a question on health for the very first time in the 1991 census. The Department of Health and Social Services wished to obtain higher quality evidence regarding the health of populations across communities, so as to allocate funding based on need rather than just the size of the resident population or some other criteria based on existing staff headcounts. The health indicator introduced in the 1991 census was developed precisely with the ambition to operationalise a simple proxy that would make it possible to measure need, as explained in more detail in sections 4.3.1–4.3.2 (see p. 88). It was used to produce what soon became known as the ‘York formula’ of capitation Carr-Hill et al. (1994, 1997) articulated around more refined analysis disentangling need, demand, supply and utilisation of health care. Based on the assumption that need in itself was a latent unobservable variable, Carr-Hill et al. (1994) took into account a range of measurements of local population health status in addition to standardised mortality ratios, namely: standardised illness ratios from the 1991 census LTLI question; standardised permanent sickness ratios from the 1991 census question on economic activity; and local low birth weight statistics. The availability of this information at a very small level (electoral wards) from the 1991 census accommoda-
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ated, to some extent, limitations of modelling need at the coarse regional level, since it is in many ways ecologically spurious.

More recently, research on resource allocation has tended to challenge the relevance of area-level statistics to measure care need. Carr-Hill et al. (1994) invoke the ecological fallacy by explaining that ‘summary measures of need in an area do not necessarily reflect the sum of the needs of individuals living in the area’ (ibid., p. 15). Even though the weighted capitation formula has experienced only minor adjustments since the nineties, resource allocation remains an area of debate.

Firstly, research has attempted to refine the range of determinants of need under consideration. Gravelle et al. (2003) have presented a model specified to adjust for supply-side characteristics so as to compute an adjusted estimate of need. In particular, they account for determinants such as waiting times, distance, capacity and the availability of private health care. On the other hand, they regard mortality, self-reported morbidity, and socioeconomic deprivation in terms of education and income as ‘legitimate’ determinants of need. As for the census LLTI indicator, it results from the search for a simpler, yet appropriate proxy capturing health complaints leading to attending health services. Yet, this a powerful and effective proxy does not identify the nature of health issues that contribute to the overall prevalence of long-term activity limitation, and it is arguably insufficient on its own to capture all determinants of health expenditure. In particular, it does not reflect specialist care needs, or their severity, or their cost.

Secondly, research has revealed the importance of producing such indicators for very small populations rather than regional ensembles. Aggregation at a high level such as a region can lead to inappropriate resource estimates at more local levels, and there is a risk that cost function parameters for individuals (that is to say, parameters of weighted capitation) may not be adequately deduced from regional relationships between sociodemographic makeup and aggregate measurements of need or utilisation. There is considerable variance in needs at small levels which justify estimating and implementing weighted capitation formulæ at a those same levels, based on more detailed population health information than is currently available.

The concern over potential ecological fallacy in estimating funding formulæ led to a shift in research away from area-level determinants of need to patient-level predictors (from care records) in models predicting individual-level health care expenditure. This began with an attempt to determine budgets for General Practitioner fundholding experimentations conducted since 1991. Those have illustrated difficulties in fitting cost functions with sufficient explanatory power to hold year after year even in small practices. Martin et al. (1998) gave evidence regarding the
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explanatory model of simple expenditure models on the basis of information available from registers and concluded that capitation was not likely to be an efficient practice-level allocation system. Nevertheless, more recent research by the Nuffield Trust (Person-Based Resource Allocation Team, 2010; Dixon et al., 2011) has led to the development of longitudinal models taking into account known information from patient records, in particular existing diagnostics. These models are specified with a patient time-invariant random effect capturing an individual’s unobservable needs.

These models are nevertheless very complex, and they cannot fully disregard ecological determinants. Models presented by Dixon et al. (2011) include covariates such as the individual’s ward-level Index of Multiple Deprivation and proportion of residents without higher qualifications, or the General Practice’s register prevalence of asthma (Quality and Outcomes Framework). These covariates are yet not enough to explain all the variance in expenditure and random General Practice and Primary Care Trust (PCT) effects are also included which capture other unobservable differences.

This shows that ecological determinants remain important even in patient-level resource allocation mechanisms. In response to this work, public health specialist have emphasised the potential limitations of disconnecting resource allocation (and the associated incentives) from community needs assessments (Pollock et al., 2012). A critical characteristic of work led by the Nuffield Trust is the shift towards predicting current patterns in care utilisation as opposed to need or, more specifically, ‘legitimate need’ as intended by Morgan et al. (1987). Forecasting patterns from commissioning datasets is bound to reproduce existing patterns of supply rather than gradually allocate resources to reach an equitable optimum, shifting funding in such a way as to achieve marginal gains in health while reducing avoidable health inequalities across demographics and parts of the territory.

Although the Advisory Committee on Resource Allocation recommended adopting a patient-based allocation mechanism (Fillingham, 2012) in the 2013–14 CCG budget allocation, it emphasised that risks of perpetuating existing inequitable repartition of funds were not addressed.

‘[The Advisory Committee on Resource Allocation] believe that rather than ‘unmet need’ the problem is one of ‘sub-optimal access’ where an individual’s care costs more or less than it would if it had been accessed at the most beneficial point. We believe that the best way forward is to focus future research on a selection of specific diseases/conditions with sufficient coverage to be representative. (Fillingham, 2012, p. 6-7)
This formula was ultimately not retained by NHS England over concerns that it would lead to a radical geographical shift in allocation that could disrupt services. Only the mental health person-based formula was integrated in the overall calculation (NHS England, 2013).

Overall, research in funding allocation mechanisms has tended to emphasise the disconnect between epidemiological prevalence and hospital utilisation. In an observational study, Payne et al. (1994) found no relationship between the prevalence of digestive disease, musculoskeletal disease, and obesity on the one hand, and hospitalisation and mortality rates on the other hand. This is in contrast with respiratory disease and depression, where a significant association does exist. Yet, association does not presume a strong relationship with funding needs, and other observational investigations by Asthana et al. (2004) and Vallejo-Torres et al. (2009) concluded that epidemiological prevalence is a poor predictor of need for health care, particularly due to differences in populations’ disease stage, age, comorbidities, access to carers and lifestyles. This prompts substantial policy attention into what is often referred to as ‘unwarranted variations’ across regions and social groups in health care, ethnicity being a well-documented predictor of need (Gravelle et al., 2003; Schneider et al., 2009). The interpretation of such variations has been an object of academic debate for decades in the small area analysis literature (Wennberg and Gittelsohn, 1973; Wennberg, 1987), highlighting many different drivers beyond differences in epidemiological prevalence. This has influenced health care strategies in several ways internationally. For instance, health care quality agencies are increasingly paying attention to auditing and harmonisation of care pathways across different providers, and efforts to address unequal access to healthcare have been made with case finding exercise and population screening. Chronic obstructive pulmonary disease is a typical example of conditions where spatial inequalities have driven a change in clinical practice (UK Department of Health, 2011a). We note a strengthening of the clinical audit strategy in respiratory medicine, with an emphasis on national multicentre audits (Stone et al., 2015). In parallel, targeted case-finding exercises have been proposed which prioritise areas where strong gaps are found between the expected epidemiological prevalence and the observed primary care register prevalence (Jordan et al., 2010; Nacul et al., 2007, 2011; Peña et al., 2000).

Difficulties around funding allocation highlight challenges around the geographical distribution of the burden of illness expressed not simply in terms of prevalence, but rather in terms of risks of developing conditions, access to health care and quality of self-care. Vallejo-Torres et al. (2009) emphasised that needs assessments require ‘rich epidemiological data on the prevalence of different diseases
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at an appropriate level of geographical disaggregation for allocating health care resources. If needs are considered to vary by population groups within areas (e.g., by age and gender) then prevalence data is required for each population group within every area. Crucially this requires reliable data for all geographical areas at the units of disaggregation at which allocations are to be made’ (ibid., p. 1635).

The outcome of research into resource allocation acts as a reminder that a funding allocation is no replacement for a public health strategy. Person-based allocation mechanisms do not undermine the case for more advanced local public health conditions-based indicators of prevalence and incidence, so as to allocate funds not just on the basis of care utilisation, but also in such a way as to support a strong prevention policy in primary care.

2.3 The future sources of population health information: Potentials and constraints

Previous sections have illustrated how local intelligence plays an increasingly determinant role in setting public health priorities. The devolution of healthcare and public health responsibilities has augmented user requirements on information, whether in terms of quality, timeliness and disaggregation into geographical areas, demographic subgroups and clinical specialities.

Meanwhile, sources of public health intelligence are becoming more technical. Recent developments in official statistics highlight cost constraints on surveys and the decennial census, which make increasingly apparent the need to maximise the information obtained from surveys and administrative data through most sophisticated methodology. Yet, in order to maintain trust an support local public engagement, public health intelligence must remain transparent and accessible. While traditional household surveys and population or school censuses are well understood by a range of audiences with minimal statistical literacy, recent innovations are introducing complexity involving statistical modelling and administrative sources of data. In this section, we give an overview of ongoing developments in the way population health statistics are produced.

2.3.1 Disease and lifestyle prevalence models

In recent decades, a new source of local information has become common in public health which is referred to as ‘model-based small area estimation’, ‘synthetic estimation’ or ‘prevalence modelling’, around the basic concept of interpolating na-
tional prevalence information from surveys to local populations, based on their known characteristics. These techniques share a reliance on statistical modelling to ‘borrow strength’ across some dimension of estimation (time, space, sociodemographic group) and predict a parameter of interest across a set of small geographical areas or some other population subdivisions. In particular, cross-sectional SAE borrows strength across small areas (or neighbouring areas), while time series SAE and state-space models tend to borrow strength across time to smooth out sampling error across successive waves of data collection. The methodological appraisal of these techniques being left to chapter 3, we focus here on their impact in public health practice.

The earliest instance of synthetic estimation in public health is the production of state-level estimates of prevalence of disability by the US National Center for Health Statistics (1968), by triangulating information from the National Health Interview Survey and a decennial census. This work was later extended by validations published in (Levy and French, 1977). In the UK, synthetic estimation has been investigated by the ONS in the first place. A first project investigated the prevalence of anxiety and depression (Heady and Ruddock, 1996). Other projects ensued on other topics (Heady, 2003; Heady et al., 2003; Saei and Chambers, 2003b; Saei and Taylor, 2012; Silva and Clarke, 2008). The Department of Health’s strategy to tackle social and behavioural determinants of health inequalities led to a first project on small area prevalence estimates for current smoking, obesity, binge drinking, and healthy eating (Bajekal et al., 2006; Pickering et al., 2004; Scholes et al., 2008), building on research by Twigg et al. (2000); Twigg and Moon (2002); Twigg et al. (2004). A technical briefing by the Association of Public Health Observatories (2005, p. 2) provided official guidance with regard to four main utilisations that can be made of various sources of public health intelligence:

(a) Comparison with national and regional benchmarks and with other LADs or PCTs

(b) Analysis of within-area inequalities by age, gender, ethnicity and area of residence.

(c) Monitoring trends over time and progress towards local targets.

(d) Measuring/auditing outcomes of particular services/initiatives.

The briefing emphasises that synthetic estimates ‘do not take account of any additional local factors, e.g. local health improvement initiatives, which may impact on the true prevalence rate’ and conclude that they should not be used for the above goals (c) and (d).

Beyond lifestyle characteristics, synthetic estimates have been commissioned
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by public health observatories for the prevalence of chronic conditions such as heart
disease, chronic obstructive pulmonary disease (Nacul et al., 2007; Walford and Ram-
say, 2011), chronic kidney disease (Public Health England, 2014c) or coronary vas-
cular disease (Walford et al., 2011).

2.3.2 Design of future censuses and population estimates

Good quality small area population estimates are crucial to produce accurate
estimates of disease prevalence and burden; they are usually used as denominators
in mortality rates and as grossing factors to calculate population headcounts from
survey estimates. Uncertainty in the population estimates is usually unknown and
typically ignored. Since this uncertainty is not taken into account, it is especially
important that error remains small. In the case of disease prevalence models, popu-
lation estimates are often used as auxiliary data. Here again, uncertainty in the
composition of the domain, as opposed to uncertainty regarding risk ratios, is typ-
ically not represented.

Since 1991, every UK census has delivered methodological innovations, most
of which have been made possible by expansion of administrative data sharing. For
instance, information on subnational migrations has been used since 1999 to im-
prove the mid-year population estimate (MYPE) methodology. Such migrations are
estimated from annual ratio changes in primary care registrations recorded from the
NHS Central Register down to local authority level (Jefferies and Fulton, 2005). A
variety of other sources are employed to strengthen estimates using ratio change, ap-
portionment and cohort component methods. These include data from the Defence
Analytical Service Agency regarding armed forces, the Ministry of Justice regarding
prisoners populations, Patient Registers regarding residents of private households as
well as communal establishment, the Department for Work and Pensions regarding
Older Persons Datasets, as well as Her Majesty’s Revenue and Customs regarding
Child Benefit data (ONS, 2011d).

Such incremental improvements will continue with the 2021 census, which
will rely on administrative sources to optimise field operations and help with esti-
mation of certain characteristics, for instance income or population residing in com-
munal establishments (ONS, 2016a). Yet, the ONS has been working since 2003 on
a more fundamental shift away from decennial full enumerations towards statistical
population database (ONS, 2003). This redesign is envisaged to result in a continu-
ous ‘administrative data census’, producing population estimates and characteristics
more frequently by combining administrative records linkage with government sur-
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In 2014, the UK cabinet declared its ambition that ‘censuses after 2021 will be conducted using other sources of data and providing more timely statistical information’ (Maude, 2014). Preliminary assessment work conducted by the ONS has led to narrow down indicative quality standards to be achieved by any future census. For population characteristics, the basic standard is the publication of middle layer super output area (MSOA) statistics for a characteristic applying to 3 per cent of the total MSOA population with a coefficient of variation (CV) of up to 20 per cent, or a margin of error (width of interval estimates) of up to 40 per cent (ONS, 2014b). Internationally, several countries have successfully completed transitions, including the Netherlands, Austria and Sweden (Ralphs and Tutton, 2011). These countries tend to have some form of municipal registration which provides very reliable population registers. In the case of the UK and, to a more limited extend, the Netherlands, the challenge is that no single reference register exists, and that it must be created in some way or another.

In 2016, the ONS’ new Census Transformation Programme completed a first assessment of progress in building a Statistical Population Dataset, and set out a range of objectives to have the methodology in place by 2023 to begin official statistics production (ONS, 2016b). Early work is focusing on establishing efficient record matching and data cleaning rules, before coverage adjustment based on capture-recapture methods. As of November 2016, the second version of the Statistical Population Dataset is produced using extracts from the NHS Patient Register, the Department for Work and Pensions’ Customer Information System, school censuses and data from the Higher Education Statistics Agency. 2011 population estimates produced with this Statistical Population Database were compared with 2011 census population estimates for small geographical areas totalling between 1,000 and 3,000 usual residents known as lower layer super output areas. For 80 per cent of these areas, all-age population estimates were within ±5% of the 2011 census estimate (ONS, 2016d). The ONS is working on refining the methodology so as to produce official population estimates for sex by quinary age cross-classification using a Population Coverage Survey and a capture-recapture estimation methodology. The question of producing population estimates for ethnic cross-classifications is not yet addressed. It is intended that a 4 per cent annual population survey could produce estimates of population ethnicity breakdowns (ONS, 2013f), but the ONS has already identified the potential to use ethnicity attributes available from healthcare and school databases (ONS, 2016b). It is thus reasonable to assume that MYPEs for demographic cross-classifications of sex, age and ethnic group should be available in the medium term.
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The main challenge for the ONS is to develop methodology to produce population attribute statistics after the 2021 census. Such attributes, including health attributes, being mostly absent from administrative databases, new methodology must be developed. The Beyond 2011 task force has noted that while a 4 per cent annual population survey could help produce such outputs, ‘surveys alone might not be able to produce direct estimates for the cross-tabulated outputs at small area levels that users require [...], administrative data can be used in model-based approaches to improve the precision of survey estimates, particularly where the survey sample size is too small for direct estimates, for example certain minority ethnic groups. There are different approaches to doing this, but a common feature of these methods is that they use relationships between the data and the target characteristic to produce estimates. This could be a direct relationship (for example, using ethnicity information from both administrative and survey sources) or an indirect one (for example, using ethnicity information from administrative sources to produce estimates on main language or religion from the survey because there may be a relationship between these variables and ethnicity)’ ONS (2013f, p. 9).

It is not clear yet how and when such methodology will be developed, and decennial census data of interest to UK public health intelligence users may no longer be available after 2021. This is likely to also negatively impact estimates produced by disease and lifestyle models discussed in section 2.3.1. As noted by the Beyond 2011 task force, these model-based estimates tend to rely on auxiliary data from decennial census, particularly with regard to population estimates for socio-economic cross-classification (ONS, 2013f, p. 8).

2.3.3 Administrative data for official statistics

Systematic administrative data collections are very important to public health surveillance and disease prevalence modelling. They include the oldest source of epidemiological data (death and birth registrations) as well as data collected routinely by NHS trusts, primary care and community services. Mortality statistics are used in the field of public health for one very important indicator. Life tables and life expectancy statistics destined to describe life course epidemiology characteristics represented in Figure 2.1 are some of the key indicators used to monitor health inequalities and generally evaluate the performance of a national health and public health system. There has also been interest in monitoring these at the subnational level, as was the case with the evaluation of interventions to improve health determinants in the 20 per cent local areas with the worst health and deprivation characteristics in
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England (known as ‘spearhead areas’) (UK Department of Health, 2003). Methods to monitor progress in life expectancies were developed, with proposals for ward-level estimation methodologies by public health observatories (Williams et al., 2005) and the ONS (Toson and Baker, 2003). Academic research is also active in the area of healthy life expectations (Congdon, 2009a; Eayres, 2004; Hennessy et al., 2015; Jonker et al., 2012, 2013a).

In recent years, considerable efforts have been made to strengthen other sources of information for official statistics, by creating a legal basis for accessing government departments’ administrative registers. The Statistics and Registration Service Act 2007 (c. 18) sets an incomplete legal framework under which some of these data are communicated to the UK Statistics Authority, for the purposes of population estimation. Disclosure control measures are regulated by section 39. Data sharing covers:

- NHS patient registration data: date of birth, sex, address and any previous address, NHS number, history of registration
- Birth and death-related registrations provided by the Births and Deaths Registration Act 1953 (c. 20).

The National Statistician noted that policy makers expect the Government Statistical Service ‘to make better use of data, much of which is already held on behalf of the citizen within government departments and public bodies, but also within rich datasets held within the private sector’ (UK Statistics Authority, 2016a, p. 1). The UK government completed a consultation in 2016 on public attitudes around giving official statisticians statutory access to their personal data (UK Cabinet Office, 2016). A bill (UK House of Commons, 2016) was introduced to Parliament in July 2016 which grants the UK Statistics Authority powers to require disclosure of a wide variety of information held by public organisations, including the Health and Social Care Information Centre known as NHS Digital.

Amongst these sources of information, one particular set of records is likely to become very useful to produce population health statistics in the future. National Commissioning Data Sets (Information Standards Board for Health and Social Care, 2012) are harmonised data warehouses involved in recording and charging for secondary care hospital services (Emergency Care, Admitted Patient Care, Out-Patient Care, Elective Admission List). Commissioning Data Sets are returned centrally by hospital providers to NHS to be collated into a single warehouse known as Hospital Episode Statistics accessible for analytical and research purposes. Records are directly linked to patients and include their personal NHS number, address of residence, demographic information, a complete breakdown of care episodes, attend-
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ances, clinical procedures and operations as well as medical diagnoses. The intro-
duction of activity-based funding (Payment by Results) as well as audits of clinical
coding in recent decades have provided incentives for substantial improvements in
the quality of these data. Hospital Episode Statistics is produced with respect to
all secondary care offered under the NHS in England, regardless of its provider. Its
coverage is therefore extremely wide and the geographic information on patients’
places of residence makes it particularly suitable to compute a wide range of mean-
ingful population indicators, for instance hospitalisation rates, re-admission rates,
hospital mortality summary indicators, cancer treatment and survival. A linkage
study matching Hospital Episodes Statistics and records from a primary care re-
cords research sample, the Clinical Practice Research Datalink, was found to pro-
duce sensible estimates of demographic breakdowns by ethnicity as compared to the
2011 census at the national level (Mathur et al., 2014). No evidence was published
regarding the quality of estimates for smaller geographies, but data quality audits
carried out by the HSCIC (2016) are showing that data quality is improving. Key
challenges currently faced by official researchers remain questions of safe access and
legal framework, which are being addressed.

In contrast, there is no equivalent data extraction system to maintain a nation-
wide primary care records warehouse. Efforts in this direction have been hampered
by the technological failure of the General Practice Extraction System (UK Na-
tional Audit Office, 2015). Subsequently, the care.data project aimed at extracting
all primary and secondary care records into a single data warehouse caused a loss of
public trust and had to be halted (Freeman, 2016). This has resulted in many patients
opting out of their records being shared, to the detriment of research and possibly
statistical production. As of December 2016, NHS Digital (2016a) estimated that
1,310,798 patients in England (2.3%) opted out of their personal information being
disseminated or published by NHS Digital for purposes beyond direct care (type 2
objections), with some areas such as Oldham recording proportions as high as 13
per cent. An undetermined number of patients opted out of their general practice
records being shared with NHS Digital at all (type 1 objections). Type 2 objections
have an important consequence on Hospital Episode Statistics: as of 29 April 2016,
NHS Digital stopped sharing personal records for patients with type 2 objections
with the exception of:

- aggregate information, for instance tabular data published in statistical bul-
  letins;
- information that is anonymised in accordance with the Information Com-
  missioner’s Office’s anonymisation code of practice (2012);
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- information disclosed as per the Statistics and Registration Service Act 2007 (c. 18) as described supra (Hunt, 2016).

These objections therefore do not apply to data sharing required for official statistics production. This nevertheless entails important data limitations for academic researchers, who ceased having access to pseudonymised information on patients with objections of type 2.

To date, the only sources of primary care data are the Clinical Practice Research Datalink and the Quality and Outcomes Framework return. The Clinical Practice Research Datalink is an annual extract of records from a sample of approximately 400 General Practices taking part in the research. Data has been collated since 1987 and can be linked by NHS Digital to other clinical and commissioning data sets (Herrett et al., 2015). A commercial equivalent of this data warehouse is known as The Health Improvement Network (Blak et al., 2011). The Quality and Outcomes Framework was introduced in 2003–04 together with the General Medical Services contract as a voluntary framework of incentives to prescribe treatments as well as to identify and record specific risk factors such as hypertension or cigarette smoking (NHS Primary Care Commissioning, 2011). While these were not explicitly public health targets as much as quality of care and accountability targets, the schemes’ guiding principles contribute towards the national objective to reduce health inequalities. The Quality and Outcomes Framework comes with a set of national indicators relevant to monitor performance and improvements, which can be complemented by other indicators from a menu set by the National Institute for Health and Care Excellence. These indicators are subject to similar limitations as hospital data in terms of representativeness, quality, and confounding by professional and patient behavioural factors. Further questions have been raised with regard to the sincerity of these data on the basis that they determine the size of payments benefiting the very organisations that collect them (Martin and Wright, 2009).

Although administrative health data sources are very precious, they require adjustment in that they suffer from three main shortcomings: coverage, quality and confounding.

Coverage is a well-identified limitation to the epidemiological representativeness of healthcare records. Some patients will not make use of NHS services in spite of their condition due to personal reasons (e.g. illegal residence), absence of easy access to healthcare services, premature death, preclinical period, etc. In addition, self-selection to healthcare attendances based on socioeconomic characteristics leads to what has been referred to as an ‘iceberg phenomenon’ by Last (1963).
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Furthermore, data flows are subject to variations in reporting and quality across providers and time; with issues such as breaks in time series, corrupted and lost data, change in clinical definitions, recording practices (e.g. change of clinical records system), perceptions and framing of illnesses and health problems, or even changes in operational objectives. These issues may not be entirely addressed by quality and standards checks.

Finally, confounding of the relationship between epidemiological characteristics (or need for healthcare) and rates of attendance in health services is a key limitation to the validity of information from care records. A particular pattern of confounding can arise from the spatial pattern concomitant to healthcare supply and demand factors. A large body of literature has illustrated variations in outpatients admission decisions depending on the number of beds available and the length of waiting lists across the UK (Kirkup and Forster, 1990). More recent literature has tended to look at spatial processes determining the effects of supply and demand on geographical variations in clinical procedures; for instance the association between a woman’s probability to have a lumpectomy over a mastectomy depending on the distance to the nearest oncology department (Liang et al., 2008). Overall, the balance between consultations of primary care, outpatient flows and admission decisions vary across areas depending on the ease of access, waiting lists, attitudes, lifestyles and behaviours. This means that patients are likely to be in contact more or less early in the progression of illness, with substantial impacts on health outcomes. Research in health economics (see for instance Morgan et al., 1987) has thus argued against using commissioning datasets to monitor need or allocate resources, conscious of the inverse care law phenomenon. There is scope for a better utilisation of these data with appropriate models that reflect unequal access to health care. An example of such an approach has been given by Congdon and Best (2000).

2.4 Conclusion

This brief overview presented the range of population health indicators in demand to research health inequalities and improve outcomes of the health service. It also shows that the very nature of the information needed has become more complex. The gradual devolution of public health and health care planning missions is increasing intelligence requirements for very small geographies and demographic subgroups—if not individuals. Simultaneously, the nature of these statistics is becoming more complex, with demands for adjusted and highly specific indicators, relating to attributable fractions of certain risk factors, quality-adjusted life years,
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Amenable deaths and excess mortality, or predicted need/spending. Concepts such as need or risk are latent characteristics that are not directly observed and therefore cannot be easily estimated. Off-the-shelf indicators may not be sufficient to allocate resources efficiently, reduce inequalities, design prevention interventions or special-ised commissioning.

While user requirements grow in sophistication, productivity challenges on statistical production are becoming very apparent. Spending reduction across the government statistical service, inflation in costs of fieldwork, and long-standing fall in survey response rates are affecting censuses and surveys in the overall statistical system. New methodology is needed to ensure reliability and accuracy, but also to enhance the range of products and information provided by them. Over the last decade, local health and lifestyle surveys, the General Household Survey and the Integrated Household Survey core have been discontinued. Population statistics will need to be supplemented by new, more efficient modes of collection and estimation. For instance, primary care registrations have become the core source of and improved methodology for MYPEs. Synthetic estimation is now used in England for a range of disease prevalence and behavioural risk factor statistics. The facilitated access to household geographical identifiers opens new possibilities to apply more advanced designs based on hierarchical Bayes (HB) and empirical best (EB) methods and spatial modelling. Decennial censuses involving full enumeration are expected to be phased out in the future (ONS, 2016b), as is the case in other developed nations (US Census Bureau, 2008). With them, the set of detailed population attribute statistics providing information on socioeconomic and occupational characteristics is likely to be reduced. As a consequence, population health statistics will need to rely further on data produced by healthcare organisation and government departments, as well as on a re-centred core of surveys with smaller sample sizes and more efficient designs.

The increasing demand for better statistics and productivity is, overall, strengthening the economic case for effective use of data collected by administrations. The health data infrastructure, although extremely rich, is not used to its full potential. The methodology underpinning indicators is set to become more complex. There is scope to combine household surveys, which enjoy good internal validity and coverage, with institutional and clinical register information already collected and available in large quantity. Methodological progress in statistical record matching and new legislation are also opening perspectives to link information at the individual level across NHS records, death registrations and surveys such as the Health Survey for England. This represents a considerable opportunity to improve the design of
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health statistics in years to come.

Statistical models and model-based estimation are regularly praised for their potential to enhance the information drawn from various sources of data. Though already well established in disease prevalence synthetic estimation, they are likely to become central in estimating a wider variety of indicators. It is therefore important to review methodological aspects in the inference from surveys and registers at a local level.

A wide range of sources are in use to support public health decisions. Although most indicators now stem from administrative sources, these are not immune to quality issues. Their direct interpretation can be spurious due to the iceberg phenomenon common to all hospital and activity-based statistics. Yet, this review shows that population sources have their own limitations. Household surveys are generally too costly to produce estimates for small population categories and particularly small geographical areas. As for decennial censuses, their cost, questionnaire design constraints, as well as the relatively infrequent rate of update are increasingly compelling reasons to develop new methodology to produce sources of population health intelligence, possibly building on multiple sources of data.

The UK Statistics Authority (2016b, section 6.ii.) has noted that ‘the health and care statistics landscape is data rich, but information poor: the importance of analysis has been neglected, as has been support for other analysts and researchers’. To date, methodological work has remained insufficient and to a large extent provided by academia.

The context in which this PhD aims to make a contribution is therefore defined as much by the increasing needs in local intelligence as by the pressure to reduce cost and do without a traditional census. Answers may lie in improvements in the statistical methodology, and particularly in the use of statistical models making use of cheaper and sometimes richer administrative data. In the context of the Census Transformation Programme and growing interest in disease and lifestyle prevalence modelling, there is an opportunity to become more creative with population health statistics. Moving away from a sometimes excessive reliance on the default self-rated health indicators present in the traditional decennial census and social surveys can be the opportunity to make better use of other data sources where quality is improving, as it is currently the case with data collected by the NHS. This demands a better understanding of approaches to modelling health needs and determinants of health. This has been the object of a large amount of literature dedicated to the prediction of epidemiological characteristics and health care needs of populations.
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Model-Based SAE in Public Health: A Systematic Review of Statistical Designs and Validation Studies
Abstract

This paper examines applications of statistical modelling to the estimation of health characteristics for small areas. A total of 160 citations identified from a systematic search of academic citation databases are reviewed. We analyse research studies with respect to the choice of likelihood functions, predictors, random effects, controls for informative survey design. The paper also appraises reporting quality and approaches to validation. The literature is reviewed more generally in terms of the demographic and spatial assumptions implied by the modelling design, recent methodological innovations, substantive and practical uses, as well as constraints and limitations associated with data availability. Although synthetic estimation remains by far the most popular technique, empirical and hierarchical Bayes alternatives make it possible to relax some of the most restrictive modelling assumptions. We note strong developments accommodating for informative sampling designs. Access to georeferenced survey microdata remains a challenge, but availability of auxiliary small area social, economic, environmental and demographic auxiliary datasets is improving. Greater consistency in the way validation studies are conducted could improve transparency in the literature, help researchers learn from previous investigations, and contribute to increasing trust in and acceptability of model-based estimation methods.

Keywords: Public health intelligence, small area estimation, disease mapping, spatial modelling, spatio-temporal modelling, health demography.
### 3.1 Introduction

Information on the health and social conditions of local populations is valuable to monitor health inequalities as well as to plan local healthcare and prevention strategies. Yet, estimation of local characteristics is often difficult in presence of small samples or unstable rates of events such as deaths or hospitalisations. Furthermore, raw prevalence and incidence rates are misleading measurements of risk which must be adjusted and smoothed in several ways. As a result, the use of regression modelling not only to calibrate/stabilise information from surveys and registers, but also to interpret spatial and temporal trends, has become popular in the last decade.

Notwithstanding rapid developments in SAE and Bayesian disease mapping, adoption in various fields of social statistics is unequal. While atlases of rare disease and epidemiological investigations of hospital statistics are now routinely based on those methodologies, extensions to fields such as transport safety, social research and official statistics production have proven slower. One explanation is that model-based estimation rests on a range of assumptions regarding the demographic and spatial structure of health outcomes which are not always explicit to end users.

Despite the existence of periodic reviews on methodological advancements in the field of SAE, practical applications and uses in public health surveillance and intelligence have been insufficiently examined. The aim of this systematic methodological review is to (a) provide an accessible overview of existing capability in the area of health SAE and some disease mapping studies (b) make modelling assumptions and their implications more understandable to practitioners (c) appraise the design of validation studies and highlight what can be learnt from them.

The paper is organised as follows: a first section provides definitions and background on the research area under scrutiny (see sections 3.2.1–3.2.2), as well as an introduction to the most typical small area models (see section 3.2.3). Section 3.3 presents the search and information extraction strategy, section 3.4 results, and section 3.5 widens the discussion on spatial structures, gaps in SAE design methodology and challenges involved in model-driven inference.
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3.2 Background

3.2.1 Definitions

In public health research, a degree of ambiguity subsists between disease mapping and SAE. Some publications define SAE as model-based or model-assisted inference from a survey on small domains or small areas, separate from disease mapping notwithstanding some innovations borrowed from it, for instance spatial priors (Gomez-Rubio et al., 2010). Others treat area-based (lattice) disease mapping as a subdivision of SAE that relies on spatial modelling (Baptista et al., 2015). The present review adopts a wide definition encompassing all studies which involve an explicit model-based prediction approach (therefore excluding basic poststratification) which borrows strength from one or more covariates and/or a complex and explicit covariance structure incorporating dependence across space, time or any other dimension. This, by default, excludes the large number of studies applying crude shrinkage or smoothing estimation, especially with mortality and hospitalisation rates.

Within the broad SAE literature, we recognise three approaches to borrowing strength with models:

- **Survey SAE** is heavily based on survey sampling theory, and therefore models a survey direct estimator usually under a normal likelihood, as this is the natural stochastic process underpinning the error of sample estimators. This area of research focuses on variance smoothing for survey estimates, with strong efforts to model informative sample designs. Models often borrow strength from one or several covariates.

- **Disease mapping and ‘small area analysis’** traditionally based on Poisson, binomial and Bernoulli likelihoods. This approach has developed from early research on shrinkage estimation (James-Stein, empirical Bayes) and focuses on shrinking estimates with excessive variance towards a global mean, or even spatially smoothing them (local shrinkage). The use of covariates is less common. This approach has focused on register data for rare events such as death. A recent expansion of this field is spatio-temporal epidemiology, borrowing developments from the age-period-cohort modelling literature (Bernardinelli et al., 1995; Sun et al., 2000).

- **Poststratification synthetic estimation** is typically the most rudimentary as it tends to ignore survey sampling designs. It analyses data from a purely mechanistic viewpoint with unit-level models, ‘under the assumption that the
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Small areas have the same characteristics as the large area’ (Gonzalez, 1973, p. 33). Disease prevalence models used in synthetic designs often bear a resemblance to those used in the epidemiological literature to estimate demographic relative risks. More occasional synthetic estimation studies are designed at the area-level, and model between-area heterogeneity using area-level aggregate characteristics. This approach is often not directly concerned with estimating local parameters as much as with producing a summary of expected morbidity at a local level given existing epidemiological knowledge on risk factors. Local sample sizes are typically small if not zero.

The above categories are no longer necessarily mutually exclusive. The present review identifies occasional convergence of methods in recent studies, particularly around very original mixed designs drawing inference from a combination of survey and register data. Two further approaches could be mentioned. First, the ‘model-assisted’ approach, grounded in traditional survey sampling, shares some developments with the model-dependent SAE approach, but has so far limited application in health research. It is not covered in the present review and we refer to Särndal et al. (1992), Lehtonen and Veijanen (2009) and Särndal (2010a) for an overview. Second, a variety of techniques used in the ‘microsimulation’ literature (Rahman and Harding, 2016), while sharing some of the design objectives of model-based SAE—and occasionally some of its assumptions—are not usually grounded in a theory of statistical inference. They are therefore not included in the scope of this review either.

3.2.2 Existing reviews

Reference material by Rao and Molina (2015), Lehtonen and Veijanen (2009) and Datta (2009) provides detailed technical descriptions of many techniques developed to date. In addition, a number of periodic reviews have summarised research progress in the field (Rao and Yu, 1994; Rao, 1999; Pfeffermann, 2002; Saei and Chambers, 2003a; Chambers et al., 2006; Whitworth, 2013; Pfeffermann, 2013; Rao, 2014). In contrast, applications in population health research have not been reviewed with a wide scope in relation to modelling and design characteristics, validity, data sources and sample sizes needed. The lack of applied review impedes the scrutiny and development of model-based public health statistics. Comparatively, and in spite of a slower adoption of hierarchical model-based methods, applications to road traffic safety have for instance been much better reviewed (Lord and Mannering, 2010; Dupont et al., 2013; Mannering et al., 2016).
A handful of publications have reviewed narrower aspects, starting with developments of spatial modelling. Pascutto et al. (2000) and Lawson et al. (2000) previously examined implications of spatial priors and hyperpriors in disease mapping, including in the presence of outliers. This is complemented by Wall (2004) who compared the spatial structures implied by simultaneous and conditional autoregressive models. Excellent technical descriptions of space-time designs for SAE have also been produced by Sun et al. (2000), Best et al. (2008) and Baptista et al. (2015) on health topics. Systematic reviews by Paul-Shaheen et al. (1987) and Scarborough et al. (2009) examined respectively the design of small area health analyses and the validity of 16 synthetic SAE health applications, operationalising traditional social science research validity criteria. Srebotnjak et al. (2010) and Zhang et al. (2015) proposed more data-driven approaches to testing the validity of SAE outputs.

Some aspects remain little discussed, especially around the design of data collection strategies. With regard to sample allocation, Longford (2006) and Molefe et al. (2015) gave reviews in a model-assisted framework, but no such solutions are available in a model-based framework. As for inferential aims (detection, ranking, prioritisation of interventions, etc.), only Longford (2015) provides a review, while specific problems are examined by Miaou and Song (2005), Abellan et al. (2008) and Li et al. (2012) in their own domains.

The present review thus examines the range of techniques currently used and their substantive implications. Although the use of hierarchical model-based approaches has been well reviewed in fields such as health care provider profiling (Landrum et al., 2000; Normand et al., 2016), safety monitoring (Racz and Sedransk, 2010), the adjustment of mortality and hospitalisation rates (Lawson et al., 2000), meta-analysis (Congdon, 2014) or school rankings (Goldstein and Rasbash, 1996; Lockwood et al., 2002), the application to health information has been the object of comparatively less review. Yet, these have specific implications in terms when appraising the underlying assumptions of some model-based health statistics, or using the estimates for practical purposes such as ranking areas, monitoring change, or allocating resources. Consequently, some users may encounter difficulties in understanding and using these statistics, and data holders may be reluctant to apply these strategies to their own data. This explains why validation studies have been in high demand.

In this paper, we take the view that much of the validity of model-based SAE for health is dependent on the availability of good data and good models. The former prerequisite is a question of availability of auxiliary data from an exhaustive source at the population level and it is important to understand what these data requirements
are. The latter pertains to the type of model selection and outcomes data available to produce a good working model. This involves understanding what important predictors are, their quality, and common criteria used to appraise ‘good models’. Overall, both depend on understanding what the most important predictors are which play an important role in the data generation process of local health outcomes across a population, which is also the object of this review.

3.2.3 Modelling notions

We introduce the basic terminology as follows. We refer as 'domain’ to units for which prediction is desired. In most instances domains would be small geographical subdivisions, but it often occurs that the targeted prediction domain is a cross-classification of demographics trait and geographical area of residence; for instance ethnic group within a given district. We therefore use the umbrella term 'domain’ to avoid confusion. Model-based SAE for public health is best represented by considering a working model predicting a characteristic of interest in a population \( U \) of size \( N \) partitioned into a set of small domains \( d = \{1, \ldots, D\} \) made up of patients, households or individuals \( i = \{1, \ldots, n\} \). These domains have respective population sizes \( \{N_1, \ldots, N_D\} \). Data are available from a sample \( s \) of size \( n \) with small area sizes \( \{n_1, \ldots, n_d\} \), made of individual-level values \( y_{id} \). These can be continuous values in the case of a body mass index (BMI), binary in the case of a health status, or counts in the case of hospital admissions. Before treating the mathematical expression of small area models, we describe their most important components.

A first stage called the sampling model defines the sampling process with reference to a small area population parameter of interest: mean, proportion or rate. Respectively, sample values \( y_{id} \) can be:

- continuous, generated by a normal distribution with area mean \( \mu_d \);
- binary values from a Bernoulli distribution with prevalence/probability of success \( p_d \);
- counts from a Poisson variable with rate \( \lambda_d \).

A second stage often referred to as the linking model focuses on reproducing processes driving the variation across small areas. In other words, the linking model is used to summarise all that is known about the spatial structure in this outcome through the model’s covariance matrix. The covariance matrix reproduces the data’s spatial structure thanks to a combination of a deterministic part (fixed effects) and a stochastic part (random effects). The deterministic part reflects the correlation with characteristics \( X \) of small areas (such as urban/rural class, poverty, deprivation) or
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of the individuals making up their populations. The model borrows strength from this information using some generalised linear relationship $X\beta$. The stochastic part reflects over-dispersion driven by ‘missing risk factors’ beyond the deterministic process. This residual between-area heterogeneity can be described as an unstructured latent random variable $\mathbf{v} = \{v_1, \ldots, v_D\}$, often normal, typically unobserved, but which can be estimated thanks to multilevel or hierarchical modelling. Sometimes, over-dispersion in the parameter of interest exhibits spatial dependence, meaning that area residuals $v_d$ will tend to be similar in small areas which are close to each other (spatial autocorrelation). In those cases, a further variable $\mathbf{v} = \{v_1, \ldots, v_D\}$ can be incorporated which takes into account spatial dependence information from a geographical information system (GIS). The specific definition of this variable can either be another random variable with a predefined underlying spatial covariance function, or a fixed effect covariate produced using a non-parametric technique. Finally, some designs have an additional component $\phi$ which here denotes more complex variance structures, for instance space-time interactions, survey design effects or exposure to spatially smooth unobserved risk factors, when the estimation of an unconfounded dose-response relationship is of interest.

**General linear model** The unit-level model by Battese et al. (1988) consists of a basic sampling model with normal errors and a linking model describing the relationship between domains:

\[
\begin{align*}
\text{Sampling} & \quad y_{id} | \mu_d, \sigma_e \sim \text{Normal}(\mu_d, \sigma_e) \\
\text{Linking} & \quad \mu_d | \sigma_v, \beta, X \sim \text{Normal}(X_{id}\beta, \sigma_v) \\
\text{Working model} & \quad y_{id} = X_{id}\beta + v_d + \epsilon_i \\
\text{EBLUP} & \quad \hat{y}^\text{EBLUP}_d = \hat{X}_d\beta + v_d
\end{align*}
\]

(3.1)  
(3.2)  
(3.3)  
(3.4)

$\nu$, $\epsilon$ are identically normally distributed random area and sampling effects, respectively. $X$ is a matrix of individual- and area-level covariate data $X_{id}$ (auxiliary data) known for the entire population. Prediction can be carried out using expression (3.3) at the unit-level by ignoring sampling error $\epsilon$, before aggregating all units $i$ into domain aggregates. Alternatively, it is possible to use a simplified aggregate-level equivalent (3.4) simply with domain-level covariate means $\hat{X}_d = \frac{1}{N_d} \sum_{i \in d} X_i$. Both lead to the empirical best linear unbiased predictor (EBLUP), a form of EB prediction.

A competing area-level approach examines the sample mean (maximum likeli-
3.2. Background

The sampling error of \( \hat{y}_{id} \) is known in each area \( d \), which is the case provided that the sampling process itself is known. The simplest case occurs if variable \( y_{id} \) is a 0/1 indicator with success probability \( p_d \). Under simple random sampling, the binomial law implies that the sampling variance of \( \hat{y}_{id} \) is \( \text{Var}(\hat{y}_{id}) = p_d(1 - p_d)/n_d \), usually estimated by \( \text{Var}(\hat{y}_{id}) = \hat{y}_{id}(1 - \hat{y}_{id})/n_d \). If sample means \( \bar{y} \) are computed for very small samples, this estimator is typically unstable and requires smoothing. The Fay-Herriot model has been applied for situations where \( \hat{y}_{id} \) is not the maximum likelihood estimator, for instance design-based estimators obtained with complex sampling designs. More complex variance estimation is then required.

Both the unit-level and area-level model relax the regression synthetic estimator based on linear model \( y_i = X_i\beta + \epsilon_i \) or \( y_{id} = X_{id}\beta + \epsilon_d \). Synthetic estimation, used in population health since initial investment by the US National Center for Health Statistics (1968), neglects any between-area variation that is not predicted directly by fixed effects. It is rarely the case that \( X\beta \) can be expected to predict the entirety of the between-area variance.

**Generalised linear model** While survey sampling theory is built around asymptotic properties of normal distributions, other data likelihoods are commonly used with discrete health outcomes: Bernoulli, binomial, Poisson, Weibull, exponential, mixture distributions. Appropriate likelihoods for health data are reviewed in detail by Flanders and Kleinbaum (1995). With those, models are specified with linking functions which makes their computation more complex, but may better represent the sampling error of the outcome of interest. In this case, the response is not modelled directly: a link with the population parameter of interest is required.

\[
\begin{align*}
\text{Sampling} & \quad y_{id} \mid \eta_{id}, \ldots \sim \pi(\eta_{id}, \ldots) \quad (3.8) \\
\text{Linking} & \quad g(\eta_{id}) \mid \sigma_v, \beta, X \sim \text{Normal}(X_{id}\beta, \sigma_v) \quad (3.9) \\
\text{Working model} & \quad g(\eta_{id}) = X_{id}\beta + u_d \quad (3.10)
\end{align*}
\]

where \( \pi(\cdot) \) is a known density function (Bernoulli, binomial, etc.) and \( g(\cdot) \)
a linking function, most commonly the logarithmic or logistic link, occasionally probit, negative binomial or log-log links. In this case, the unit-level synthetic estimator is just:

$$\theta_d^{\text{SYN}} = \frac{n_d}{N_d} \hat{\gamma}_d + \frac{N_d - n_d}{N_d} \sum_{i \in d} g^{-1}(X_{id}\hat{\beta})$$  \hspace{1cm} (3.11)

Omitting $i$ in (3.8-3.10) and substituting $\tilde{\gamma}_d$ for $\gamma_{id}$ in (3.8), we obtain an area-level model (often used in disease mapping) and the synthetic estimator of $\eta_d$ is then:

$$\theta_d^{\text{SYN}} = \frac{n_d}{N_d} \tilde{\gamma}_d + \frac{N_d - n_d}{N_d} g^{-1}(X_{d}\hat{\beta})$$  \hspace{1cm} (3.12)

The empirical best predictor rests on the observation that the synthetic predictor $\theta_d^{\text{SYN}}$ is biased, while the unbiased direct or maximum likelihood estimator $\hat{p}_d$ is too unstable to be used. The EB predictor (and its Bayesian equivalent) combines both estimators as a trade-off between bias and variance by weighting them as a function of the variance of the maximum likelihood estimator (see Efron and Morris, 1973; Jiang and Lahiri, 2006). The more precise the maximum likelihood estimator is, the more weight it is given. The EB predictor does not have a closed-form expression but can easily be computed with Monte Carlo integration. We take the example of an area-level binomial logistic model:

$$\theta_d^{\text{EBP}}(X, \hat{\beta}, \hat{\sigma}^2) = \frac{n_d}{N_d} \hat{\gamma}_d + \frac{N_d - n_d}{N_d} E_M(\eta_d | X, \hat{\beta}, \hat{\sigma}^2)$$

$$E_M(\eta_d | X, \hat{\beta}, \hat{\sigma}^2) = \frac{\exp(X_d\hat{\beta})}{\int \exp(X_d\hat{\beta}) \left[ \sum_{i \in d} y_i + 1 \right] \hat{\sigma} \xi - \left( n_d + 1 \right) \log(1 + \exp(X_d\hat{\beta} + \hat{\sigma} \xi))}$$  \hspace{1cm} (3.13)

where $E_M(\cdot)$ denotes a model-based expectation and $E_{\xi}(\cdot)$ is evaluated over $\xi \sim \text{N}(0, 1)$.

A simpler and faster to compute approximation of the above predictor has proved popular: the naive empirical best predictor or empirical plug-in predictor (EPP) is computed by introducing component $\nu$ from model (3.10):

$$\theta_d^{\text{naive}} = \frac{n_d}{N_d} \hat{\gamma}_d + \frac{N_d - n_d}{N_d} g^{-1}(X_d\hat{\beta} + \nu_d)$$  \hspace{1cm} (3.14)

Studies comparing the performance of the naive and full EB conclude that
the difference is small with large samples (Jiang and Lahiri, 2006) despite the added computational burden. The two basic model structures described above have been extended in many ways, by refining the area effects \( v \), relaxing some of the distributional assumptions on both sampling and linking stages, or adapting them to account for complex sampling designs. Once a model is specified and estimated, it must be tested to establish confidence in its reliability. This is the objective of model diagnostics which establish whether the model accurately describes all determinants of the between-area variation in the parameter of interest. This step is important to establish the credibility of the working model and can involve techniques such as hypothesis testing, residual checks or leave-one-out cross-validation.

### 3.3 Methods

#### 3.3.1 Search strategy

Citations were searched on Scopus, Ovid/EMBASE, PubMed/MEDLINE, Web of Science™ Core Collection and BIOSIS Citation Index. The query was designed to target the SAE literature and take the subset of citations relating to common health-related outcome or determinant. For that reason keywords were kept as general as possible, with a decision to include deprivation, unemployment and road safety. We targeted citations which titles, abstracts, keywords and indexing keywords included at least one of ‘small area estim\(^*\)’, ‘synthetic estim\(*\)’, ‘model-based estim\(^*\)’ or ‘model-assisted estim\(*\)’ and at least one of 25 words related to public health outcomes and determinants, including deprivation, behavioural and lifestyle risk factors and safety outcomes. Queries and their corresponding numbers of results are presented in appendix (Table A.1).

This search strategy is imperfect due to its restrictive first clause (containing a reference to SAE or model-based estimation). This is due to the difficulty in separating SAE from disease mapping studies as well as the heterogeneity in denominations used in disciplines such as geography, demography and actuarial science. We therefore introduced 41 references identified from forward and backward citations which were relevant despite not being reached in the search. Among those, 8 road traffic safety studies were published at a recent date were not explicitly linkable to the SAE literature based solely on their abstracts and titles, despite adopting now well-established disease mapping modelling designs. While models have been used for some time to measure risk factors associated with traffic accidents, they had until recently not been used for the purpose of identifying hotspots and producing pre-
cise road safety statistics. Their substantial methodological overlap with other SAE studies justifies examining them too.

In contrast, we excluded income and poverty mapping studies from the scope of this review. These studies correspond to somewhat different set of methodologies, mostly developed in the economic literature. This area of research is in particular dominated by the ‘World Bank’ method (Elbers et al., 2003) and has already been reviewed extensively elsewhere (see for instance Christiaensen et al., 2012; Tarozzi and Deaton, 2009; Haslett et al., 2010a,b; Molina and Rao, 2010).

Citations were screened to meet the following inclusion criteria (see flowchart in Figure 3.1):

- description of a statistical design involving predicting prevalence of a health-related status;
- application with real data or analysis and validation of existing small area estimates;
- SAE as opposed to pure smoothing: use of covariate auxiliary information within the survey model and/or of explicit random effect structures.

The following exclusion criteria were applied:

- studies of income or poverty;
- implicit synthetic estimation without regression modelling (poststratification estimates);
- microsimulation.

### 3.3.2 Analysis

We counted the number of models per study. In some studies reporting several models for one or more outcomes, we counted one model per health outcome and geographical scale of prediction, even when a wider range of models were considered during model selection. We also recorded the basic likelihood and prior structure of each model and undertook classifying them.

Differences exist between frequentist EB/EBLUP, empirical Bayesian and fully Bayesian approaches to inference, not least in their mathematical presentation and computational implementation. These differences are yet of limited relevance to the scope of the present review. Indeed, all three approaches implement predictive assumptions by using entirely comparable model structures. Notwithstanding, the HB approach is recognisable in that (a) it takes into account uncertainty in random components (the parameters determining the level of spatial heterogeneity); and (b) it produces full posterior distributions for small area indicators of interest, enabling
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Records identified through database searching
\( (n = 2,287) \)

1,384 duplicates removed

Records screened on title and abstract
\( (n = 903) \)

613 records excluded

41 additional references identified independently

Full-text articles assessed for eligibility
\( (n = 331) \)

171 full-text articles inaccessible or meeting an exclusion criterion

Studies included in systematic review
\( (n = 160) \)

Figure 3.1 | Study identification and inclusion flowchart
important post hoc analyses (Richardson et al., 2004). Studies were consequently marked according to three categories: synthetic; EB/EBLUP/empirical Bayes; and HB. In addition, they were classified as area-level or unit-level. For each study, the following characteristics were recorded: year; region; number of models described; type of health outcome; number and description of the set of domains; population of inference; basic specification and covariance structure of the best fitting model; validation method (comparison with direct estimates, comparison with external estimates, simulation); type and source of fitting data; fitting data sample size (in the case of surveys); type and source of auxiliary data; out-of-sample prediction (attempted, not attempted, not reported); whether accessed data geographical identifiers (yes, no, not reported); borrowing strength (space, time, space-time, neither). The percentage of the between-area variance explained by the best fitting model was also calculated. Although it is difficult to report this characteristic in a truly comparable way, we used the model’s coefficient of determination ($R^2$) in the case of area-level linear models used for synthetic prediction. In the case of mixed models used for synthetic, EB or HB prediction, the percentage of level-2 variance explained by covariates is calculated, when possible, by comparing the level-2 variance of a full model with that of a null model without covariate. This is the simplest approach achievable given the information present in published papers (see Xu, 2003 for a discussion).
3.4 Results

3.4.1 Descriptives

3.4.1.1 Study characteristics

This section describes characteristics of 160 citations, most of which are from North America (61%) and Europe (29%). Seven studies were from the Asian subcontinent, 5 from Africa, 4 respectively from Israel, Mexico, Chile, New Zealand and 1 study conducted on an international scale with countries acting as small areas. Over half (53%) were published after 2010. They report on a total of 268 models, most of which concerned health statuses (disability, general health), behavioural risk factors such as smoking, drinking and physical activity, diagnosed or clinically proven disease prevalence, economic status, and psychiatric morbidity (see breakdown in Table 3.1). These correspond to indicators in high demand for public health planning. A smaller number of investigations have looked at indicators of immunisation coverage and health insurance.

Seventy-eight per cent of studies considered in this review analysed survey data (n = 125), 16 per cent analysed data from various types of registers (n = 26), the remaining 6 per cent reporting on models applied to census data (n = 2), purposive research studies (n = 4), or pooling information from a combination of sources (n = 3). Out of 125 designs drawing inference from sample surveys only, 86 relied on health surveys (including health examination surveys), 32 on general social and labour force surveys, 6 relied on a Demographic and Health Survey (DHS) or a health surveillance system. We identified one study modelling school survey results (Leroux et al., 1996). Out of 23 studies drawing inferences from register data, 7 were based on traffic collision reporting systems, 7 on health care records, 5 on death registers, 4 on cancer registers, 2 on birth registers and 1 on an army register.

The domains of inference were extremely varied. Most studies looked at administrative subdivisions such as US counties, UK districts, but also finer statistical output geographies. A small number of studies investigated unusual domains, such as purposive grid squares (Abellan et al., 2008), schools (Li and Zaslavsky, 2010; Li et al., 2010), road segments and intersections (Miranda-Moreno et al., 2007; Mitra and Washington, 2007). Some studies based on synthetic estimation do not refer to specific domains as their models are designed purely at the individual level (see Benzeval and Judge, 1994, 1996).

Sampling fractions and total sample sizes relative to number of domains are scarcely discussed outside of validation studies. Authors have little control over
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Figure 3.2 | Plot of survey sample size to number of domains by prediction technique with affine lines of best fit ($N = 104$ models)

The sample size of the fitting data they use since almost all studies were based on secondary data sources. They are however generally able to decide on the size of the domains. Despite this, it appears that there is very little relationship between the number of domains and the study sample sizes in the subset of studies relying on survey samples (see Figure 3.2). For some synthetic estimation studies, the (albeit large) sample size is even inferior to the number of domains, for instance Zhang et al. (2013) make inferences at the census block-group level, or Congdon (2009b). Sample sizes are also often abnormally small even for studies based on EB or HB designs, where we find an average sample size per domain of respectively 13 and 28. Yet, only a handful of studies even consider the issue. Cook et al. (2016) do not publish EB predictions for domains with fewer than 20 observations out of concerns for reliability. Lopez-Vizcaino et al. (2013) find that below a minimum area sample size of 90, their HB predictors cannot achieve relative standard errors (RSEs) inferior to 20 per cent. This attests to the relatively crude understanding of design implications, at least in applied research.

3.4.1.2 Prediction methods and model parameterisations

Synthetic, EB and HB prediction are represented evenly in our inclusions and across most categories, aside for a very clear domination of HB methods in register-based studies (81%). Over half (55%) of studies were designed with unit-level models, 47 per cent of which use synthetic estimation. In substantive papers, it is not always obvious whether the EB (3.13), the naive plug-in predictor (3.14) or the syn-
thetic estimator (3.11) are used or, in the case of the first two techniques, what is done about areas with no observations. This is especially obvious when journal space is limited and when is no incentive to provide supplementary material. We did find that almost all EBs are in fact naïve ‘plug-in’ predictors despite the full text making no explicit reference to it.

**Synthetic estimation** remains popular when the sample microdata are provided with masked primary sampling units (the geographical location of which is not communicated, see for instance Twigg and Moon, 2002; Congdon, 2008a) or when the ratio of the sample size to the number of domains is too small for EB or HB prediction be reliable (Congdon, 2009b; Zhang, 1999). It comes with a disadvantage identified early on by Gonzalez and Hoza (1978, p. 8): ‘the use of synthetic estimates is limited by the method’s inability to account properly for local factors’. This is commonly referred to as the ‘synthetic assumption’. Models cannot predict all local outcomes unless a covariate is so important that it is justified to use it directly as an indicator. One variation of synthetic estimation is known as ‘multilevel synthetic estimation’ (Heady and Ruddock, 1996; Twigg et al., 2000). While it also assumes that all areas be identical outside of differences captured by fixed effect covariates, authors are nevertheless able to reflect unaccounted residual between-area heterogeneity through wider prediction intervals. Indeed, Farrell et al. (1997a) and Heady et al. (2003) used a naïve approximation to the mean squared error (MSE) of the synthetic estimator which explicitly takes into account this residual variance \( \bar{\text{MSE}}(\theta^{\text{Syn}}) = \sigma^2 + \text{Var}(X\hat{\beta}) \). By doing so, even if EB/HB point estimates are not available or that the data set is too sparse for them to be reliable, multilevel synthetic interval estimates at least display the lack of sensitivity of the synthetic point estimate.

**EB and HB prediction** relies on mixed effect models to produce a hybrid predictor between the biased synthetic predictor and the noisy direct sample estimator. Such models are built on various sampling and linking distributions listed in Table 3.2 which, respectively,

(a) take into account the sampling error processes for the direct estimator and
(b) relax the synthetic assumption of between-area homogeneity with the help of latent random domain effects.

Domain random effects fulfilling (b) are in the vast majority of studies assumed to be independently and normally distributed, as per the original designs proposed by Fay and Herriot (1979) and Battese et al. (1988). These are unstructured and
often referred to as ‘normal exchangeable random effects’. Other distributions are suitable when normality is not a reasonable assumption due to a skew (log-normal or arcsine) or outliers (Student’s $t$). In practice, little is known about the underlying distributional characteristics of domain random effects. Nonparametric approaches to EB/HB have been proposed by Opsomer et al. (2008) which evade distributional assumptions, yet they have not been applied to population health outcomes. Semiparametric methods have also been put forward. Chaudhuri and Ghosh (2011) have developed an empirical likelihood approach to Fay-Herriot and unit-level Battese et al. (1988) models, placing no specific distributional assumption on domain random effects. A competing semi-parametric approach exists in M-quantile models used with both continuous (Tzavidis et al., 2008) and discrete outcomes (Tzavidis et al., 2015; Chambers et al., 2016). The hierarchical domain structure is replaced by M-quantile regression coefficients averaged over units of every domain. This gives rise to domain-level models used for prediction. Although these semiparametric approaches have been applied to health outcomes in statistical case studies, they remain to be tested and adopted by practitioners.

We note that some studies only specify random effects for some rather than all domains. Twigg et al. (2004) specified random regional effects despite carrying out prediction for smaller domains. Similarly, some studies predicting health characteristics for cross-classifications of geographical areas and demographic groups assume homogeneity in the demographic groups’ risk ratios across areas; see for instance Olives et al. (2013). This approach is computationally appealing, sometimes even inevitable due to data sparsity, but it implies homogeneity in social groups which is in many studies not tested, when it is at all made explicit.

Recent studies have investigated exploiting the mutual dependence of normal effects with structured priors. These include the multivariate normal prior, the conditional autoregressive (CAR) prior and random walks priors such as first-order random walk (RW1). These are used extensively in applied research so as to exploit dependence structures in terms of spatial proximity, geographical contiguity, time adjacency or some notion of proximity across social groups, for instance closely related age groups. These structures and their use is the object of further discussion in sections 3.4.4 and 3.5.1.

We pay close attention to these structures as they determine the meaning and uses that can be attached to model-based estimates. From a substantive viewpoint, a few studies are transparent with regard to the type of inferences to be drawn, and make the range of acceptable uses explicit. Although many synthetic studies do not discuss implications of failing to account for residual heterogeneity, Walsh and
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Table 3.2 | Common parametric specifications for sampling and linking models

<table>
<thead>
<tr>
<th>Sampling model</th>
<th>Linking model</th>
<th>Observations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Normal</td>
<td>Normal</td>
<td>Transformations are sometimes used to ensure normal sampling errors: logarithmic (Fay and Herriot, 1979), logistic (binomial) (Mercer et al., 2015; Song et al., 2016), arcsine Dempster and Hwang (1994); Jiang and Lahiri (2001); Krapavickaité and Rudys (2015). Extensions have been proposed with correlated or multivariate sampling error for panel surveys and correlated outcomes (Elston et al., 1991; Paetz et al., 2010; Söhl et al., 2016; Li and Zaslavsky, 2010)</td>
</tr>
<tr>
<td>Bernoulli</td>
<td>Normal</td>
<td>Outlier robust. Example: Xie et al., 2007</td>
</tr>
<tr>
<td>Binomial</td>
<td>Normal</td>
<td>With logistic link function.</td>
</tr>
<tr>
<td>Binomial</td>
<td>Beta</td>
<td>With logistic link function. Example: Martuzzi and Elliott, 1996</td>
</tr>
<tr>
<td>Poisson</td>
<td>Normal</td>
<td>With logarithmic link function.</td>
</tr>
<tr>
<td>Poisson</td>
<td>Gamma</td>
<td>With logarithmic link function.</td>
</tr>
<tr>
<td>Gamma model</td>
<td></td>
<td>Special parameterisation suitable for alcohol consumption: see Rehm et al., 2010; Castillo-Carniglia et al., 2015</td>
</tr>
<tr>
<td>Beta model</td>
<td></td>
<td>Jonker et al., 2013a.</td>
</tr>
</tbody>
</table>

Haseeb (2014) for instance state that their synthetic predictions are not a reflection of the local epidemiology but instead can be used to identify areas with a socioeconomic profile which suggests that epidemiological investigations are most likely to be needed. Other reports insist on the need to validate estimates (Twigg et al., 2000; Scarborough et al., 2009), but only few offer explicit and scientific rules of interpretation of ranks, or detection of hotspots (Miaou et al., 2003; Miaou and Song, 2005; Congdon, 2008c) or unusual trends (Abellan et al., 2008; Li et al., 2012). It is likely that the growing sophistication of models will allow incorporation of explicit inferential aims in applied statistical designs.

3.4.2 Auxiliary predictors

Censuses and MYPEs are the main sources of auxiliary data in included studies. By far the most common model predictor is age, followed by sex and ethnicity. Studies also increasingly rely on data from administrative statistics compendiums such as the US Area Health Resources File (US Department of Health and Human Services, Health Resources and Services Administration, Bureau of Health Workforce, 2016), the German INKAR database (Bundesinstitut für Bau-, Stadt- und Raumforschung, 2016) or public health departments’ data warehouses (Georgia Department of Public Health, 2016). These constitute a precious infrastructure which
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facilitates model building. Seven studies use principal components analysis as a data reduction method to make the most of the wealth of variables available and achieve very high percentages of between-area variance explained by covariates. Area classifications for urban-rural, socioeconomic and deprivation categories are particularly frequently used. A few studies used school and hospital register data, but unlike the point-referenced geostatistical literature, none used GIS or satellite data.

In most cases, auxiliary covariates are themselves subject to sampling error, or other forms of measurement error. Many studies estimate auxiliary covariates from survey samples subject to sampling error; Charlton (1998) used a household survey and a one per cent sample of UK 1991 census records. Twigg et al. (2000) estimated area covariates from the fitting survey data itself as the geographical location of households is provided in a masked form in their dataset. In the US, the American Community Survey has become the standard source of population characteristics data (US Census Bureau, 2008). As for register data and population estimates, they are commonly affected by coverage error, seasonal bias and inaccuracies at a small level (zu Erbach-Schoenberg et al., 2016; Cairns et al., 2016). Error in auxiliary data, whether for administrative or sample survey source, is almost never discussed despite being a common issue. Ybarra and Lohr (2008) produced the only design in included studies which takes into account error in auxiliary data with a measurement error model. This method has not been used in later studies included in this review.

Auxiliary data can be difficult to obtain at the desired level of prediction, but we note three situations where it may not be required at all:

- For various reasons, studies can include important unit-level confounding variables in the linking model, which are then discarded at the prediction phase, therefore absolving the need for exhaustive auxiliary data. This is often the case when the model is applied to estimate an age-adjusted parameter (in which case the model equation is applied to a standard population rather than to MYPEs) or when it is desirable to remove the influence of a confounding factor known to distort the intended interpretation (for instance, adjusting for the excessive influence of a local care home on a small area’s morbidity rate, see Jonker et al., 2013b). In other studies, a similar approach is adopted when prediction is required for hypothetical populations or sub-populations of interest. For instance, Paez et al. (2010) estimate the average trip length for specific senior populations (unrepresentative of the actual resident population) to measure accessibility to health care services in specific urban areas. Inequality decomposition studies also proceed this way: Cook
et al. (2016) estimate mental health care need disparities using a ‘recycled prediction’ approach, in which they calculate the unwarranted shortage/excess in health care need across various ethnic groups.

- Some studies (including survey-based studies), carry out pure smoothing without covariates. This is frequent in space-time filtering studies (for instance Barker and Thompson, 2013; Boulieri et al., 2016a). The absence of covariate can yet reduce the design’s efficiency in terms of prediction variance.

- Some studies analyse adequately-powered datasets which do not themselves require filtering or smoothing. They instead use modelling to predict an unobserved latent variable. For instance, Fabrizi et al. (2016) use a small area latent class model to predict the prevalence of a range of disability clusters using data from multiple items and scales in a household survey.

### 3.4.3 Area- and unit-level modelling

The unit-level model has an older history in the field of population health statistics, where evidence from national trials and investigations has long been ‘applied’ to local populations through age-standardisation, demographic methods, and regression models (Levy, 1979). This approach has later been developed further to make fuller use of data available for local populations from decennial censuses (Heady and Ruddock, 1996), as well as to implement more efficient EB (Battese et al., 1988) or HB (Malec and Sedransk, 1993) designs. Area-level designs, although present in earlier synthetic designs (Gonzalez and Hoza, 1978) owing to data limitations, have been introduced to decompose sampling and between-area variance by Fay and Herriot (1979) and and have been popular since.

Area- and unit-level have very different implications both in terms of survey sampling and in terms of modelling correlations with social, economic or geographical covariates. Area-level models may not make full use of the information held by the auxiliary information when it is available at the unit level; for instance turning existing individual-level data into aggregates may lose some of the breadth of information. A particular advantage of unit-level general linear models discussed in section 3.2.3 is that they can be developed in circumstances where the fitting data is individual-level, and the auxiliary data for the entire population is only available as aggregates. This is, however, not the case with generalised linear mixed models due to the link function which breaks the direct connection between the maximum likelihood estimator and the model’s linking stage. In practice, this means that mod-
els based on a Bernoulli, binomial or Poisson sampling likelihood require unit-level auxiliary data for prediction, because the simplified EBLUP (3.4) does not exist for such models. This is not to say that both specifications are equivalent, even with general linear models. The absence of direct equivalence between area- and unit-level relationships is a well documented ecological fallacy problem (see Tranmer and Steel, 1998, 2001; Tranmer et al., 2003; Namazi-Rad and Steel, 2015).

The traditional Fay-Herriot model assumes normally distributed outcomes. Transformation of the response at the sampling stage, or at the linking stage of the model (for instance log, logit, arcsine-square root) may be necessary, although challenging in many ways. Proportion estimates can be unstable with small or zero denominators since the log link, for instance, is undefined for zero. Proportions equal to 1 can also cause issues with logit transformations. Only the logit transformation guarantees that predictions will be bounded by 0 and 1. Unmatched models under a variety of link functions were studied by You and Rao (2002), and a nonparametric Fay-Herriot model that avoids relying on transformations has been described by Porter et al. (2015b). Area-level models generally requires a very good knowledge of the survey design in order to specify a suitable variance function giving the sampling stochastic effects, as such a function is often in practice not known (Ha et al., 2014).

Area-level models, whether based on general linear or generalised linear mixed models, are in theory well adapted to large datasets. This is because the stable variances of large samples may not require to shrink or smooth them, but also because fewer difficulties are likely to arise with the transformation of responses, especially when the dependent variable is a proportion. In addition, an area-level model is often much easier to manipulate with large datasets since its covariance matrix has smaller dimensions than that of a unit-level model.

3.4.4 Structures for spatial, temporal and demographic dependence

Recent studies feature more sophisticated covariance structures which exploit the dependence between small areas or domains under some form of adjacency, proximity or network arrangement. Such structures are needed to reflect the continuity of health risks across time, space, and closely related social groups. From a statistical viewpoint, they are intended to reduce the prediction MSE, particularly bias. The fundamental covariance structure implementing such dependence structures is the multivariate normal distribution. Dependence is specified in the model variance-covariance matrix with non-zero off-diagonal covariance parameters. The resulting
distribution produces correlated random effects depending on the size of the covariance relative to the diagonal (variance) parameters.

3.4.4.1 Spatial dependence

Typical spatial models rely on an extension of this basic concept. Besag (1974) theorised a dependence structure known as ‘intrinsic conditional autoregressive (ICAR)’ which relies on a Markov conditional independence assumption under which area random effects are independent realisations of a normal variable, conditionally on proximity. This conditionality materialises into a spatial weights matrix determining the level of covariance between two given areas as a function of their adjacency or spatial proximity. The combination of an ICAR with an unstructured normal exchangeable (NEX) random effect forms the CAR or convolution prior. Instead of shrinking data towards the global mean as with a simple NEX prior (global shrinkage), this approach shrinks data towards local means (local shrinkage). In theory, this should result in smoother predictions, in spatial terms. In appropriate circumstances, it should also equalise prediction MSE across space.

In public health, spatial models have a strong substantive justification. Health outcomes exhibit spatial similarity or clustering (Lorant et al., 2001) and justify exploiting information on distances and spatial adjacency collated using a GIS. A basic illustration in disease mapping is discussed by Marshall (1991a); Mollie and Richardson (1991). The justification for local smoothing is best summarised by Richardson and Monfort (2000, p. 210):

‘For studies at both the small and large scale geographical scale, it is clear that in most cases there will be unidentified or unmeasured confounders, some of them potentially varying continuously over space. There are many examples of such confounders including genetic characteristics, sun exposure and dietary habits. Spatial structure is therefore introduced to account indirectly for the aggregated effect of those unobserved risk factors’.

Although this justification relates to observational epidemiology models and act as a precaution against spurious inferences, it is also valid for prediction, in order to ensure that models successfully reproduce the spatial pattern of risk.

Out of 36 studies relying on spatial modelling, only 2 studies (Pereira et al., 2013; Drewnowski et al., 2014) implemented a simultaneous autoregressive (SAR) covariance specification for a Fay-Herriot model. Only one (Kokki et al., 2001) used the ICAR structure, thus assuming absolute smoothness in the risk surface. All
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others adopt a more complex design coupling the ICAR with basic NEX effects. The resulting CAR structures couple a smooth risk surface with area-specific disruptions accounting for unobserved risk factors exhibiting a different structure. We include in this the Leroux-Lei-Breslow (LLB) structure proposed by Leroux et al. (2000), and applied in three studies (Congdon, 2008c, 2009b; Baptista et al., 2015). Few studies adopt other spatial structures; we only note one exception with Paech et al. (2010) who used fixed effect polynomial expansions of Cartesian coordinates.

3.4.4.2 Demographic dependence

Some designs aim to produce estimates for domains defined as a cross-classification of small areas and demographic subgroups. Some rely on independent random effects, either by modelling social groups separately (see for instance Dwyer-Lindgren et al., 2013), or by using independent covariance structures. Herrador et al. (2011)’s model of unemployment rates employs a single vector of independent exchangeable random effects of women’s and men’s local area effect with sex-specific variances. Other designs instead assume an interaction between area effects and social groups and pool some of the model effects: we refer to this method as ‘shared component prediction’, by reference to shared component models (Knorr-Held and Best, 2001). They specify correlated random effects and borrow strength not just from other areas, but also from other social groups within areas. These designs recognise that in spite of inequalities, social groups in a given area are likely to be similar: Malec et al. (1999) specifies random effects of six sex by ethnicity groups to have correlated random effects in each area, and Richardson et al. (2006) specify a correlation between sex-specific risks across areas. These are implemented with a multivariate normal structure. Such models are sometimes known as ‘shared components models’ due to the fact that they recognise that different social groups share some risk factors, and have become very common over the past decade. Another implementation of risk dependence between social groups within areas has been used by one author (Congdon, 2006a,b, 2009a,b; Congdon and Lloyd, 2010), with models implementing a random walk structure (identical to an ICAR or CAR structure) to reflect the fact that health risks are similar in adjacent age groups. Finally, 13 studies model several health outcomes jointly using multivariate response models, for instance to model morbidity and mortality simultaneously (Congdon, 2008a), or predict rates of road collision of different severities (Miaou and Song, 2005; Boulieri et al., 2016b). The primary goal is to gain efficiency by exploiting the correlation in these health outcomes.
3.4.4.3 Temporal dependence

Time is another source of dependence in data and models are well established which stabilise area unemployment time series independently (see for instance Tiller, 1992). Rao and Yu (1994) first introduced the combining this time filtering with borrowing strength nationally to increase the precision of these rates. Progress have been reviewed in detail elsewhere (Pfeffermann, 2002), but a number of small area studies proposed original solutions. Important contributions have been made which combine (a) seasonality and temporal dependence in time-specific rates (mostly unemployment) and (b) temporal dependence in the sampling error due to the design of longitudinal panel surveys and the rotating group bias (Hwang and Dempster, 1999).

To avoid excessive time dependency Pfeffermann and Tiller (2006); Pfeffermann et al. (2014) propose a two-stage benchmark procedure at the national level and then at the census division level which corrects prediction in case of rapid changes in time series caused by events such as a market crash or terrorist attacks. Similarly, epidemics can cause rapid changes in mortality which autoregressive models may fail to adapt to in the short term.

More sophisticated designs have emerged in the space-time disease mapping literature, when there is interest in measuring local trends rather than point epidemiological prevalence. A simple interactions between space and time by Bernardinelli et al. (1995) introduces a simple interaction between trend (slope of time) and area, while Sun et al. (2000) and Miaou et al. (2003) use an unstructured time effect interacted with areas and age group. Structured space time interactions are later proposed by Knorr-Held and Besag (1998) to exploit the spatial dependence in local trends.

3.4.5 Prediction for out-of-sample domains

It is not unusual that no data are available in some of the target domains. While synthetic predictors can be computed provided that auxiliary data is available, the default frequentist EB predictors (3.13) and (3.14) are undefined in the event of a zero sample size due to the unobserved exchangeable random effect. There is no standard approach for out-of-sample frequentist EB prediction, and studies do not always explain how they compute those. Those that do address this point usually compute the synthetic estimator in lieu of the undefined EB (Pfeffermann and Sverchkov, 2007; Eberth et al., 2013b,a). However, one study (Zhang et al., 2014) imputes missing random effects with the arithmetic mean of neighbouring areas’ random effects, in an attempt to recognise the spatial autocorrelation in random effects.
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Fully Bayesian studies face no such obstacle since HB posterior distributions are still defined even with missing data. In such situations, posteriors will typically be wide since the prior and particularly the linear predictor $X\beta$ take precedent, leaving some uncertainty. When explicit structures are defined in the model, for instance conditional autoregressive structures based on time, space or age, posteriors can still be relatively narrow thanks to the ability to borrow strength from adjacent areas or groups. Although this aspect is not discussed in depth in the design justifications of included studies, we note that frequentist work by Saei and Chambers (2005, 2011) has demonstrated possible efficiency gains under a spatially autoregressive model.

3.4.6 Validation methods

Validity has been a strong concern from the earliest attempts to develop inference based on synthetic estimators, due to difficulties in ascertaining the magnitude of their inherent bias. This has remained a concern with HB and EB prediction, the consistency of which is still conditional on the model being true. We examine validation work from the angle of (a) model validity and (b) prediction validity.

3.4.6.1 Model validity

Forty-six per cent of studies report some form of model comparison or a selection procedure. Few describe a systematic covariate selection strategy, possibly owing to the lack of demonstration that automated model selection is reliable. Only Heady et al. (2003) describe in detail a stepwise forward selection process combined with examination of the $T^2$ statistic. HB designs have the advantage of offering Bayesian covariate and random effect selection, using a simple 0/1 indicator with a Bernoulli prior. This method produces a full posterior probability reflecting uncertainty around whether or not the ‘true model’ includes a given main effect or interaction effect (Kinney and Dunson, 2007). It can be combined with Bayesian decision rules (Congdon, 2006d, 2009a). A more detailed review of criteria found in the literature is presented point by point below:

- **Goodness-of-fit** The most common model comparison criteria are the coefficient of determination for linear model and the Akaike information criterion (AIC) for generalised linear models, even in the case of mixed models where its use is questionable. With HB designs, the more natural deviance information criterion (DIC) is almost always used. Although an excellent procedure to balance model parsimony and fit, the DIC is not suited to all model structures and can be too lenient with complex models (Spiegelhalter
et al., 2002; Plummer, 2008). Another frequently encountered metric involved in hierarchical model selection is the pseudo-marginal likelihood, the sum of cross predictive ordinates over all areas (Congdon, 2008b).

- **Sensitivity to Bayesian priors** HB studies occasionally examine the sensitivity to the choice of hyperpriors—particularly those placed on the variances of random effects—by plotting outputs from competing models or measuring their correlation (Sun et al., 2000; Pascutto et al., 2000; Ha et al., 2014). Sensitivity to the choice of priors is regarded as a sign of excessively subjective priors, they reflect strong existing knowledge.

- **Percentage of the between-area variation predicted by covariates** It is calculated by reference to a basic random means model without covariates. As pointed out by Heady et al. (2003), small area models of disease may need to be compared with a model with age and sex variables rather than a null model, because prediction is intended to be age-standardised anyway. Brown et al. (2001, p. 1) observed that ‘the expected values defined by the model underlying the small area values should be “good”. That is, they should explain a significant proportion of the variation in the small area values of interest. Note that for models that include random effects, these do not contribute to the expected value.’ There is no evident threshold to observe in relation to the proportion of between-area variance explained. Some authors have stated or cited an absolute minimum threshold of 40 per cent without further justification (Pickering et al., 2004; Szatkowski et al., 2015; Zhang et al., 2013). In fact, we find that neither synthetic nor EB/HB studies which report on this measure show any evidence of clustering around a particular threshold (Figure 3.3). In addition, the interpretation of this metric is dubious since there is no closed-form function describing its relationship to MSE. While this is undoubtedly a useful measure to check against coefficients of determination quoted in previous research and assess the model performance, it is worth noting that it has not been examined in the statistical literature. Its properties and particularly its stability with sparse datasets remain understudied.

- **Unit-level prediction diagnostics** A small number of studies perform checks usually applied for individual-level prediction, reporting sensitivity, specificity, or area under the curve (AUC) statistics. Although these can provide an idea of model fit, they are of limited value when exploring the reliability of small area predictions across domains.

- **Other methods** Frequentist authors have devised a sampling-based model selection procedure known as the ‘fence’ method (Jiang et al., 2008, 2009; Jiang
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and Nguyen, 2012; Rao, 2011; Pfeffermann, 2013). It is also computationally challenging and is not present in any of the applied literature considered here. Another approach, the Bayes factor, which enjoys renewed popularity in statistical testing, remains little employed in fully Bayesian hierarchical designs. This is partially due to its complexity and sensitivity on priors. A pseudo-Bayes factor approach proposed by Gelfand et al. (1992) is used by Congdon (2009a). This is an underexplored topic, despite arguments that Bayes factors may be the only practical method to assess model uncertainty (Longford, 2012).

3.4.6.2 Prediction validity

Studies included in this review use a combination of comparison with direct estimates (34%, n = 54), with an external source of data (16%, n = 26), and simulation studies (17%, n = 27). While some studies use very reliable external comparators (for instance Jia et al., 2004), other investigations are less conclusive in that they rely on imprecise external survey estimates (Twigg and Moon, 2002), or untested administrative sources such as general practice registers (Public Health England, 2014c) or care activity aggregates without evidence that they are necessarily linearly related to the outcome of interest (Congdon, 2008a; Hudson, 2009; Hudson and Soskolne, 2012). Independently of the type and quality of the comparator, a number of methods are used to validate model-based estimates:

- **MSE/CV** The most common and natural way of measuring error beyond a simple scatterplot is the MSE or its squared root, which is often regarded as equivalent of a standard error. In order to bring it to a standard scale, its square root is divided by the value of the parameter of interest, resulting in the relative root MSE, also referred to as RSE or CV. This measure can present difficulties in terms of the stability and reliability of this ratio since the predictor rather than the true value is used in the denominator. As long as the reliability of MSE linearised approximations, bootstrap estimates or posterior variance is established for all domains and subdomains, traditional official statistics rules on reliability can be applied. Although there is no agreed international standard (Amoako Johnson et al., 2010), thresholds of between 20 per cent (ONS, 2014e) and 30 per cent Klein et al. (2002); US Census Bureau (2013); Wang et al. (2015) are frequently applied.

- **Model-based simulation** With many statistical designs, the lack of guarantees around the accuracy of both the numerator and denominator of the RSE
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justifies the use of simulation to provide reassurance. Some studies carry out simulation experiments under an assumed small area working model and are intended to test the influence of a potential distributional violation in the data. In these cases, a particular violation is identified as a risk, and the model is tested on a synthetic dataset so as to determine its robustness in the presence of such a violation. Other model-based simulation studies are conducted using a model fitted on real data. This produces a superpopulation model from which a synthetic study population and survey samples can be simulated. In this case studies usually intend to demonstrate that the estimation strategy is sound as long as the assumed model holds. Many of these simulation studies are meant to verify the statistical reliability of predictions, for instance the coverage property of 95 per cent interval estimates or the sensitivity and specificity of detection of a random effect (Malec et al., 1997; Abellan et al., 2008; Boonstra et al., 2008), the bias of a prediction MSE approximation, the suitability of a prior to reproduce some spatial or temporal processes (Choi et al., 2011; Dwyer-Lindgren et al., 2014a; Lee and Mitchell, 2013), or an approach to account for a given non-ignorable sampling design (Xie, 2004; Raghunathan et al., 2007; Liu et al., 2014; Ha et al., 2014). It is important to understand that they are not suitable to test whether a model is appropriately specified.

- **Design-based simulation** More rarely, studies conduct design-based simulation experiments, when they have access to a large population such as a census (Ugarte et al., 2009) or multiple waves of a large survey (Barker and Thompson, 2013; Krapavickaitė and Rudys, 2015) from which survey sampling can be simulated. Such simulations are extremely powerful to scrutinise the suitability of a model across all areas and subdomains since the simulation is carried out on the actual population with the full complexity of its spatial surface and heteroskedasticity, which cannot be reproduced faithfully under a simple model-based simulation experiment.

- **Average deviation** Deviation metrics averaged across areas are a commonly-used method when area-specific estimates of MSE are not available or reliable. Initially, Gonzalez and Waksberg (1973) showed that the design variance of a synthetic estimate could be estimated provided access to an unbiased estimate
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of the truth (maximum likelihood estimator) with known design variance:

\[
\text{MSE}(\hat{y}_{d}^{\text{SYN}i}) = \text{E}(\hat{y}_{d}^{\text{SYN}i} - \hat{y}_{d}) + \text{Var}(\hat{y}_{d}) + 2 \text{Cov}(\hat{y}_{d}^{\text{SYN}i}, \hat{y}_{d}) \tag{3.15}
\]

\[
\text{MSE}(\hat{y}_{d}^{\text{SYN}i}) = (\hat{y}_{d}^{\text{SYN}i} - \hat{y}_{d})^2 - \text{Var}(\hat{y}_{d}) \tag{3.16}
\]

The resulting estimates of area-specific MSEs are unstable and Gonzalez and Waksberg (1973) recommend averaging them across areas to obtain an average estimate. The principle of averaging deviation metrics across areas has remained although some studies have used it for EBs and/or neglecting the second term in (3.16) (Davis et al., 2010; Goodman, 2010; Li et al., 2010; Zhang et al., 2014), where the assumption that the covariance term in (3.15) is negligible is questionable, as EBs with large domain samples will in practice be very close to the direct estimator. As has been noted before in official statistics, this approach is in any case unlikely to satisfy user needs, since ‘the official in area i is not interested in an average error over all of the areas. The official likes to assess the error is in his or her domain’ (Pfeffermann et al., 2015, p. 459).

Brown et al. (2001) proposed a more rigorous approach by testing the fit of model-based predictions compared to direct estimators using a $\chi^2$ goodness-of-fit test taking into account area-specific variances of the direct estimator. Under central limit assumption, this test ought to detect global bias as well as over- or undershrinkage. While this test is appropriately specified for synthetic estimator, it also fails to take into account the dependence between EB predictors and direct estimators, since the EB predictor is a shrinkage estimator based on the direct estimator.

- **Correlation coefficient/coefficient of determination** Correlation levels are very sensitive to the sampling error of the comparator estimates themselves (see illustration by Zhang et al., 2011, 2013). Although it is possible to use weighted correlation coefficients to adjust any variation in precision across domains (see the concordance correlation coefficient used by Srebotnjak et al., 2010), comparators with large standard errors overall will yield poor correlations even if the model-based estimates are excellent. In those cases, some studies limit correlation analyses to a subset of domains with reliable direct estimates (Cadwell et al., 2010) and/or by aggregating predictions to a higher level at which comparators are more reliable. The limitations of correlation coefficients are yet well identified. Bland and Altman (1986) proposed a graphical method to circumvent them. The Bland-Altman plot of the dif-
ference between model-based and direct estimators to the average of those estimators displays more clearly any potential concentration of bias across the range of estimate values. Szatkowski et al. (2015) apply it and detect higher bias in larger values of smoking rates.

- **Cross-validation** Cross-validation is the natural procedure to evaluate prediction error and in particular MSE. It consists of fitting the model on a proportion of the available data set, predicting the items left aside, and finally comparing predicted and actual items. This can be regarded as a form of design-based simulation using the fitting dataset itself. This procedure is not often used or reported at length in applied citations included in this review (Olives et al., 2013; Twigg et al., 2000). A discussion of cross-validation in epidemiological models can be found in Greenland et al. (2016). In the HB literature, cross-validation is made prohibitive in hierarchical models by the computational burden of Markov chain Monte Carlo. Posterior predictive model checks have been proposed by Marshall and Spiegelhalter (2003) and Stern and Cressie (2000) as an alternative. The posterior predictive p-value, which examines the discrepancy between the data and posterior, is also popular (Gelman et al., 1996; You and Rao, 2002; Datta et al., 1999). This approach has already been critically appraised by Gelman et al. (1996); Sinharay and Stern (2003).

- **Calibration** Some studies test predictions for local departures from direct estimates by aggregating them up to higher units, for instance at the level of regions or large units, at which direct estimates are available and reliable (Malec et al., 1999; Twigg et al., 2004; Srebotnjak et al., 2010; Eberth et al., 2013a; Zhang et al., 2013; Eke et al., 2016). This ‘calibration diagnostic’ measures the ‘amount of scaling required to calibrate a set of model-based small area estimates’ (Brown et al., 2001). Other studies do not aggregated estimates. They instead conduct comparisons against direct estimate only in large domains where direct estimators are reliable (Olives et al., 2013; Davis et al., 2010; Dwyer-Lindgren et al., 2014b; Srebotnjak et al., 2010). This has been criticised in the peer review for Srebotnjak et al. (2010). It is also apparent that large domains are given a lower amount of shrinkage by design, so that EB by construct closer to the direct estimators. This has been illustrated by Hudson (2009) in a case study.
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Note: ● mean; — median; □ quartiles; | 1.5 × inter-quartile range

Figure 3.3 | Box plots of the proportions of between-area variances explained by covariates (N = 32 models)

3.5 Discussion

This systematic review of 160 studies shows progress in the adoption of model-based methodology in academic public health and, to a more limited extent, in national statistical offices. Recent years have seen the publication of sophisticated statistical design making very efficient use of multiple sources of data. The structure implied by various models is better understood thanks to efforts to develop more realistic models, yet their implications are not always obvious to all statistics users.

3.5.1 Borrowing strength

SAE borrows strength of prediction from an entire study area to estimate a parameter at a local level. This in part rests on the premise that some health determinants have a uniform effect on health risks across the study area. In particular, age is commonly treated a homogeneous risk factor across space. When standardised health statistics are needed, the overwhelming majority of studies either (a) standardise an area-level health response variable directly or indirectly or (b) model a unit-level response variable as a function of age fixed effects and then compute area predictions by applying the model to a standard population (Olives et al., 2013). This treatment of age is just one illustration of the homogeneity problem; other risk factors such as ethnic group or economic status are frequently modelled similarly. Synthetic estimation borrows strength exclusively from modelling risk factors in a
homogeneous manner and the limitations of this approach lead to well-identified issues in terms of bias, since measuring and accounting for all risk factors through fixed effects is unrealistic.

As a result, a general warning accompanies synthetic and other model-based estimates with regard to the rigidity of their basic assumptions: for instance, a widely-used UK guide to source of public health intelligence reads:

‘synthetic estimates are based on a model and represent the expected prevalence of lifestyle behaviour for an area, given the demographic and social characteristics of that area. They do not take account of any additional local factors that may have influenced lifestyle in the local population (e.g. local health improvement initiatives). The estimates should therefore not be used to monitor performance or change over time’ (Association of Public Health Observatories, 2005, p. 8).

A growing literature has been concerned with producing estimates which are less biased and more sensitive to local departures from global patterns of association between observable determinants and health risks. Since Clayton and Kaldor (1987) presented an early effort to model area-specific relative risks of lip cancer using a shrinkage estimator, the idea of reconciling the (biased) synthetic estimator with the (noisy) maximum likelihood estimator has taken root. From a modelling viewpoint, this reconciliation involves modelling unobserved differences in risk factors across domains or areas as random latent variables, which reproduce residual between-area patterns which are not predicted by fixed effects. This review has identified many approaches to do this, including semi- and nonparametric solutions. But parametric—and in particular normal—random effects remain a dominant tactic since Fay and Herriot (1979). Yet, this review shows that the sole use of an unstructured random effect in EB/HB designs does not automatically address all concerns. We review in turn simple random effects; correlated random effects; mixture structures; and other types of structures in three separate subsections.

3.5.1.1 Simple random effects

The model-based SAE literature overwhelmingly relies on normal assumptions for random effects. It is a very strong assumption; we review what it implies (1) in substantive terms and (2) in statistical terms.

First, an area- or domain-specific normal exchangeable (NEX) random effect does not necessarily relax all the rigidities of the synthetic assumption. Simplifying assumptions are still made which assume homogeneity in relative risks or odds ratios
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across areas for some demographic groups. We illustrate this point by returning to
the case of age fixed effects in models. Even in case random area effects are included,
models tend to ignore variations in age-specific rates of a given health outcome. In
the event such variations are very prominent, relying on fixed effects can lead to
biased predictions by confounding area relative risks and age by area relative risks:
typically, an area where a given age category exhibits very high risks will have an
inflated standardised rate. Yet this homogeneity assumption can still be a strong
advantage from a practical viewpoint: it can reduces the need for reliable small area
MYPEs for survey SAE since the model can just be applied to a standard population
and produce small area age-standardised predictions (we note that MYPEs are still
required to standardised rates in registers where denominators are unknown). In
short, there is always a tension between an assumption and a design constraint set
by the data or computational feasibility. The literature contains many examples
where such assumptions remain undiscussed, particularly assumed homogeneity of
ethnicity risk ratios across space (Pfeffermann and Sverchkov, 2007; Knutson et al.,
2008; Dwyer-Lindgren et al., 2013), despite clear evidence that most heterogeneity
across areas is taking place in these groups (Malec et al., 1999). Uncertainty around
the suitability of these modelling decisions is a key reason why predictive checks
remains such an important concern in SAE.

Second, the default NEX specification assumed by all basic parametric model
is not an automatic answer to all questions of heterogeneity: it assumes that random
effects (a) follow a normal density, (b) are identically distributed (b) are independent
and exchangeable, in other terms, unstructured. Research has sought to better
understand limitations associated with these.

(a) Fabrizi and Trivisano (2010) demonstrated that predictive posteriors are par-
ticularly poor in case of deviations from normality in the distribution of
random effects. Outlier-robust models based on Student’s t-distribution Xie
et al. (2007) and the exponential power distribution (Fabrizi and Trivis-
ano, 2010; Fabrizi et al., 2016) have been used for area effects, while non-
parametric alternatives based on p-splines to estimate area effects are discussed
by (Salvati et al., 2010). A semi-parametric approach modelling non-normal
sampling error based on their empirical distribution is used by Porter et al.
(2015b) for unemployment rates with spatial dependency and by (Porter
et al., 2015a) with multivariate dependency. These however remain little
used outside of statistical journals. We suspect this is in part due to a lack of
power in tests detecting violations of normality. It is in practice very diffi-
cult to detect these in sparse data, particularly when it affects random effects.
In addition, a lack of software implementations until recently may explain why robust methods have so far not been implemented a lot in the applied literature.

(b) In heteroskedastic populations, the assumption of identically distributed effects can cause issues in failing to recognise that the between-area variance is different across time periods or social groups such as age or ethnic groups. A direct consequence of failure to recognise unequal variance can be suboptimal shrinkage of the various output cross-classifications, which is likely to cause bias. In this case specifying several NEX effects with unequal variances is often necessary. It nevertheless requires very strong prior knowledge. Models have been designed to detect instances of unequal variance across space or time (see section 3.5.1.3). Since they demand a large amount of data, they have so far only been applied to registers. A large amount of studies on unemployment rates and time series survey-based SAE, while not exploring unequal between-area variances, have been concerned with unequal sampling variances (Pfeffermann, 2002).

(c) The assumption of exchangeability (independently distributed effects) reveals to be incorrect in most situations in public health modelling due to the presence of spatial autocorrelation in most health outcomes (Lorant et al., 2001), a sign that risk factors tend to be similar in closely situated areas ( ). Efforts have been made to adapt covariance structures to reflect new understanding of dependence in health risks across areas, time periods, and social groups.

3.5.1.2 Correlated random effects

The convolution prior (CAR) remains the most common model structure to account for spatial dependence in public health. No studies use ICAR area effects alone as the resulting predictions would be too spatially smooth. The mathematical specification of CAR differs from the SAR covariance structure described by Whittle (1954) and traditionally suited for linear mixed models, although Bhati (2008) developed an implementation for Poisson models. The substantive difference between those two structures remains little understood. In a case study on US state average college entrance exam scores, Wall (2004) found that there were no material differences in outputs obtained with SAR and CAR priors.

We also note a persistent research gap in the definition of spatial weights making up CAR and ICAR structure matrices. These are usually defined as the default binary indicator coding for contiguity with spatial neighbours, or for pres-
ence within a 30 km radius of an area’s centroid in the case of Ghosh et al. (1999). Only Miaou et al. (2003) used the inverse distance separating area centroids as spatial weights with a CAR structure. The impact of spatial weight definitions is rarely explored in disease mapping. To our knowledge, few studies investigated this: Best et al. (1999) found a better fit on the Scottish lip cancer dataset with contiguity compared to distance-based. In contrast, distance-based weight provided a better fit in an investigation on risks of birth defects in Australia by Earnest et al. (2007). It is also worth noting that reparameterised variations of the CAR structure have been designed by LLB (Leroux et al., 2000) and MacNab (2003) and can compare favourably as demonstrated in a series of simulation and case studies Lee (2011); Baptista et al. (2015); Rampaso et al. (2016), although this finding is challenged under some indicators of performance. A number of SAE studies included in this review used this specification. Autoregressive models are a rapidly developing field seeing a constant addition of new models (see for instance Lawson et al., 2015).

Comparatively less attention has been given to structures of dependence across groups. Since Malec et al. (1999) first proposed correlated effects in SAE in a study of obesity across sex and ethnic groups, designs based on multivariate normal and multivariate CAR priors have become common in the applied literature to exploit the dependence across sex and ethnic groups mostly (Cadwell et al., 2010; Congdon, 2009a; Congdon and Lloyd, 2010; Richardson et al., 2006). Dependence across age groups is also to be expected. Because ageing is a form of biological and social time, it is intuitive that close age groups have more similar risks than groups that are further apart. This basic concept has been established in dynamic survival analysis studies and age-period-cohorts by placing on age and cohorts the same autoregressive filters previously used for time. This property thus is heavily used in actuarial science to smooth life tables and mortality rates, where the benefits of ‘age graduation’ are recognised. In disease mapping, we find a small number of implementations in Congdon (2006a); Congdon and Lloyd (2010); Congdon (2009a,b); Davis et al. (2010); Fahrmeir and Lang (2001); Jonker et al. (2013a), using the first- and second-order random walks priors.

### 3.5.1.3 Mixture structures

While fully structured models can achieve a more efficient smoothing of noisy spatial and demographic variations in disease risk, they risk smoothing out genuine local departures from the global health risk structure. Over the last decade, great progress has been made with spatially adaptive (nonstationary) structures and
models tuned around detecting unusual areas. They make it possible to detect and reproduce discontinuities in complex health risk surfaces (sometimes referred to as step changes or boundaries, see Lee and Mitchell, 2013), for instance urban obstacles (Congdon, 2008a), unusual trends (Li et al., 2012) or mild irregularities compared to the traditional ICAR structure (Green and Richardson, 2002). We distinguish two main categories of statistical designs:

- **Discrete mixtures** Model can be designed which alternate between two or more structures, effectively differencing exceptional areas or outliers from a general pattern. Li et al. (2012) use a space-time interaction design mixing (a) a basic structured CAR area structure and RW1 time structure and (b) an RW1 time structure with an area-specific variance. The mixture parameter is given a very informative Bernoulli prior with a small (5 to 15 per cent) selection rate (‘sensitivity’) for the area-specific structure. While this prior is informative, Li et al. (2012); Boulieri et al. (2016a) find only limited sensitivity to it in their results. This model has proved to be well specified to detecting unusual trends, while the continuous mixture of Abellán et al. (2008) is more likely to detect areas which rates are unstable across time as observed by Duncan et al. (2016). Lawson et al. (2010) proposed a mixture model allowing for more than two time trends component, using a discrete mixture of multivariate latent first-order autoregressive (AR1) time trends components. The number of components is set by the user and the discrete mixture parameter is specified under a multinomial prior, with the underlying probabilities determined by a multivariate CAR hyperprior. This model in effect classifies areas into a user-defined number of time patterns, although model selection can be used to balance the number of time patterns with model parsimony. These time pattern ‘clusters’ are by design likely to be contiguous due to the CAR hyperprior. This work was extended in Choi et al. (2011) with spatially correlated mixture weights used as mixture parameters. Their model reflects the fact that clusters of temporal patterns should be similar or contiguous in space. In a case study, they demonstrate that this approach can improve the cluster detection capabilities of the model.

- **Continuous mixtures** In addition to the already discuss convolution mixture (CAR) and its variations (LLB), Lawson and Clark (2002) specified a model with a NEX area effect and a mixture between an ICAR and a ‘discrete jump’ effect, mixed by a parameter defined on [0, 1] with a Beta prior. The discrete jump effect consists in a normal prior for the area effect in which the mean is a function of the heterogeneity within the clique of neighbours.
Congdon (2007) proposed a ‘spatially adaptive convolution’ structure based on a continuous mixture between ICAR area effects and unstructured NEX area effects, placing a Beta density on the mixture parameter. In this case, the balance between the structured and the unstructured spatial variance varies across areas. With regard to space-time designs, mixture models also have been proposed. In the work cited above, Lawson et al. (2010) also proposed a model with multiple time trend components, this time with a continuous mixture parameter under a log-normal prior, which mean is spatially correlated with a multivariate CAR hyperprior. Instead of classifying areas into discrete clusters, this model instead mixes different time trends in a spatially smooth way. Choi et al. (2011) also studied the case of spatially correlated mixture weights for these continuous mixtures, using a multivariate CAR prior set on the mean of the mixing weights.

The space-time detection model by Abellan et al. (2008) is specified with specify a mixture of unstructured area effects combining two NEX effects with unequal variance, using a mixture parameter uniformly distributed over [0, 1]. We also note that continuous mixtures have been applied on fixed effect spatial structures. With a more traditional mixed model, Congdon (2000) proposed a mixture between fixed effects of three types of spatial interaction: distance, driving time, ambulance travel time, with a Dirichlet prior on the mixture parameter. More recently,

### 3.5.1.4 Other structures

The other area of future research is the use of more radical approaches to relax assumptions of global smoothness exist. To date, these primarily include nonparametric SAE relying on penalised splines ( Opsomer et al., 2008), nonparametric geostatistical methods such as geosplines, and principal component neighbour matrices (Griffith, 2000; Thayn and Simanis, 2013). The semi-parametric empirical likelihood approach has also been adapted to spatial models, introducing spatial covariates under the assumption of orthogonality with other predictors, that is assuming independence between the spatial covariate and the other predictors ( Hanks et al., 2015; Chaudhuri and Ghosh, 2011; Porter et al., 2015a). Such a method has been applied to SAE by (Porter et al., 2015c,b). Other approaches known as ‘wombling’ are based on CAR equivalents where spatial weights are not set to be fixed, but instead estimated with a log-normal prior (Lawson et al., 2010), or a Bernoulli logistic prior dependent on covariates, which can be inverse distances between area centroids (Lu
et al., 2007). Rodrigues and Assunção (2012) propose to use a mixture of neighbourhood matrices. This is a very active research area with as of yet limited applications to SAE. Some implications remain relatively unexplored, particularly with regard to the design requirements of such prior structures in terms of data and spatial patterns.

A final, arguably more radical development around adaptive spatial structures has been brought by the Bayesian wombling literature, in which spatial weights are treated as random rather than fixed. Evident issues of overparameterisation have led to elegant applied developments, some of which have been implemented in the public health literature. Lu et al. (2007) use a CAR prior with the usual contiguity spatial weights matrix, but use a logistic prior on non-zero spatial weights to detect boundaries, namely borders where two or more contiguous areas exhibit such contrasted outcomes that CAR does not hold unless the spatial weight is set to zero. This approach reduces the set of random effects to just non-zero weights (contiguous areas).

In light of computational difficulties, solutions have been tested which address the issue of overparameterisation. These approaches strip models from any prior structure on weights and the associated additional hierarchical level. Lee and Mitchell (2013) use a spatial weight matrix selection algorithm which selects a best fitting or most likely set of weights. In contrast, Lee and Mitchell (2012) predict spatial weights of contiguous areas with a fixed effect regression, using the discrepancy in area covariates in two adjacent areas as a predictor of a boundary. The resulting spatial weights matrix is used as fixed in a CAR prior.

### 3.5.2 Model complexity and realism

The examination of studies published to date shows that advanced model-based designs have made it possible to optimise health risk adjustment and smoothing with the assistance of a wide variety of information, whether from surveys, registers, GIS, population estimates, etc. There are, however, limits to refining model specifications. A stringent challenge in SAE lies in the balance between complexity and efficiency, this balance being largely determined by the amount of information available from the data or, more occasionally, from prior knowledge. In short, simple models may oversmooth variations in risk across domains, while heavily structured models are often difficult to estimate and test and, ultimately, risk overfitting. This problem becomes evident with sparse datasets, complex health risk surfaces with discontinuities and multivariate dependence structures. In practice, small datasets inherently yield simpler models even in situations where more complexity would be required. Furthermore, a lack of good predictors results in loading a large burden of
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prediction onto stochastic processes with highly parameterised multivariate random covariance structures. This creates challenges with regard to designing SAE research, selecting models, and validating them.

3.5.2.1 Synthetic assumptions in model structures

Despite the development of very flexible structures, limitations posed by data—sometimes even, as Golata (2014) note, by statistical training—result in a dominance of the simplest model structures. These default structures can convey an illusion of generality, but simulation work has revealed that they can also prove rigid and equally deserving of cautious examination. The vast majority of studies reviewed here use either synthetic estimation, or rudimentary structures to account for differences between areas and groups. While synthetic estimation should be of no particular concern as long as very good predictors are available, this is rarely the case outside of situations where the predictor is already so informative in its own right that SAE becomes unnecessary. For all other situations, basic modelling designs often lead to assuming that, for instance, groups are identical across areas, or that areas situated close to one another are not more likely to have similar outcomes compared to areas separated by a long distance. This can inflate predictions’ MSE or worse, their bias, particularly with sparse data sets.

Despite this, implications of modelling designs reviewed in this paper are not systematically investigated with a simulation study or equivalent powerful method. Above all, they are rarely made evident to end users. First, we note many descriptions of synthetic estimation fail to test whether models really do predict most of the variance in health risks between area, and to take measures to reflect the bias occurring when substantial unaccounted differences remain. The use of fixed covariates and of specific spatial structures is also not systematically justified especially in recent papers. By comparison, the earliest studies contain very thorough explanations, such as the one provided by ?, p. 6: ‘The underlying rationale for synthetic estimation is that the distribution of a health characteristic does not vary among populations of states except to the extent that states vary in demographic composition. In other words, the method assumes that the incidence or prevalence of a health characteristic would be the same for two states if their composition were the same with respect to such demographic variables as age, sex, race, family income, family size, place of residence, and industry of the head of the family.’

Synthetic estimation remains a valid approach in some instances. First, many datasets are still not accessible with geographically identifiers, out of concerns for
privacy: at least 27 studies we reviewed faced this constraint. This makes it difficult to attach area-level predictors or model between-area heterogeneity appropriately. Second, the synthetic assumption is sometimes necessary, either because data are too sparse to allow more advanced EB/HB designs (Congdon, 2008a), or because it is needed so as to operationalise a specific research goal. This is the case for instance with investigations on health inequalities, with some studies using a procedure described as ‘recycled prediction’ (Paez et al., 2010). This is also the case with studies of unwarranted variations in health care utilisation Benzeval and Judge (1994). Congdon (2006b) explain that ‘translation of national prevalence rates for such [psychiatric] disorders into estimates for health areas should at a minimum allow for variations in risk by socioeconomic and ethnic group.’ This is thus a pragmatic approach based on a subset of factors known to drive variation in healthcare, which are particularly attached to social equality imperatives set out in the UK health service. The limit with this approach is that it still assumes that ethnic communities are homogeneous across parts of the country, which is difficult to establish. Here the authors make decisive assumption around what is a factor of ‘warranted’ variation and assume that residual variation is ‘unwarranted’.

Concerns exist with more advanced models as well. Gelman and Price (1999) warned against the risk of oversmoothing, suggesting that some model-based estimates can sometimes be as misleading as crude estimates. Both can be unreliable due to unequal sample sizes across areas, but for different reasons. In areas with small sample, crude estimates are unstable, while model-based are likely to be too smooth despite the lack of information. The apparent appeal of parametric CAR structures should not occult the risk of excessive smoothness, particularly when complex multivariate structures are defined—a prime example being Ryan’s (2009) discussion of Tassone et al. (2009). It could be argued that smoother estimates may not be worse than highly noisy raw ones. Yet it remains difficult to evaluate their usefulness, or decide whether decidedly excessive smoothness is to put down to data sparsity (i.e. likelihood structure/Bayesian priors taking precedents) or to overstructured models. This situation will probably require a combination of statistical developments in model criticism techniques and consensus building in the research field. Parallel to this, SAE appraisal faces similar issues as design experiment when it comes to the increasingly model-driven inference, and experimental design methodology seems to increasingly take a design and simulation approach to define analysis plans (Adrion and Mansmann, 2012). Addressing concerns against the model-based approach implies thinking of SAE less as post hoc method and more as a research approach outlining a range of inferential aims and proceeding with designing a statistical plan.
implementing these aims under cost constraints.

We recommend that future studies observe a simple reporting standard which is to avoid referring to synthetic estimation, regression estimators or hierarchical prediction without a closely associated, explicit and non-technical description of assumptions regarding heterogeneity in health risks across the population. This description should achieve clarity when it comes to substantive interpretation when comparing results over time, place, or demographic subgroups. For instance, it should be apparent that health outcomes are assumed to be identical for all individuals belonging to a given age-ethnicity cross-classification across small areas within a state or region, in the absence of better knowledge suggesting this is not the case. It should be clear in this instance whether this decision is supported by external evidence, or by the lack of residual heterogeneity across areas once all variables are entered into the model; typically, a residual unstructured random effect for the target domain should have very small and negligible variance. A variety of tests have become available to this end (Datta et al., 2011; Gelfand, 1995; Gelman et al., 1996; Albert, 1999; Stern and Cressie, 2000; Vaida and Blanchard, 2005). Given the difficulty to detect model misspecification with sparse datasets or non-flagrant departures (Sinhay and Stern, 2003), further methodological developments are needed to determine the level of confidence that can be placed in a given set of model-based estimates, be it through decision rules or survey and modelling design rules insuring reliable inferences.

### 3.5.2.2 Acceptability in social and official statistics

Although model selection is an important part of the development of any model-based design, and that the DIC has become an established and accepted model appraisal criterion, prediction validity remains the primary concern in social statistics due to the risks of model misspecification. Compared to academic public health and public health practice, official statistics is bound by stronger impartiality and objectivity design requirements of international codes of conducts (UK Statistics Authority, 2009). Transparency and robustness requirements justify validation procedures reviewed in section 3.4.6. Rigorous model validation does not yet suffice in official statistics with survey samplers challenging the very foundations of model-based inference. There is a lack of consensus over prominent features of model-based inference, namely ‘a thorough interplay between a theoretical content and empirical content’ as well as assumptions which are ‘unverifiable but not entirely out of place, to save survey resources or to bypass other practical difficulties’ (Särndal, 2010b,
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It is a particular concern that clients ‘will always require more than is specified at the design stage’ (Fuller, 1999, p. 344) and that SAE as it currently stands in public health sometimes means that models are expected to predict quantities that are either unobserved or poorly observed. Instead, taking the standards expected in official statistics and good clinical research practice, it is not unreasonable to set requirements that the data collection is sufficient to contradict key model assumptions if they are in fact incorrect. As a commonly encountered decision making and hypothesis testing problem, this approach can be developed provided that consensus develops around quality thresholds. In official statistics, such thresholds are usually set with respect to RSE targets which rest on unbiased design-based estimates of variance. In a model-based framework, it is necessary to also set a level of acceptable uncertainty around RSE and detection rate estimates.

We can observe from the published literature that inferences are drawn by assuming that the range of specifications (or Bayesian priors) considered are reasonable, and that the available data is adequate to fit and select models. In particular, the validity of standard errors of predictions depends on this validity, and it is very likely that any deviation from the model assumptions cannot be detected solely from the data unless remarkable and spread across many of the targeted domains of estimation. Ideally, statistical designs should be informed as much as possible by prior knowledge on relationships and patterns in data and an ability to determine what data is required to estimate a given model and carry out prediction in good conditions. The challenge raised by model-based estimation, beyond conveying the estimates to translate to end users how rudimentary the model is thought to be, which should not solely be left to publishing RSEs or confidence intervals. When it comes to the publication of raw statistics, metadata should include a substantial description of modelling assumptions and limitations. Validation studies are an alternative way of achieving this (see infra).

3.6 Conclusion

This methodological review has highlighted current developments in model-based population health estimates. It highlights the rise of methodological advancements, mainly random walk priors, spatial modelling, shared component modelling, latent variables models and appropriate treatment of measurement error in covariates. It does also highlight some limitations. A key challenge of these methods is to provide confidence around the specifications of the model. We found a limited
number of validation studies, but even those are carried out along standards that can largely be improved. In particular, we recommend that future studies include further cross-validation, comparison with historical data when available, and above all, well-designed simulation studies. This presupposes to improve the dissemination and training on spatial and mixture modelling developments as well as simulation-based validation designs.

This review concludes that progress remains to be made specifically in the area of public health intelligence, as noted by others (Webber et al., 2014; Briggs et al., 2016). We argue that a design approach is needed to address the key challenges of model-based population health statistics production. The theory of model-based estimation has been developed with permanent warnings against inferential risks; Little (2004, p. 551) noted that ‘all models are simplifications and hence subject to some degree of misspecification’, while Longford (2015, p. 66) squarely observed that ‘a lot of the theory is concerned with deriving estimators that are efficient, or nearly so, sometimes in uncongenial circumstances, using models known not to be valid.’ Since model assumptions are difficult to convey to end users, Longford argues that estimating point estimates and standard errors is not enough, and that a design approach is needed which integrates the client’s information needs and effectively prevents incorrect post hoc analyses. Historically, disease mapping focused on modelling existing datasets and the question of designing data collection systems was not considered. With the spread of model-based estimation to survey SAE, the need for appropriate sampling design methodologies is becoming clear, especially in comparison of the dramatic developments witness in clinical trial designs in recent decades. This would also benefit disease mapping more widely, as *ad hoc* data collection such as national hospital audits could be designed by making the most of nationwide clinical and health care data infrastructures. There is potential to (a) increase the precision of intelligence from such audits and (b) use audit information to correct for measurement error of clinical datasets, such as diagnostics coding errors, missing data and undercoverage.

If a such a design approach can be developed, SAE offers potential to produce more statistics, with key advantages being (1) safe outputs due to the lower disclosure risk obtained through smoothing, (2) statistical efficiency, (3) adjustment for nonresponse, measurement error in self-reported information (such as BMI), (4) correction for undercoverage and underreporting, for instance by coupling information from databases and surveys on crime, traffic accidents, or disease registers. The entry cost into these levels is not negligible, and requirements in terms of validation and transparency to end users remain a challenge, but efforts to increase familiarity
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with model-based methods through reviews such as the present one can help make these methods more accessible. Furthermore, data controllers should be aware of the value of making geographically identified information available safely to researchers requesting it for the purpose of SAE, as opportunities for robust model selection and validation are very limited when respondents’ geographical location is not available.

Finally, it is worth emphasising that model-based estimation is very encouraging for low and medium income countries, where statistical infrastructure may be insufficient to support public health strategies at the local level. A small number of studies in African and South Asian sites confirms practical feasibility and uses in those countries thanks to the existence of decennial censuses and DHSs. More work could be done to further spread the use of SAE. This presupposes continuous capacity building efforts internationally, as highlighted by Golata (2014).
Chapter 4

Aims and Methodology

4.1 Introduction

Previous chapters have examined current directions of research in public health applications of model-based SAE and emphasise some of the gaps and obstacles currently faced in widening the use of such techniques to produce morbidity indicators. Methodological developments are needed around the validation and design of SAE in this area, and this thesis brings applied contributions, with the review of the decennial UK census as a starting point. These contributions come in the form of three academic papers included in chapters 5, 6 and 7. The present chapter provides context on some of the research design decisions leading to these contributions. Section 4.2 states the overarching research aim, breaks it down into a series of objectives, and introduces the papers individually with regard to how they operationalise the thesis’ range of objectives. Although it does not replace methods sections included in each of the empirical papers, section 4.2 provides additional background on the constraints encountered during this research, and clarifies the research contributions arising from the combination of these papers. Finally, section 4.3 presents some baseline empirical review work that was conducted in preparation of the overall thesis design. Topics of particular importance for chapters 2 and 3 are examined, particularly the nature of the health indicators studied in this thesis as well as survey questionnaire and mode effects.
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4.2 Aim and strategy

4.2.1 Research problem

The English and Welsh health data infrastructure is particularly developed, with a range of household surveys, health examination surveys, administrative registers and care records return systems characterised by a high coverage thanks to the organisation of healthcare in those countries. Yet, there is wide recognition that this infrastructure has not been exploited to its full potential (ONS, 2003; UK Administrative Data Taskforce, 2012; UK Statistics Authority, 2016b). Amongst commonly invoked reasons are restrictions on data access, ill-adapted legislation, skill shortage in analytical staff, and gaps in methodology. Such gaps have mostly to do with statistical developments needed in data linkage, anonymisation as well as register- and model-based inference.

This background is nevertheless evolving rapidly: the future of population health statistics for small areas is increasingly seen as dependent on the availability of reliable model-based methodologies. There is a strong interest in establishing these and demonstrating that health and lifestyle atlases, amongst other general population health outputs, can be protected and even enhanced by statistical modelling in the future. The systematic review in chapter 3 provides an up-to-date appraisal of remaining challenges, namely the use of spatial modelling, the planning of survey data collection in accordance with pre-defined SAE goals, and the validation of working models.

Simultaneously, we note the particular goals set by the ONS’ Census Transformation Programme to demonstrate the feasibility of using models to estimate population attributes reliably at the level of LADs, MSOAs, and possibly beyond. With this view, the present thesis undertakes applied development work based on current census morbidity indicators, namely LLTI and SRH, with more in-depth work on the former. The importance of these indicators is well established internationally, being at the root of summary population health indicators produced to monitor health inequalities. They are also part of the harmonised European core health indicators and remain very present in empirical research, particularly health economics and social epidemiology. Finally, fieldwork testing and research on LLTI (see sections 4.3.1–4.3.4) shows that it is predicted to a large degree by the presence at the individual level of functional limitations and doctor diagnoses. Therefore, modelling challenges resolved in this research are likely to be relevant to future work on other morbidity and prevalence indicators. This constitutes a further motivation to
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dedicating more in-depth attention to LLTI.

4.2.2 Aim and research questions

The overarching aim of this thesis is to further research into applying model-based estimation to public health morbidity indicators, taking into account both
(a) advancements made possible by research on spatial smoothing techniques and
(b) constraints of the UK National Statistics infrastructure, particularly around the Census Transformation Programme.

This research was designed in such a way as to provide an accessible assessment of how much information can really be obtained from small area health predictive models. In spite of numerous published simulation study results regarding the performance of predictors from the EB and HB families, knowledge on the bias and precision of various modes of inference does not easily translate into typical measures of quality end users often rely on. Unlike with traditional design-based methods, no closed-form formula can easily answer this question. It results that trust in any given modelling design is difficult to build and requires comprehensive testing. Other well-known causes of unreliability for small area designs include auxiliary data measurement error, departures from assumptions of normality and spatial smoothness, non-ignorable informative survey design, or household nonresponse. They all contribute to the overall challenge of predictive modelling, which is that any model, as complex as it may be, is a simplified representation of reality, in other words, the wider set of statistical processes at work which determine the spatial distribution of health statuses.

This thesis follows an applied approach, focusing on specific health statuses. It reviews ways of modelling their spatial distribution and assesses their effectiveness in three studies, according to the technical specifications already set by the ONS (2014b): providing health indicators with a fixed precision target for populations as small as 3 per cent of the total headcount of each MSOA in England and Wales. This involves a quadruple challenge:

- specifying simple, yet reliable models
- restricting individual-level auxiliary data to sources which do not depend on decennial enumeration (administrative registers)
- validating these models
- designing a data collection strategy suitable to efficiently estimate these models.

As exposed in chapter 3, recent developments in disease mapping borrowed
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in SAE allow one to consider also using more advanced shrinkage estimation techniques to accommodate for this challenge. Given the high level of similarity in health characteristics at small geographical scales, the same spatial smoothing approaches as used in lattice-based disease mapping could be used. In addition, non-spatial smoothing, which borrows strength across closely-related demographic subgroups (for instance across age groups, known to actuaries as graduation) has been envisaged before and should be examined in this context. The difference lies in the fact that in SAE, smoothing is applied to variability arising from sampling error rather than from the rarity of incidence of events such as cancers or deaths.

Although the assumption that epidemiological data fits an underlying smooth mathematical function can be regarded as a strong one, it has survived the test of decades of medical and actuarial research. In addition, statistical modelling rests on established foundations of probabilities and statistics and is a natural framework to reflect uncertainty in parameters one seeks to estimate. However, these assumptions being reasonable at the first glance does not imply reduced need for model validation. Their examination is therefore a major preoccupation across this research.

To summarise, the present thesis examines the following research questions;
1. What existing model-based methodologies can be used to produce estimates of the prevalence of chronic morbidity across LADs and MSOAs in England and Wales?
2. Does the spatial distribution of chronic conditions differ across age and ethnic groups?
3. What contextual factors and auxiliary covariates can be used to strengthen predictions?
4. Can strength be borrowed across space and demographic subgroups and does this bring about material efficiency savings?
5. What precision can be achieved using existing household surveys?
6. How can an efficient data collection strategy be designed to reach a required precision target?
7. How large a sample is needed to produce good predictions according to quality standards expressed by the ONS’ Census Transformation Programme?

After considering the context exposed in chapters 2 and 3, we set eight research objectives for this research, as described in Table 4.1 below:
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Table 4.1 | Overview of research objectives and corresponding academic papers

<table>
<thead>
<tr>
<th>Number</th>
<th>Objective</th>
<th>Chapter number</th>
</tr>
</thead>
<tbody>
<tr>
<td>O1</td>
<td>To describe the structure of chronic illness in England and Wales in 2011 with regard to demographic risk factors (age, sex, ethnicity) and other ecological confounders correlating with levels of morbidity, such as mortality, deprivation and health care utilisation.</td>
<td>6</td>
</tr>
<tr>
<td>O2</td>
<td>To develop and select models predicting the percentage of usual residents reporting (a) poor/very poor SRH and (b) severe activity limitation in their day-to-day activity for every (a) LAD and (b) MSOA in England and Wales in 2011.</td>
<td>5, 6</td>
</tr>
<tr>
<td>O3</td>
<td>To produce point and interval predictions of these target parameters, and compare them with 2011 census estimates in terms of value correlation, rank correlation, absolute and relative mean deviations.</td>
<td>5</td>
</tr>
<tr>
<td>O4</td>
<td>To assess the relative efficiency of synthetic estimation, EPP, HB and spatial HB prediction.</td>
<td>5, 7</td>
</tr>
<tr>
<td>O5</td>
<td>To design a statistical approach to determining sample size requirements of model-based SAE.</td>
<td>7</td>
</tr>
<tr>
<td>O6</td>
<td>To apply this approach to plan a data collection strategy for 2011 as a demonstrating project for 2021 and beyond.</td>
<td>7</td>
</tr>
<tr>
<td>O7</td>
<td>To examine the feasibility of joint modelling of demographic subgroups and assess any potential efficiency gains.</td>
<td>7</td>
</tr>
</tbody>
</table>
4.2.3 Strategy and contents of academic papers

This thesis follows an applied approach, focusing on specific self-reported health statuses from the census. This choice of outcomes is justified by the availability of recent and very disaggregated census data on health topics, and the opportunity to access similar indicators in geocoded survey microdata through the Secure Data Service. The comparability is partially ensured thanks to the ONS’ cross-survey questionnaire harmonisation programme, as exposed in more detail in section 4.3.4. Census data does not only provide reliable estimates for the validation work; also provide a very detailed population from which simulations studies can readily be designed. It seems difficult to envisage completing such validation work without resorting to population data sets of comparable dimensions. Furthermore, the census does not raise the kind of access and quality challenges that researchers still face with administrative data sources to this day.

This applied work reviews ways of modelling the spatial distribution of these health statuses and assesses the effectiveness of model-based SAE in three studies: an observational study, a comparative study and a simulation study. This comes from an apparent need for translational research examining the applicability of some models and techniques developed in the literature to statistical production.

4.2.3.1 First academic paper

The first academic paper (chapter 5), entitled ‘Estimating Small Area Health Status Indicators’ is a direct implementation of objectives O2–O3, examining what it currently feasible with existing data and basic model-based designs. This analysis was designed as a real-world attempt to produce model-based small area estimates by (a) making use of the facilitated access to geographically identified survey microdata under a special licence and (b) using the opportunity to compare these estimates against the recently published 2011 census estimates at LAD and MSOA level. A systematic review of household surveys conducted prior to 2011 compared candidates to use in this small area study (see sections 4.3.3 and 4.3.4). This concluded in favour of using the English Housing Survey (EHS) for this first study. This choice was motivated by the survey’s efficient sampling design, its large sample size as well as analyses confirming its consistency with census estimates of SRH and LLTI at the national level. In addition, a large proportion of its responses were obtained from a proxy interview with the head of household. This is believed to have a potentially similar interview mode effect to the mode effect of the census, which consisted in single self-administered paper questionnaires sent to every household in 2011. Access to the
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EHS datasets with household geographical identifiers was granted by the UK Data Service under the ONS’ approved researcher scheme. Microdata were made available on a remote computer session through the Secure Data Service. In order to take into account constraints imposed by the government’s plan to abandon traditional full enumeration in censuses after 2021, the set of covariates was voluntarily restricted to those which could realistically be expected to remain available after 2021. This de facto excluded detailed socioeconomic population characteristics on employment, social class and material deprivation. Preliminary analysis on census LLTI data had identified a strong covariate in local rates of emergency hospitalisations. These are used to compensate for the lack of individual-level socioeconomic information. The analysis compares synthetic, naive EB and EB prediction as per objectives O3–O4, but not HB prediction. Hierarchical and particularly spatial hierarchical modelling were not an option as they require specialist software which could not be installed on the Secure Access virtual environment. The manuscript of this academic paper is envisaged for submission to Statistics in Transition or Population Health Metrics.

4.2.3.2 Second academic paper

The second academic paper (chapter 6) is entitled ‘The Spatial Structure of Chronic Morbidity’ and originates from the need to conduct initial research on the structure of chronic morbidity (objective O1). This required a large source of data to conduct spatial analyses that are traditionally demanding in statistical power. The 2011 census table DC3201 publishing headcounts of LLTI by five ethnic groups by four age groups was selected to that end. This paper investigates the structure in the between-area variance in LLTI prevalence for a range of age, sex and ethnic subgroups, as existing analysis had until then focused on the analysis of spatial autocorrelation of aggregate prevalence. This study produces information which confirms the very high levels of variance in LLTI prevalence across LADs and even more so across MSOAs. It highlights demographic groups where this dispersion is particularly pronounced, paying specific attention to ethnic groups in perspective of objective O7. Global autocorrelation descriptive analysis provides reassurance around the potential to employ methods originally developed in disease mapping to smooth rates of rare events (O4). Based on this, further analysis is required to refine the specification of small area models. First, it is necessary to confirm that this level of autocorrelation subsists when covariates are used in a regression model to predict the prevalence of LLTI. Second, if parametric spatial modelling is to be used, spatial interaction matrices will be needed, but there is no prior knowledge
of an optimal approach to deriving their underlying spatial weights. This paper responds to this gap by deriving three types of spatial weights based on the Queen contiguity method, the $k$-nearest neighbours method, and a novel method based on origin-destination subnational migration data rather than spatial boundary data. This analysis is conducted on all age, sex and ethnic groups separately to detect potential differences in best-fitting spatial weights across groups. Finally, this paper takes into account the unexpected prominence of LLTI prevalence differences across ethnic groups and reports more advanced analyses of differences in their respective spatial structures. The global spatial structure analysis is complemented with local autocorrelation analysis uncovering spatial clusters in prevalence for some minority ethnic groups. Model residual analysis also provides an indication of the level of covariance in the between-area variance in LLTI across ethnic groups, which is important to assess the potential to borrow strength not only across space in a given ethnic group, but also across ethnic groups in a given area. Results from all analyses strongly influenced subsequent design and focus of this thesis. This academic paper was published in August 2016 in *International Journal of Health Geographics*.

### 4.2.3.3 Third academic paper

The third academic paper (chapter 7) is entitled ‘Planning Hierarchical Bayes Small Area Estimates’. Its initial purpose was to evaluate efficiency gains from a model taking into account both the spatial and the demographic structures of dependence in odds of morbidity (O4, O7). This was envisaged to involve simulating survey sample realisations from 2011 census tables, and applying more sophisticated models than developed in the first two academic papers. These more advanced models would incorporate structures of dependence by borrowing strength across (a) neighbouring areas, (b) age groups and (c) ethnic groups. This initial plan would, in addition, have provided a basic assessment of the kind of sampling fractions that could be required in order to produce small area estimates meeting the quality standards targeted by the ONS in their census review (O6). All analyses were designed to be applied at the MSOA level, which made the computational aspect of this work particularly intensive given the dimensions of census local characteristics tables for these geographical areas.

Preliminary work showed that the range of computationally feasible models was particularly narrow. The range of realistic sampling fractions (below 5 per cent) investigated produced fitting datasets that were generally too sparse to accommodate complex models. Models predicting prevalence for 18 age by sex or 20 ethnic by sex
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groups, in particular, proved too complex. We also found that, at such a fine level, violations of distributional assumptions became a concern: small cell counts present in the census for small cross-classifications of area, age and ethnic groups meant that the UK population was itself an excessively small realisation of the assumed super-population model. This manifested as ill-behaved area-level odds of poor health for ethnic minority groups. Preliminary investigation also revealed the relative paucity of prior knowledge available to incorporate in design priors. This was to the detriment of effective model selection.

This forced to reconsider the design of this paper on the basis of simpler models, with fewer output cross-classifications. We reduced the geographical span of the study to three regions in Northern England and focused on predicting 6 age-specific prevalence proportions per small area. This allowed us to focus on more theoretical work on experimental and survey design conducted in parallel. The revised paper is organised from a design angle rather than the more applied testing and design-based simulation work initially envisaged. The paper proposes an sample size determination (SSD) approach iterating through model-based simulations, continuing research efforts already noted in Bayesian geographical sampling design and multi-centre clinical trial design.

Chapter 7 thus supports the more fundamental objective O5. It is structured as a methodological paper proposing a Bayesian SSD approach, which is implemented in a case study on 2011 census data. This case study is designed with the context and constraints set by objective O6. This case study looks at statistical outputs of the kind normally produced by the ONS with censuses (objective O7). This implementation is based on the CV quality standards used to design survey collection by the US Census Bureau, the US Center for Disease Control and Prevention, or the UK Government Statistical Service, including the ONS and NHS Digital.

The paper combines two simulation studies. A set of model-based simulations are produced as part of the SSD algorithm. A design-based study using the census as a population then provides triangulation, verifying the assumptions used in the model-based study, particularly model validity. It also provides interesting findings with regard to efficiency savings targeted by objectives O4 and O7. This is again in line with the overall objective of this thesis to provide real-world evaluations of practical statistical designs. This manuscript is intended for submission to Journal of the Royal Statistical Society – Series A (Statistics in Society).
4.3 Data sources

Due to its purpose, this thesis relies mostly on the most recent census data for two main reasons. First, as argued in chapter 6, the near absolute coverage of the census facilitates spatial analyses needed in order to identify the demographic and spatial structure in self-reported health statuses, and develop sound modelling specifications. Second, this doctoral project was funded to conduct translational research, comparing model-based population health estimates directly with reliable design-based estimates, instead of studying the properties of model-based estimation under abstract scenarios. The census is thus a very natural candidate to provide such reliable estimates. Using the census has two consequences on this research design.

First, the set of study outcomes is limited to those collected in recent censuses; SRH and LLTI. In order to better understand the characteristics of those health outcomes in terms of reliability and generalisability to other population health statuses, it is necessary to grasp a few key facts from the history with of their development and validation. Section 4.3.4 gives a brief overview of UK survey research on these health outcomes, highlighting some characteristics on questionnaire effect, reliability and harmonisation. Section 4.3.2 focuses on their implementation in UK censuses since 1991, particularly in relation to LLTI, which is the focus of all three academic papers in this thesis. This provides valuable knowledge to understand the purpose, construct, determinants and implications of these health statuses.

A second consequence is that suitable survey and auxiliary data sources to be identified to predict the prevalence of those two health statuses and compare outputs against the census. Section 4.3.3 provides the background and justification for the household survey selected for chapter 5, together with some comparability analyses reported in section 4.3.4. Section 4.3.5 then explains and justifies the choice of auxiliary data used in this same paper.

4.3.1 Self-reported health outcomes in UK household surveys

The earliest attempts to survey health conditions in the UK date back to the monthly Survey of Sickness, carried out between 1944 and 1952 as an the extension of the 1941 Wartime Social Survey. It implemented some of the first definitions of illness as a subjective measurement, as performing medical examinations at scale seemed unrealistic at the time (Logan and Brooke, 1957). An illness, understood as a condition listed in the ICD 1948, was measured based on the respondent’s perception that something was presently disturbing his or her well-being. Initially, the
survey distinguished between ‘new illness’ (started in the current month), ‘residual illness’ (recurrent condition declared less than a year before the interview), ‘chronic illness’ (continuous or recurring ailment declared at least a year before the interview), in order to operationalise the requirement to measure disease prevalence as well as incidence on a monthly basis. Setting the period of reference to one year was not only a convenient span for respondents to remember the chain of events, it also matched some of the criteria underpinning many ICD codes. One version of the questionnaire iterated the following questions:

- ‘How was your general health during [3 months period]?’
- ‘Did you have any illness, ailment, poisoning or injury, or trouble with long-standing complaints during these months?’
- Additional prompts at discretion (for example, ‘How does this affect you? Where do you feel it?’)

The questionnaire underwent several changes across the life of the survey, so that questionnaire ordering effects are well documented. For instance, asking respondents about any recent visit to a hospital, doctor or dentist before reading the illness question proved to lead to significantly fewer reports of minor and ill-defined recurrent illnesses, and significantly more minor and undefined illnesses (Logan and Brooke, 1957, p. 24). This was regarded as a consequence of the more intensive interviewing taking place before this question is asked, as well as the ease to remember minor episodes of illness. This experience inspired questions on self-assessed morbidity in the General Household Survey, initiated in 1971. The Department of Health and Social Services required measurements of need and use of social and health services, for the purpose of planning (Whitehead, 1988). The General Household Survey questionnaire covered acute illness, long-term illness, limiting illness, as well as visits to family practitioners, hospitals and social services. The wording of the question proved to be easily answerable and to correlate narrowly to use of primary care and hospitals. The survey was designed with the awareness that measurement error was likely to be high, so that a wide variety of measurements were included. Short-term conditions were expected to be difficult to remember and the open-ended question (‘what was the matter with you?’) coded according to the ICD classification might not prove to enjoy good reliability. In addition, the absence of precise definition of ‘incapacity’ (‘did you have to cut down at all on the things you usually do because of (this illness/disability or some other) illness or injury?’) across those at work and other persons made the statistic unclear. Subsequent surveys deployed more efforts in operationalising specific definitions of incapacity. Overall, chronic illnesses were also recorded using an open question and classified into four levels of
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Table 4.2 | Overview of previous long-term illness questions collected as part of the General Household Survey

<table>
<thead>
<tr>
<th>Year</th>
<th>Question</th>
</tr>
</thead>
</table>
| 1971 | ‘Do you (or any of your children under 15) suffer from any long-standing illness, disability or infirmity which limits your activities compared with most people of your own age?’  
[Followed by questions on health problems.]  
‘During the 2 weeks which ended last Sunday, did you (or any of your children under 15) have to cut down at all on the things you usually do because of (this illness/disability or some other) illness or injury?’ |
| 1972 | ‘Do you suffer from any long-standing illness, disability or infirmity?’  
[If yes:]  
‘Does this limit your activities compared with most people of your own age?’ |
| 1973 | ‘Do you suffer from any long-standing illness, disability or infirmity?’  
[If yes:]  
‘Does this limit your activities in any way?’ |
| 1976 | ‘Do you have any long-standing illness, disability or infirmity? (By long-standing illness, I mean anything which has troubled you over a period of time or which is likely to affect you over a period of time)’ |

severity using a predetermined ICD ranking and information collected on the length of time during which the respondent was incapacitated. The most important derived rates were:

- sickness rate,
- prevalence rate,
- incapacity rate,
- medical consultation rate.

The questionnaire underwent several modifications in subsequent years. One important change was made to the chronic illness question (see Table 4.2) as the first year of fieldwork revealed that respondents did not always pay attention to the second part of the question was completely pronounced, which relates to activity limitation. An independent pilot survey conducted in September 1971 included a split version of the question (OPCS Social Survey Division, 1973, pp. 271-273). Results showed higher levels of reports of activity limitation (see Figure 4.1). The split question became standard starting from the first quarter of 1972 and has remained common in most UK social surveys until recent harmonisation changes. This was particularly important considering the emphasis on limitations in activities had been initially designed to capture motivations for using the health service. This measure-
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**Figure 4.1** | Comparison of the questionnaire routine effect in the General Household Survey before and after splitting of the limiting illness question (adapted from OPCS Social Survey Division 1973, pp. 271-273)

A clear difference occurs in the percentage responding ‘yes’ for each of the three phrasings. The reference to long-term illness proved to indeed correlate very strongly with use of GPs, in-patient and out-patient services. Another substantial change occurred in 1973 when the reference to old age, deemed too restrictive, was dropped.

Another self-reported health outcome was introduced in the General Household Survey in 1977. Given the limited year-to-year variation in many of the measurements included until then (OPCS Social Survey Division, 1977), further research is requested on respondents’ perceptions on their own health with the question reported in Table 4.3. It was found to correlate well with service use or to conditions that are usually regarded as justifiable need for health care or public health intervention. Patients tend to approach their GPs when their assessment of their own health deteriorates, and therefore this question responds to a clear operationalised measurement of service use. Until 2005, the phrasing remained mostly unchanged until a new version conform to the Survey on Income and Living Conditions (SILC) harmonisation programme was introduced. The reference to a twelve-month period was dropped and the scale was increased to five categories. This led to a fall by about ten points in the percentage in good health (Smith and White, 2009). The new question was found to correlate more closely to the functional LLTI questions.

The question of comparability across space and demographics was raised for
SRH with even more severity than with LLTI. ‘One problem with relying on the patient’s own view of matters that are not entirely sensory lies in the fact that the patient’s internal assessment may be seriously limited by his or her social experience. To take an extreme case, a person brought up in a community with a great many diseases and few medical facilities may be inclined to take certain symptoms as “normal” when they are clinically preventable.’ (Sen, 2002, p. 860). Subgroups of a population of study may turn exhibit substantially different cut-point levels when reporting an illness or rating their own health, regardless of their health state analysed from a biomedical viewpoint. This has been described as ‘reporting bias’ and controlled for using latent trait analysis against a benchmark such as the SF-36 questionnaire. Common factors recognised to be driving heterogeneous reports are age, sex, education or income (Etilé and Milcent, 2006; Hernández-Quevedo et al., 2005). A substantial body of literature has also looked at cross-national differences in reports and potential for adjustment or recalibration of these measurements (see for instance Hernández-Quevedo et al. 2010; Pfarr et al. 2012).

Beyond health statuses, measurements of disability have been the object of substantial research. Existing ranking of severity of functional disorders came under severe criticism for failing to take into account social determinants to disability (Abberley, 1992). Following a cabinet publication on disability (UK Cabinet Office. Prime Minister’s Strategic Unit, 2005), in-depth research was conducted the design of social surveys in Great Britain (see in particular ONS 2007; White et al. 2011; ONS 2011b). It ended in the definition of a disabled person in line with the Disability Discrimination Act 2005 and the Equality Act 2010 as ‘someone with a (physical or mental) health condition or illness, lasting or expected to last for 12 months or more, which impairs their functioning and reduces their ability to carry out day-to-day activities’ (White et al., 2011, p. 11). At that stage, the survey construct of disability was found to correspond to the original LLTI concept. The word ‘disability’ itself was effectively removed from all questions, after cognitive inter-
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viewing revealed that it did not meet the expected consensus amongst respondents. A variety of questions were tested to reach agreement on four questions measuring, in line with UK legislation and the SILC harmonised framework, respectively long-standing health condition/illness, type of condition/impairment, activity restriction by extent and duration (see Table 4.4).

A pilot run in the 2009 General Lifestyle Survey articulated a short limitation question ‘Would you say your activities are limited or strongly limited?’ (LimitL6), which enjoyed good results thanks to its short and plain wording. It also turned out to yield responses very comparable to other more detailed phrasings used in the Labour Force Survey (LFS), Family Resources Survey (FRS) and Life Opportunities Survey (LOS), based on the detailed Disability Discrimination Act definition of limitations; namely substantial difficulties with any of the following prompted items—moving, lifting, manual dexterity, continence, communication, memory and concentration, sense of danger, physical co-ordination, and other health problem or disability (see DisDiff in the LOS, section 4.3.3). It has the advantage of being simpler and reflects the broader definition of substantial adverse long-term effect on one’s ability to carry out day-to-day activities as given by the Equality Act 2010 (c. 15), which is somewhat more general than adverse effects on the series of capacities listed in the Disability Discrimination Act. For those reasons, it was retained for the 2011 census and deemed broadly comparable to the 2001 question phrasing. All four questions presented in Table 4.4 are asked exclusively to adults over 16; responses concerning children aged under 16 and persons unfit to answer are only elicited from proxies.

4.3.2 Health statuses in UK censuses

In consultations leading to the 1991 census, the Department of Health and Social Security made the case for a morbidity question to be included. The objective was to better understand the expressed and unexpressed need for healthcare services and improve funding allocation formulae. In the context of NHS reforms announced by the 1989 White Paper (UK Department of Health, 1989), the Department was planning the introduction of an allocation model solely based on standardised mortality ratios. Standardised mortality ratios can be seen as a proxy of a population’s health and of limited use to develop a prevention-based health service. But primary care and in-patient statistics suffered from other weaknesses, with the usual issues of quality, consistency, and the well-documented ‘iceberg problem’ of unexpressed needs, especially given the unequal offer and rates of use of health-
## Table 4.4  Overview of harmonised questions for the measurement of long-lasting conditions, activity limitation by extent and by duration, and impairment (White et al., 2011; ONS, 2011b)

| Long-lasting health condition | [Introduction:] ‘This question asks you about any health conditions, illnesses or impairments you may have.’  
|                             | [Question:] ‘Do you have any physical or mental health conditions or illnesses lasting or expected to last for 12 months or more?’  
|                             | 1. Yes  2. No  
| Activity restriction harmonised question † | [Introduction:] ‘This question asks about whether your health condition or illness currently affects your ability to carry-out normal day-to-day activities, either a lot or a little or not at all. In answering this question, you should consider whether you are affected whilst receiving any treatment or medication for your condition or illness and/or using any devices such as a hearing aid, for example.’  
|                             | [Question:] ‘Does your condition or illness/do any of your conditions or illnesses reduce your ability to carry-out day-to-day activities?’  
|                             | [Running prompt:]  
|                             | 1. Yes, a lot  2. Yes, a little  3. Not at all  
| Length of activity limitation ‡ | For how long has your ability to carry-out day-to-day activities been reduced?  
|                             | [Running prompt:]  
|                             | 1. Less than six months  2. Between six months and 12 months  3. 12 months or more  
| Impairment harmonised question | [Introduction:] ‘The purpose of this question is to ask you about any impairment(s) you have. In answering this question, you should consider whether you are affected in any of these areas whilst receiving any treatment or medication or using devices to help you such as a hearing aid for example.’  
|                             | [Question:] ‘Do you have any health conditions or illnesses which affect you in any of the following areas?’  
|                             | [Show card and code all that apply asking the respondent to read out which apply to him/her:]  
|                             | 1. Vision (for example blindness or partial sight)  2. Hearing (for example deafness or partial hearing)  3. Mobility (for example walking short distances or climbing stairs)  4. Dexterity (for example lifting and carrying objects, using a keyboard)  5. Learning or understanding or concentrating  6. Memory  7. Mental health  8. Stamina or breathing or fatigue  9. Socially or behaviourally (for example associated with autism, attention deficit disorder or Asperger’s syndrome)  10. Other (please specify)  11. None of the above  

* Question included as part of the 2011 UK census.  
† SILC ‘severely hampered/hampered to some extent in daily activities’
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Table 4.5 | 1989 census test and post enumeration survey: responses to the LLTI

<table>
<thead>
<tr>
<th></th>
<th>Census test form</th>
<th>Census test form</th>
<th>Census test form</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\chi^2$</td>
<td>$p &lt; 0.01$</td>
<td>No</td>
</tr>
<tr>
<td>PES interview</td>
<td>No</td>
<td>85%</td>
<td>1%</td>
</tr>
<tr>
<td></td>
<td>Yes</td>
<td>3%</td>
<td>11%</td>
</tr>
<tr>
<td>Total</td>
<td></td>
<td>88%</td>
<td>12%</td>
</tr>
</tbody>
</table>

Note: PES: post-enumeration survey.
Source: Adapted from Pearce and Thomas 1990, p. 28, $n = 3,591$, excluding 190 missing observations.

care services across the nation. On the other hand, social surveys offered insufficient power to estimate small area statistics with direct estimators within reasonable budgets. The decennial census thus emerged as an opportunity to collect this kind of information at modest marginal costs, as previous research had shown that self-assessed measurements could achieve the basic target of measuring proxies for health care needs.

Preliminary research on questionnaire design was inspired by knowledge accumulated by questions on acute, long-term illness, and visits to family practitioners and hospitals in the General Household Survey since 1971. These questions had proved, overall, to constitute good proxies for measurement of health care need, since they appeared to be good operationalised questions measuring conditions objectively leading populations to using, or at least in need of using health care services. Two initial questions were investigated by the Office of Population Censuses and Surveys (Thompson, 1995). A multiple choice question on disability followed by short-term and long term illnesses yes/no questions were tested in autumn 1987 (see Figure 4.2). This exercise was designed to provide evidence with regard to the acceptability, reliability and understanding of these questions. Fourteen census districts (areas covered by one census officer, responsible of a team of enumerators) were selected in 7 local authorities of England and Scotland in such a way as to cover rural, areas, small towns, inner cities, university towns, and London (Pearce et al., 1988; White, 1990; Pearce and Thomas, 1990); 85,500 households were handed out questionnaires. The 1989 final census conducted in April on 90,000 households from 6 local areas. Answers were linked with data from an additional Post-Enumeration Survey conducted by a separate directorate of the Office of Population Censuses and Surveys on about 2,300 households, of which 1,500 had co-operated in the census test (Table 4.5).

Overall, the disability question proved to be unreliable, for several reasons. Of
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all census test respondents, 21 per cent did not provide any answer to it. The Post-
Enumeration Survey also suggested that those nonrespondents were more likely to
be disabled. On the other hand, 70 per cent of respondents to the Post-Enumeration
Survey who were classified by fieldworkers as disabled along the interview had not
ticked any disability on the census test form. It became clear that this question
did not meet census quality standards, and should thus be dismissed. Interestingly
enough, the same decision was made as in 1921, when the infirmity question asked
between 1851 and 1911 was discontinued over concern around its quality (Logan
and Brooke, 1957; Whitehead, 1988).

The short-term limiting illness question, which does not anyway relate as
closely to health care services use, did not yield very strong results either; only
50 per cent of answers provided on the test form agreed with answers collected dur-
during the post-enumeration survey, which could also be due to inaccurate recalls as
well as to mode effects. In contrast, Table 4.5 shows that responses exhibited higher
rates of consistency as far as the LLTI question is concerned (96% valid answers,
which is goes down to 91% when including nonresponse to the census test). The
pen-and-paper mode of collection seems to lead to morbidity underestimation, sug-
gestig that the post-enumeration fieldworkers were able to elicit more exhaustive answers,
or help respondents recall better. Complementary analysis confirmed that the LLTI
question correlates very strongly with use of general practice and hospital services,
providing confirmation of findings obtained from ten years of General Household
Survey research (see previous section).

Based on such results, the LLTI yes/no phrasing was deemed both more reli-
able and more meaningful than the short-term illness question and disability mul-
tiple choice (Whitehead, 1988). The post-enumeration survey also revealed mod-
erate levels of objections to that question (6%, compared to 7% for the ethnicity
question). Since the General Household Survey had shown that this was the most
robust predictor of hospital use, the final questionnaire retained an LLTI question
phrased as follows: ‘Do you have any long-term illness, health problem or handicap
which limits your daily activities or the work you can do? Include problems which are
due to old age’.

Maps of standardised morbidity could subsequently be produced, and results
were used to develop more advanced funding allocation models based on a wider
range of empirical indicators. The reviewed weighted capitation formula was rolled
out in 1996–1997. The main difference with General Household Survey estimates,
beyond their precision, stemmed from the inclusion of a prompt regarding age-
related health problems. The greater granularity meant that disability-free life ex-
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Figure 4.2 | 1987 census wording test: health schedule (reproduced from: Pearce and Thomas 1990, p. 29).

Expectancies could now be estimated at a smaller level. This was done by the ONS for the first time at ward level after the 2001 census (ONS, 2001b). This allowed to investigate geographical inequalities further, with tools such as the slope and relative indices of inequality (for a review of indicators, see Mackenbach and Kunst 1997). In addition, unlike household surveys, the census brought coverage of communal establishments, which provided the necessary information to publish health-adjusted life expectancy estimates for these populations as well.

Results also informed academic research to a great extent, especially in the field of health economics with regard to funding allocation and spatial inequalities in need for and access to health care. Substantial work was carried out around the spatial
distribution of health inequalities, neighbourhood effects, ethnicity density effects, etc. Further research tried to establish how consistent self-reported health measurements were across demographics. This is important for the purposes of measuring inequality in health, as there are risks that respondents’ assessment is influenced by the health of their relatives, who might share both the same socioeconomic, age or ethnic background and therefore health risks. This task evidently remains a challenge considering how tenuous the boundary between subjectivity, heterogeneity, and under- or over-reporting. Respectively, respondents of different demographic cross-sections of the population may differ in their reports of illnesses for various reasons; differences in (‘objective’) biological health, differences in the severity with which they reflect upon their own health, differences in the health of people that are close to them, or even differences in economic or social circumstances that soften or harden the burden of disease (e.g. receiving help from a carer, having the financial means of improving lifestyles and reducing the burden of work or caring for others).

There have been suggestions that the 1991 output exhibited different cut-off points in reports of LLTI; for instance Senior (1998) failed to explain the entirety of the excess of morbidity measured in Wales and North West England, and argued that this could be a sign of regional differences in propensity to recall or report such an illness all other things being equal. To date, there has nevertheless been little convincing evidence of the existence of substantial subnational measurement error related to potential ‘cultural’ effects with LLTI. This may yet be more of an issue with other subjective measurements.

Whilst this has not affected results and their spatial distribution since 1991, census questionnaires have undergone some minor changes over time (see Figure 4.3). In 2001, the LLTI question was extended to Northern Ireland and the phrasing was altered to a minor extent, mostly with regard to the explicit use of the word ‘disability’. The new phrasing was again well received and the census quality survey carried out in 1999 shortly after the dress rehearsal showed rates of agreements between responses provided on forms and in interviews of about 94 per cent, most of the differential stemming from difficulties arising in proxy responses (ONS, 2005). A question on SRH similar to the one used in the General Household Survey since 1976 was also introduced and met less success with respondents (88% agreement rate). In 2011, new question phrasings were used following testing in the General Lifestyle Survey, so as to harmonise measurements with the European Community Health Indicators list. The LLTI question was replaced by a question on activity limitation retaining the old age prompt, but adding a condition of duration in line with SILC standards. In contrast, the SRH question lost the reference to a period of
Are your day-to-day activities limited because of a health problem or disability which has lasted, or is expected to last, at least 12 months?

- Yes, limited a lot
- Yes, limited a little
- No

How is your health in general?
- Very good
- Good
- Fair
- Bad
- Very bad

Figure 4.3 | Longstanding illness and SRH questions in successive censuses (reproduced from ONS 2001a, 2002, 2010b)

twelve months and implemented the SILC five-item Likert scale. These wordings are therefore valid to measure healthy life expectancy and disability-free life expectancy according to definitions of the basket of European Community Health Indicators. A last difference resides in the questionnaire ordering; compared to 2001, questions were not longer consecutive but rather set in far-apart sections of the census form.

4.3.3 Choice of survey data

A number of social surveys accessible to the academic community were considered to carry out this work. The choice itself was based on the following criteria:

1. the availability of household geographical identifiers
2. the available sample size and survey design effect
3. the level of comparability with 2011 census health status measures (time period, question phrasing, mode effect, aggregate consistency)
4. the population of inference.

It is possible to distinguish between two groups of surveys; surveys collected using multistage sampling and surveys collected by sampling addresses directly.

Several surveys follow a multistage selection scheme, with postcode sector serving as primary sampling units (PSUs). These include the Health Survey for
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England, the General Lifestyle Survey, the Living Costs and Food Survey, the National Statistics Opinions Survey. They feature question phrasings similar to those used in the census, which would have been ideal for this research. However, there are good reasons why clustered designs would ideally be avoided in the context of SAE. They are traditionally less efficient by nature, meaning that for equal sample size, clustered designs yield larger sampling variances. Furthermore, most UK multistage surveys are clustered by postcode sector, a small subdivision of an MSOA. It is unlikely that more than one postcode sector is going to be drawn in most MSOAs. This constitutes an issue for the type of models used in SAE. An identification problem may arise if MSOAs are the chosen prediction output geography. This is because it will be very difficult to ensure sufficient postcode heterogeneity within MSOAs to estimate unbiased variance components. In other terms, since most MSOAs will contain exclusively one PSU, the model will not easily make the distinction between hierarchical levels. Inference thus risks becoming unstable. As a result, in order to simplify the task, it seemed preferable to restrict this research to unclustered surveys as much as possible.

Other surveys do not feature such shortcomings as they do not involve any area sampling at all; the LFS, the EHS, the FRS and the LOS are clustered exclusively by households. They feature very small design effects and are thus good sources of data to compare health questions phrasings (see Table 4.7). The Crime Survey for England and Wales (CSEW) is also included considering its clustering is for the most part at the MSOA level, and that the phrasing of health questions is very close to that of the census. It is important to note that the population of inference varies across these surveys. Most social surveys are restricted to residents of private households aged 16 years and over. The EHS and the census nevertheless collect information on children aged under 16. In the LFS, respondents aged over 75 years were ignored in this analysis. They were asked on first contact whether they wished to answer health questions, which arguably leads to items missing not-at-random (self-selection). Finally, to date, few social surveys have covered the estimated 952,700 population living in communal establishments in 2011, and none of the three makes exception to that rule.

Census day was on 27 March 2011. Data collated to fit models for census days consist of microdata collected on first contact (first wave) of the LFS up to one year before and after this date, in order to reach a critical level to undertake analysis of spatial variance. The revolving design of the LFS around waves JM (January-March), AJ (April-June), JS (July-September) and OD (October-December) implies that ideally datasets retained for pooling would be JM 2010 to JM 2012. It is unlikely that the
Table 4.6 | Breakdown of the expected sample size for the LFS dataset

<table>
<thead>
<tr>
<th>Number of cases (valid or imputed) on wave 1 in 2009</th>
<th>England &amp; Wales</th>
<th>Scotland</th>
</tr>
</thead>
<tbody>
<tr>
<td>LFS</td>
<td>83,148</td>
<td>8,528</td>
</tr>
<tr>
<td>Sampling fraction (%)</td>
<td>0.148</td>
<td>0.161</td>
</tr>
<tr>
<td>Expected average per LAD</td>
<td>238</td>
<td>266</td>
</tr>
<tr>
<td>Expected average per MSOA</td>
<td>11</td>
<td>6</td>
</tr>
</tbody>
</table>

Note: Estimated for 348 LAD and 7,201 MSOAs across England and Wales, 32 council areas and 1,235 Scottish 2001 MSOAs (smaller than their E&W counterparts, yet to be redesigned for 2011 output). Based upon estimated usual resident population (2011 census).

population would feature substantial differences one year before or after census day. Based on achieved sample sizes found for 2009 (see Table 4.6, slightly higher than those expected for 2010–2012), it is possible to hope reaching an approximate total size of 160,000 cases for England and Wales, and 30,000 for Scotland. This would be tantamount to a 0.29 per cent sampling fraction, and comes close to what is computationally feasible for a complex hierarchical model. The usable sample size once case-wise missing data are filtered out, and considering response rates have been falling further since 2009, could be as low as 140,000.

These numbers represent an assessment of the total number of cases collected by the ONS. The number of cases distributed, and geo-referenced, is different. **Data geo-referenced at the LAD level** is available from Quarterly Labour Force Survey (QLFS) Special Licence datasets, which are deposited for the entire period. However, **data geo-referenced at the MSOA level** is only available from Secure Access datasets. The third edition (3 May 2013) of the QLFS Secure Access datasets do not cover quarters beyond JM 2011, that is to say beyond census day. Such datasets are deposited at irregular dates (the second edition was deposited in August 2011), so that it does not seem recommended to hope seeing more data being deposited before 2015/16. An estimate of sample sizes attainable for this project for spatial analysis of variance at the MSOA level is difficult to produce. Assuming that each quarter, the LFS provides between 15 and 20 thousand wave 1 cases, we could hopefully reach 90,000 cases. The actual number of valid answers to LLTI and SRH questions is likely to be considerably smaller, due to item non-response, etc.
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Figure 4.4 | Calendar representation of waves of the LFS around Census day
### Table 4.7 | Comparison of self-reported health questions in four current household surveys in 2010–11

<table>
<thead>
<tr>
<th></th>
<th>LFS</th>
<th>EHS</th>
<th>LOS</th>
<th>CSEW</th>
<th>FRS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Population of inference</strong></td>
<td>Residents of UK private households aged 16 years and over. If aged 75 years and over, only if willing to continue with health questions.</td>
<td>Residents of English private households aged 16 years and over.</td>
<td>Residents of GB private households aged 16 years and over.</td>
<td>Residents of English and Welsh private households aged 16 years and over.</td>
<td>Residents of UK private households aged 16 years and over. Children and household members aged under 19 years, unmarried, or in education and training are recorded by proxy.</td>
</tr>
<tr>
<td><strong>Response rate</strong></td>
<td>60 per cent (wave 1)</td>
<td>59 per cent</td>
<td>60 per cent</td>
<td>75 per cent</td>
<td>59 per cent</td>
</tr>
<tr>
<td><strong>Licence</strong></td>
<td>Special Licence – Secure Access</td>
<td>Secure Access</td>
<td>Special Licence</td>
<td>Special Licence</td>
<td>Special Licence – safe room</td>
</tr>
<tr>
<td><strong>Geographical identifiers</strong></td>
<td>LAD/MSOA</td>
<td>MSOA</td>
<td>LAD</td>
<td>MSOA</td>
<td>LAD</td>
</tr>
<tr>
<td><strong>Sample size</strong></td>
<td>10,000 UK households per quarter. This is equivalent to 80,000 English and Welsh individuals per year.</td>
<td>Circ. 17,000 English households (April to March). Three years of data can provide up to 80,000 English individuals.</td>
<td>Circ. 15,000 GB households (+4,000 with partial interviews). Information for up to 32,000 E+W individuals.</td>
<td>Circ. 46,000 English and Welsh households (1 individual per household).</td>
<td>Circ. 25,500 UK households (April to March) each year.</td>
</tr>
<tr>
<td><strong>Long-standing illness</strong></td>
<td><em>Do you have any health problems or disabilities that you expect will last for more than a year?</em> (ENGL)</td>
<td><em>Do you have any long-standing illness, disability or infirmity – by long-standing I mean anything that has troubled you over a period of time or that is likely to affect you over a period of time?</em> (Integrated Household Survey (IHS) core variable LS11)</td>
<td><em>Do you have any long-standing illness, disability or infirmity – by long-standing I mean anything that has troubled you over a period of time or that is likely to affect you over a period of time?</em> (IHS core variable LS11)</td>
<td><em>Do you have any of the following long-standing physical or mental health conditions or disabilities that have lasted or are expected to last 12 months or more?</em> [CODE ALL THAT APPLY] 1. Blindness, deafness or other communication impairment 2. Mobility impairment, such as difficulty walking 3. Learning difficulty or disability, such as Down’s syndrome 4. Mental health condition, such as depression 5. Long-term illness, such as Multiple Sclerosis or cancer 6. Other long-standing health condition or disability 7. None of these</td>
<td><em>Do you have any long-standing illness, disability or infirmity? By “long-standing” I mean anything that has troubled you over a period of at least 12 months or that is likely to affect you over a period of at least 12 months.</em> [THIS IS A QUESTION OF OPINION] (HEALTH)</td>
</tr>
</tbody>
</table>

---

**Note:** The table compares questions asked in four current household surveys in 2010–11. The LFS survey includes questions on long-standing health conditions, while the EHS, LOS, CSEW, and FRS surveys use different definitions and survey designs. The tables show the population of inference, response rates, and the specific health questions asked in each survey.
<table>
<thead>
<tr>
<th>LFS</th>
<th>EHS</th>
<th>LOS</th>
<th>CSEW</th>
<th>FRS</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Limiting illness</strong></td>
<td>'Does this health problem affect the KIND of paid work that you might do?' (LIMITK)</td>
<td>'Does this illness or disability (Do any of these illnesses or disabilities) limit X’s activities in any way?' (IHS core variable 111Lim)</td>
<td>'Does this illness or disability (Do any of these illnesses or disabilities) limit your activities in any way?' (IHS core variable 111Lim)</td>
<td>[Does/do] your health condition[s] or [disability/disabilities] mean that your day today activities are limited? Would you say you are… [READ OUT] 1. Severely limited 2. Limited but not severely 3. or not limited at all?</td>
</tr>
<tr>
<td></td>
<td>Does this health problem affect the AMOUNT of paid work that you might do?' (LIMITA)</td>
<td>'Do these health problems or disabilities, when taken singly or together, substantially limit your ability to carry out normal day to day activities? If you are receiving medication or treatment, please consider what the situation would be without the medication or treatment?' (HEALTH)</td>
<td>'Has this health problem or disability (Did these health problems or disabilities, when taken singly or together) substantially limit your ability to carry out normal day today activities? If you were receiving medication or treatment, please consider what the situation would have been without medication or treatment.' (DDATreP)</td>
<td>'Can I just check, have you ever been diagnosed with a health condition which could substantially affect your day-to-day activities in the future? This is an opinion question.' (DDAProg, introduced in 2008-09, NO guidance provided on this question since 2009-10)</td>
</tr>
<tr>
<td><strong>General health</strong></td>
<td>'How is your health in general; would you say it was… Very good, good, fair, bad, or very bad?'</td>
<td>'How is your health in general; would you say it was… Very good, good, fair, bad, or very bad?'</td>
<td>'I would now like to ask you for a few further details about yourself [and your household]. How is your health in general? Would you say it is… Very good, good, fair, bad, or very bad?'</td>
<td></td>
</tr>
<tr>
<td>LFS</td>
<td>EHS</td>
<td>LOS</td>
<td>CSEW</td>
<td>FRS</td>
</tr>
<tr>
<td>-----</td>
<td>-----</td>
<td>-----</td>
<td>------</td>
<td>-----</td>
</tr>
<tr>
<td><strong>Difficulties</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>‘Does this/Do these health problem(s) or disability(ies) mean that you have substantial difficulties with any of these areas of your life? Please read out the numbers from the card next to the ones which apply to you. [SHOWCARD]’</td>
<td>1. Mobility (moving about)</td>
<td>2. Lifting, carrying or moving objects</td>
<td>3. Manual dexterity (using your hands to carry out everyday tasks)</td>
<td>4. Continence (bladder &amp; bowel control)</td>
</tr>
<tr>
<td></td>
<td>5. Communication(speech, hearing or eyesight)</td>
<td>6. Memory or ability to concentrate, learn or understand</td>
<td>7. Recognising when you are in physical danger</td>
<td>8. Your physical co-ordination (e.g. balance)</td>
</tr>
<tr>
<td></td>
<td>9. Other health problem or disability</td>
<td>10. None of these’ (DisDif)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Health conditions

<table>
<thead>
<tr>
<th>LFS</th>
<th>EHS</th>
<th>LOS</th>
<th>CSEW</th>
<th>FRS</th>
</tr>
</thead>
<tbody>
<tr>
<td>‘Do you have...’&quot; (HEAL*) [PROMPTED FOR EACH OF THE FOLLOWING:]</td>
<td>‘What type of illness or disability do you/does [name] have?’ [CODE ALL THAT APPLY]</td>
<td>‘Have you ever been diagnosed with any of the conditions shown on this card?’ [SHOWCARD (HIV, cancer, multiple sclerosis)]</td>
<td>‘Now I’d like to talk about chronic health conditions. Do you have any of the following long-term conditions that have lasted or are expected to last 12 months or more and that have been diagnosed by a health professional...' [SHOWCARD] (TCond, CondOth)</td>
<td>‘Asthma or severe allergies; Heart condition or disease; Kidney condition or disease; Cancer; Diabetes; Epilepsy; Cerebral Palsy; Spina Bifida; Cystic Fibrosis; Muscular Dystrophy; Migraines; Arthritis or rheumatism; Multiple Sclerosis; Paralysis of any kind; Any other long-term condition not already covered (please specify); None’</td>
</tr>
<tr>
<td>problems or disabilities (including arthritis or rheumatism) connected with your arms or hands; ... legs or feet; ... back or neck; difficulty in seeing (while wearing spectacles or contact lenses); difficulty in hearing; a speech impediment; severe disfigurements, skin conditions, allergies; chest or breathing problems, asthma, bronchitis; heart, blood pressure or blood circulation problems; stomach, liver, kidney or digestive problems; Diabetes; depression, bad nerves or anxiety; Epilepsy; severe or specific learning difficulties; mental illness or suffer from phobias, panics or other nervous disorders; disorders; progressive illness not included elsewhere (eg cancer not; included elsewhere, multiple sclerosis, symptomatic HIV; Parkinson’s disease, Muscular Dystrophy); other health problems or disabilities’</td>
<td>1. Vision 2. Hearing 3. Learning difficulty 4. Mobility 5. Breathing problems 6. Heart disease 7. Mental health problems 8. Other</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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All these surveys focus on residents of private households. As exposed before, ascertaining the population of inference can be difficult in the case of individuals who may also be regarded as falling within category of communal establishment residents. This is, in particular, the case of students, student nurses, and people living in retirement homes. In the case of the EHS, the question is asked explicitly and respondents in that situation are coded as living in residential housing. In contrast, the LFS does not include an explicit question but household members are nevertheless coded with regard to their type of residence based on interviewer knowledge.

4.3.4 Comparative analysis of SRH and LLTI in three UK surveys in 2011

Previous sections emphasised concerns around the internal validity of morbidity-related questions, especially in terms of comparability across demographics. The questionnaire effect is another concern which has been well documented along with the experience gained in previous surveys. Phrasings in three of our five candidate surveys are examined with regard to differences in estimates potentially related to variations in question phrasings or orderings. In all three cases, health questions were asked about two-thirds through the interviews. It is therefore difficult to assess exactly how the nature of preceding questions may have affected answers, due to their sheer number. Nevertheless, the structure of the LOS questionnaire has more obvious implications. Interestingly enough, wave one of the LOS contained both the core IHS health question and alternative phrasings. First, core IHS question are asked, including:

- ‘How is your health in general; would you say it was...very good, good, fair, bad, or very bad?’ (QHealth1);
- ‘Do you have any long-standing illness, disability or infirmity - by long-standing I mean anything that has troubled you over a period of time or that is likely to affect you over a period of time?’ (LSI1);
- ‘Does this illness or disability (Do any of these illnesses or disabilities) limit your activities in any way?’ (IllLim).

They are followed by a large section on employment, before carrying on with the LOS questionnaire, around two thirds through. The following questions are then asked:

- ‘Do you have any long-standing physical or mental impairment, illness or disability? By “long-standing” I mean anything that has affected you over a period of at least 12 months or that is likely to affect you over a period of at
least 12 months’ (Health):

- ‘Does this/Do these health problem(s) or disability(ies) mean that you have substantial difficulties with any of these areas of your life? Please read out the numbers from the card next to the ones which apply to you.’ (DisDif);
- ‘Can I just check, do you receive medication or treatment without which your health problems (when taken together), would substantially affect your life in the areas we have been discussing?’ (DDATre);
- ‘Now I’d like to talk about chronic health conditions. Do you have any of the following long-term conditions that have lasted or are expected to last 12 months or more and that have been diagnosed by a health professional...’ SHOWCARD (ICond);
- [followed by questions regarding whether the respondent received a treatment for those, how he or she was operating thanks to this treatment, and how often the condition limited the kind of activities he or she could do].

This is the opportunity to compare the IHS standard questions with more operationalised phrasings. In such situations, two competing effects may often be observed, all other things being equal. More detailed questions or prompts lead some individuals to report difficulties they had not until then necessarily regarded as such, either because they are used to them, or because they are not frequently envisaged as serious medical conditions (for example, poor eyesight partially corrected by glasses). Conversely, a more detailed question may prove to give individual less leeway to include rare or atypical conditions.

A first comparison is drawn between two question phrasings for longstanding illness. Although aggregate estimates are identical for either question, the breakdown (see table below) reveals that a substantial 10 percent share of respondents provide a different answer across the two questions. This illustrates how very subjective and unstable such questions can be. There is no obvious indication that the order of questions could be influencing answers (for instance, the second question does not lead to more respondents declaring an illness).

The second comparison is made around questions on limiting illness, which follow those on longstanding illness. Although the detailed breakdown of answers to DisDif is not published, variable DVDDACur codes whether the respondents reported experiencing at least one of the difficulties prompted. Results are not entirely neutral considering that the DVDDACur question is preceded by the IHS question, as well as by a long series of other questions likely to prepare respondents to make a more in-depth assessment of their health. By the time they reach this detailed question, they are already more likely to report a wider range of difficulties, let alone
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Table 4.8 | Comparison between two LOS longstanding illness phrasings phrasings (source: ONS. Social Survey Division 2012)

<table>
<thead>
<tr>
<th>$\chi^2$</th>
<th>LOS 1sill (IHS core)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$p &lt; 0.001$</td>
<td>No</td>
</tr>
<tr>
<td>LOS</td>
<td>No</td>
</tr>
<tr>
<td>Health</td>
<td>Yes</td>
</tr>
<tr>
<td>Total</td>
<td>65%</td>
</tr>
</tbody>
</table>

Table 4.9 | Cross-tabulations of LOS disability questions with routine LOS and IHS questions on longstanding and limiting illness

(a) $\chi^2$ | LOS illlim |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$p &lt; 0.001$</td>
<td>No</td>
</tr>
<tr>
<td>LOS</td>
<td>No</td>
</tr>
<tr>
<td>DisDif</td>
<td>Yes</td>
</tr>
<tr>
<td>Total</td>
<td>78%</td>
</tr>
</tbody>
</table>

(b) $\chi^2$ | LOS 1sill |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$p &lt; 0.001$</td>
<td>No</td>
</tr>
<tr>
<td>LOS</td>
<td>No</td>
</tr>
<tr>
<td>DisDif</td>
<td>Yes</td>
</tr>
<tr>
<td>Total</td>
<td>65%</td>
</tr>
</tbody>
</table>

(c) $\chi^2$ | LOS Health |
<table>
<thead>
<tr>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>$p &lt; 0.001$</td>
<td>No</td>
</tr>
<tr>
<td>LOS</td>
<td>No</td>
</tr>
<tr>
<td>DisDif</td>
<td>Yes</td>
</tr>
<tr>
<td>Total</td>
<td>64%</td>
</tr>
</tbody>
</table>

Source: Author’s own calculations. Adapted from ONS. Social Survey Division 2012.

if they had been asked using a pen-and-paper census form. These caveats in mind, a contingency table (Table 4.9a) indicates that reading out types of impediments potentially encountered by respondents owing to their condition seems to slightly mitigate underreporting. This leads to a higher rate of morbidity reports; 5 per cent additional reports are recording, net of the 3 per cent respondents who were not classified as encountering those difficulties despite reporting a limiting illness at the IHS question.

Beyond this aggregate analysis, it is expected that question phrasings are going to yield very different demographic patterns. For instance there is not the same understanding of the question whether people think they should compare to other individuals their age or not. The LFS has a very broad definition of the ‘longstanding condition’ which means it is expected problem related to old age would tend to be included by respondents. The next section explores these demographic patterns.
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is organised according to two sets of comparison depending upon the geographic scale surveys are available at; first we look at England (LFS, EHS/IHS, CSEW), and then Great Britain (LFS and LOS).

The LFS 1ng1m question phrasing is the most general as it refers very broadly to ‘health problems’. Other surveys use more complicated structures and wordings. The LFS is, of our four surveys, the one that yields highest morbidity estimates. Its heal1m question on limiting illness comes after two questions on ability to work, and it is therefore likely that respondents will focus on how their illness limit their ability to do housework, socialise and engage in non-work related activities. By doing so they envisage broader situations than if they were asked a standalone question on day-to-day activities, which on its own could be interpreted as referring essentially to ‘work activities’. In addition, the LFS prompt with regard to medical treatments makes the phrasing even more general. It can be thought to remove ambiguity for individuals who function perfectly normally only thanks to medication. Other question phrasings do not make that distinction explicit, and it is possible that the same individuals would in that case not report being limited in their day-to-day activities. Comparisons between the LFS and IHS questions (answers taken from the EHS, see Figure 4.5b) show that the LFS indeed consistently yields higher estimates. This observation does not necessarily imply the somewhat unique LFS question phrasing of heal1m makes it unsuitable to analyse disability. Regional patterns in response to both Annual Population Survey and General Lifestyle Survey were compared by Smith et al. (2011), who found on the contrary lower disability and disability-free life expectancy estimates in the APS, especially after the age of 65. However, this did not affect country or age group gradient in disability-free life expectancy.

The wording of the Crime Survey, which is closest to 2011 census questions, yields more conservative estimates on the other hand. Finally, census estimates from table DC3302EW were confronted to the set of limiting illness estimates (nota: across age group 35–64 years, only one average estimate was computed) and seem to be partially similar. Data suggests a very strong resemblance in the profile of responses between the Crime Survey (limited but not severely) and the 2011 census (limited a little). However, taking all limitation categories together (see black dotted line), it seems that elderly respondents report being a lot more seriously limited in their activities. The LFS and EHS estimates are thus only distantly related to census age patterns in answers. Gender differentials were also briefly examined, although they are virtually non-existent in either case.

Figure 4.7 reports similar analyses for the poor/very poor SRH responses. The
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(a) Longstanding illness

(b) Limiting illness

Source: Author’s own calculations. Adapted from 2011 table DC3302EW; UK Department for Communities and Local Government 2013; ONS. Social Survey Division, Northern Ireland Statistics and Research Agency. Central Survey Unit 2015, 2014a,b,c; Home Office & TNS-BMRB 2012.

Figure 4.5 | Age-specific prevalence of (a) longstanding illness and (b) limiting illness in the LFS, EHS, CSEW and the census in England in 2011 with 95% confidence intervals

Source: Author’s own calculations. Adapted from 2011 tables LC3206EW, DC3205EWr, DC3302EW; UK Department for Communities and Local Government 2013; Home Office & TNS-BMRB 2012.

Figure 4.6 | Bad/very bad SRH in England in 2011 by age and ethnic groups in the EHS, CSEW and the census with 95% confidence intervals
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Figure 4.7 | Bad/very bad SRH by ethnic group in the EHS, CSEW and the census in England in 2011: indirectly age-standardised prevalence ratios and 95% confidence intervals

(a) Point estimates

(b) 95% confidence intervals

<table>
<thead>
<tr>
<th></th>
<th>EHS</th>
<th>Census</th>
<th>CSEW</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Lo. bound</td>
<td>Up. bound</td>
<td>Lo. bound</td>
</tr>
<tr>
<td>White</td>
<td>1.000</td>
<td>1.000</td>
<td>1.042</td>
</tr>
<tr>
<td>Mixed</td>
<td>1.054</td>
<td>2.190</td>
<td>1.006</td>
</tr>
<tr>
<td>Asian</td>
<td>1.110</td>
<td>1.350</td>
<td>1.159</td>
</tr>
<tr>
<td>Black</td>
<td>0.963</td>
<td>1.104</td>
<td>1.037</td>
</tr>
<tr>
<td>Other</td>
<td>0.962</td>
<td>1.407</td>
<td>1.011</td>
</tr>
</tbody>
</table>

Note: 1.000 = EHS prevalence for white respondents. The population of inference for the census consists of all usual residents, including residents of communal establishments. The population of inference for survey estimates consists only of residents of private households.

Source: Author’s own calculations. Adapted from 2011 tables LC3206EW, DC3205EWr, DC3302EW; UK Department for Communities and Local Government 2013; Home Office & TNS-BMRB 2012.
phrasing is identical across surveys and the 2011 census, although the census again stands out due to its short, pen-and-paper questionnaire, as well as its particular mode of contact. The housing and crime surveys do not seem to differ significantly from one another. In order to check for any potential questionnaire effects by ethnic group, prevalence levels are indirectly standardised for all three sources across the 16 to 64 years age group (see Figures 4.7 (b) and (c)). Census returns disaggregated by age and ethnic groups cannot be obtained for residents of private households only; unlike with age schedules, with are for residents of private households only, standardised prevalence ratios reported for the census may not be compared rigorously with surveys. 95 per cent confidence intervals suggest that census estimates are somewhat higher than survey estimates, which is consistent with the pattern seen on the age curves, even in the absence of communal establishments. Significant differences are only found amongst respondents identifying to ‘other’ ethnicities, a very small demographic making up approximately 1.1 per cent of the English population in 2011. SRH thus seems to constitute an appropriate benchmark at the national level considering the uniform phrasing. This suggests that differences previously observed for longstanding illness and activity limitations are not so much attributable to the sampling design or differences in nonresponse bias. Such differences may thus be attributable to residual confounders and non-sampling error; question phrasing and questionnaire ordering.

Figure 4.8 | Morbidity schedules for (a) longstanding illness and (b) limiting illness in the LFS and the LOS in Great Britain in 2011 with 95% confidence intervals

Source: Author’s own calculations. Adapted from ONS. Social Survey Division, Northern Ireland Statistics and Research Agency. Central Survey Unit 2015, 2014a,b,c; ONS. Social Survey Division 2012.
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We also compared LOS (LOS), LOS (IHS), and LFS estimates at GB level. Since census data is yet to be released in Scotland, census estimates cannot yet be compared at this geographical coverage. Once again, LFS longstanding illness estimates were found to be higher (see Figure 4.8). LOS and IHS phrasings, on the other hand, returned comparable estimates. As for limiting illness, it appears that they do differ substantially on the other hand. Only the detailed LOS, since it makes very explicit what type of difficulties may be regarded as ‘limitations’ in day-to-day activities, yields much higher estimates, especially for elderly people. This is probably reinforced by the fact that it is asked at the end of a long survey focussing on health.

In conclusion, this exploratory analysis reveals acute differences in morbidity reports depending on questionnaire routines and wordings. Comparisons with LOS and census estimates make it possible to explore with more certainty differences that can be explained by non-sampling error, mode effect, and detailed prompts. It appears that answers are very unstable, and that a large part of the discrepancy comes from questionnaires themselves, and vary highly across demographic cross-sections. In the context of the census review, these results do not argue much in favour of reiterating the IHS strategy for the most unstable question, although it may prove more suitable to more objective and specific measurements. The high instability in such morbidity proxies, although it remains mild at the aggregate level, should remain a substantial concern when dealing with demographic cross-classifications.

4.3.5 Auxiliary individual-level data

Once a valid model has been estimated using a first source of epidemiological evidence, predictions can be derived by applying it to the population at risk. To this end, auxiliary data on the detailed population headcount broken down by all characteristics included in the model is needed for every geographical area making up the target population. Issues may arise in estimating auxiliary headcounts in the absence of a ‘closed’ population, especially with high degrees of spatial and demographic disaggregation. This section reviews the main sources of population data in England and Wales, namely decennial censuses and MYPEs in intercensal periods.

Decennial censuses have traditionally referred to the population on ‘Census night’ by convention (27 March 2011 in the case of the latest census). Since 2001, they have covered all ‘usual UK residents’, defined as individuals who ‘is in the UK and has stayed or intends to stay in the UK for a period of 12 months or more, or had a permanent UK address and was outside the UK and intended to be outside the UK for less than 12 months’ (ONS, 2009, p. 6). Unlike in 2001, special provision was made to
collect information on ‘short-term residents’ on forms, and ensure they would not count towards usual residents. In addition, enumerators were given explicit instructions with regards to residents with addresses in communal establishments; ‘Students, and children at boarding school, should be counted as usually resident at their term-time address. They should also be counted as usually resident at their permanent/family address (if different), but only limited information will be collected’ (ONS, 2009, p. 7), and ‘If a person has already spent or expects to spend six months or more in a communal establishment, for example, a care home, hospital or hostel, then their usual residence is that communal establishment. Otherwise usual residence would be at the UK home address and the person should be classified as a visitor at the communal establishment’ (ONS, 2009, p. 8). In practice, the ONS proceeded to removing multiple returns; when students were registered in a student hall, their term-time address was kept as the reference one insofar as possible, thanks to special enumeration procedures in student halls and overcount adjustment (ONS, 2012c).

Aside from decennial UK censuses, MYPEs are currently released every year in June in England and Wales. These are the official population headcounts published yearly by age and quinary sex bands for LADs, CCGs and super output areas, including MSOAs, and they serve as the reference estimates for the exposed-to-risk in more epidemiological work. Although single year of age tables are also published for LADs, they are not yet published for MSOAs owing to concerns regarding their precision. They are nevertheless obtainable on more officious request (Paul Norman, personal communication, 10 September 2013). It is likely that these will become more reliable in the future as secondary administrative data use increases in the future (ONS, 2014f). In addition, the ONS has undertaken work to develop MYPEs for ethnicity groups broken down by age at the district level (ONS, 2011c, 2012d). Experimental statistics were published until 2009 and are currently undergoing quality testing. Other series include population estimates by marital status and very old age population estimates. These do not offer enough disaggregation to be of interest in this research.

MYPEs are relevant to this thesis since they are regarded the auxiliary data usable to carry out SAE, or to use as the denominator in a prevalence proportion. Although census data (relative to census day population) is used to perform quality analyses, in reality MYPEs should be used when possible for all other prediction tasks. This restricts the types of models that will be examined here; in this thesis, we claim that single year of age MYPEs and ethnicity MYPEs have or will in the near future meet sufficient standards to be considered as auxiliary data for small estimation. As a result, models considered here will be restricted to the following
demographic cross-classifications at the individual level—which is not incompatible with the addition of area-level information:

- Sex × single year of age (2 × 86)
- Sex × ethnicity × age bands (2 × 5 × 3)

There is hope that ethnicity population estimates will improve in the future, notably through an increase in the age disaggregation, and publication for super output geographies. Although MYPEs are relevant for SAE, they exhibit a major limitation, in that they do not provide a breakdown of the population residing in private households or in communal establishments.

This can constitute a problem when predictions can only be made for residents of private households, because model parameters can only be estimated for this more limited population of study. This is often the case since residents of communal establishments lie outside of the perimeter of study of almost all social surveys. Whilst residents of communal establishments represented a moderate 1.8 per cent of the total population residing in England and Wales in 2011, this is not a negligible problem if we consider certain areas, such as Oxford, Cambridge, Richmondshire and Rutland, where residents of communal establishments represent close to, and sometimes over, 10 per cent of all usual residents (see Figure 4.9).

The problem of approximating the relevant population size for predictions is not a light one. The decennial census is one of the only sources of information about communal establishments in England and Wales, since MYPEs do not differentiate
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between either types of residents. Furthermore, there are complications in ascertaining how certain users should be categorised; this is famously the case with students who have both a term-time address in halls and a home/main address. In practice this means a proportion of census returns refer to an address in halls, whereas in social surveys data would still be obtained about the student either in person or through a proxy.

We further expose the issue of basing predictions on all usual residents with models only valid for residents of private households by examining reports in activity limitation caused by a long-term health issue. It there is no immediate evidence as to whether these categories have very different patterns of morbidity. Previous research (Commander et al., 1997) and data from the 2001 census have tended to suggest that overall, residents of communal establishment exhibited poorer health than residents of private households (Bajekal et al., 2006). Recent evidence by Jonker et al. (2013b) showed that the presence of nurse homes skewed local healthy life expectancy estimates rather substantially. We present indirectly standardised prevalence ratios for strong activity limitation in the 2011 census for each subgroup in Table 4.10. These are to be interpreted by reference to the population of residents of private households living in England and Wales (using age-specific prevalence proportions from table DC3302EW).

Residents are predominantly either young (mostly students) or aged over 75 years (retirees). This creates strong heterogeneity within this group. The age profile of staff and owners is more similar to the profile of private households residents, aside from two categories: there are evidently none below working age, and the population above 85 is rather important, representing 11 per cent of all staff and owners compared to only 2 per cent of residents of private households. As for their relatives, over 56 per cent of them are aged 75 and above.

In addition to differences in the age distributions across all four categories of usual residents, figures suggest departures in morbidity schedules by age. Despite the absence of detailed age and sex-specific health information regarding staff and their relatives, we can infer that the population living in communal establishments has very different patterns of morbidity compared to residents of private households. This is unlikely to be attributable to differences in the age distribution; the indirect age-standardisation conducted in Table 4.10, based on eight age groups, does suggest a very low prevalence of strong activity limitations amongst all three categories of residents of communal establishments, especially amongst staff and their relatives. It would thus be incorrect to use social surveys to predict the health status of such populations, because it is very different.
Table 4.10  | Residents of private households and communal establishment by age and position in England and Wales in 2011: Headcounts and prevalence of strong activity limitations indirectly standardised by age and sex (source: 2011 census tables DC3302EW, DC3402EWLA, DC4107EWla)

<table>
<thead>
<tr>
<th></th>
<th>Private households</th>
<th>Communal establishments</th>
<th>Other</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Residents</td>
<td>Residents</td>
<td>Staff and owner</td>
<td>Family or partner</td>
</tr>
<tr>
<td><strong>Observed cases</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>of strong activity limitation</td>
<td>4,444,433</td>
<td>300,205</td>
<td>6,529</td>
<td>18,545</td>
</tr>
<tr>
<td><strong>At risk</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Total</td>
<td>55,071,113</td>
<td>936,994</td>
<td>35,597</td>
<td>32,208</td>
</tr>
<tr>
<td>0 to 15 years</td>
<td>10,537,963</td>
<td>38,365</td>
<td>0</td>
<td>2,804</td>
</tr>
<tr>
<td>16 to 24 years</td>
<td>6,253,980</td>
<td>396,750</td>
<td>5,210</td>
<td>2,696</td>
</tr>
<tr>
<td>25 to 34 years</td>
<td>7,430,851</td>
<td>80,485</td>
<td>7,220</td>
<td>1,968</td>
</tr>
<tr>
<td>35 to 49 years</td>
<td>11,857,419</td>
<td>65,208</td>
<td>7,074</td>
<td>2,075</td>
</tr>
<tr>
<td>50 to 64 years</td>
<td>10,105,262</td>
<td>47,509</td>
<td>7,657</td>
<td>2,343</td>
</tr>
<tr>
<td>65 to 74 years</td>
<td>4,811,995</td>
<td>36,793</td>
<td>1,916</td>
<td>2,129</td>
</tr>
<tr>
<td>75 to 84 years</td>
<td>3,013,263</td>
<td>93,706</td>
<td>2,533</td>
<td>6,050</td>
</tr>
<tr>
<td>85 years and over</td>
<td>1,060,380</td>
<td>178,178</td>
<td>3,987</td>
<td>12,143</td>
</tr>
<tr>
<td><strong>Indirectly standardised morbidity ratio</strong></td>
<td>1.000</td>
<td>2.130</td>
<td>1.445</td>
<td>2.145</td>
</tr>
<tr>
<td><strong>χ² statistic</strong></td>
<td>180038.8</td>
<td>896.3</td>
<td>11329.8</td>
<td>10775.6</td>
</tr>
<tr>
<td><strong>p-value</strong></td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
<td>&lt;0.001</td>
</tr>
</tbody>
</table>
4.3. Data sources

These difficulties exposed, it is still possible in many cases to approximate the number of residents of private households exposed-to-risk provided a few assumptions are made. In the case of estimating the exposed-to-risk residing in private households by sex and single year of age, it is possible to use the general table DC4107EWla providing usual residents headcounts for all merged LADs, and subtracting residents of communal establishments recoded in table DC4107EWla assuming a uniform distribution of ages within intervals. This is only an approximate method. In the case of the exposed-to-risk by ethnicity (5 groups) and age bands (8 groups), residents for communal establishments can be subtracted from table DC2101EW based on information reported in table DC2117EWla. As for staff and their families, although a breakdown by ethnicity is provided in this table, it is not disaggregated by age group. The only option is to apportion data from table DC4107EWla by assuming that the ethnic profile is identical across age groups. Depending on the situation, it may be preferable to assume the model estimated for private households applies to staff and their relatives in communal establishments.

In contrast, with MSOAs there is currently no data source likely to produce an estimate of the exposed-to-risk for private household residents exclusively, without committing to stronger assumptions. Table DC1104EW provides a breakdown of residents of communal establishments by sex and quaternary age bands. Assuming, once again, a uniform distribution of ages within these age bands, we may subtract these residents from all usual residents recorded in table DC2101EW. As for the second type of cross-classification, with an ethnic breakdown.
### Table 4.11 | Summary of options to approximate exposed-to-risk for residents of private households

<table>
<thead>
<tr>
<th>Structure</th>
<th>Merged LADs</th>
<th>MSOAs</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sex × single year of age</td>
<td>Subtract CE residents appearing in DC1104EW (22 groups) from DC1117EW</td>
<td>Subtract CE residents appearing in DC1104EW (22 groups) from DC1117EW</td>
</tr>
<tr>
<td>Sex × age bands × 5 ethnic groups</td>
<td>Subtract CE residents appearing in DC2117EWla (8 age groups, assuming uniform distribution of ages) from DC2101EW (22 age bands)</td>
<td>For each ethnic group, approximate CE residents disaggregated by sex and age appearing in DC1104EW by apportionment assuming the ethnic breakdown measured in the local authority for 8 age groups (DC2117EWla) applies to age groups within the MSOA under consideration. Subtract this approximation from all residents in DC2101EW.</td>
</tr>
</tbody>
</table>
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Estimating Small Area Health Status Indicators Using Administrative Covariates: An Evaluation of Model-Based Predictors Against the 2011 UK Census
Abstract

Background: Model-based estimation is often cited among potential avenues to reduce reliance on traditional censuses as the main mode of production of small area social statistics. This presupposes the existence of reliable working models, which has not yet been demonstrated for health status indicators. 

Methods: We predict the prevalence of self-rated health and long-term limiting illness across English local authority districts (LADs) and middle layer super output areas (MSOAs). We examine the reliability of the synthetic (SYN) and empirical plug-in (EPP) predictors computed using mid-year population estimates, local rates of emergency hospitalisations and 2009–2011 English Housing Survey data (n = 151,000). Internal cross-validation and external comparison against 2011 UK census estimates provide empirical measures of error and bias.

Results: Simple models only predict 40 to 60 per cent of the between-area variance in odds of poor health. At the LAD level, EPP reduces the average coefficient of variation (CV) by 16 to 38 per cent at the cost of an increase by 16 to 21 per cent in the average relative deviation, an indicator of bias. At the MSOA level, both methods of prediction perform similarly, cutting the average CV by over 70 per cent but with a large increase in the average bias.

Keywords: Small area estimation, Population health indicators, Behavioural risk factor surveillance, Health status, Administrative data, Hospital data, Synthetic estimation, Empirical best prediction.
5.1 Introduction

Subnational information on population health statuses is in high demand in order to help shape public services (Luck et al., 2006; Shah et al., 2014). Although such information can be derived from social surveys, censuses currently provide the necessary statistical power when high level of disaggregation for small demographic and geographical cross-classifications are required. Yet, the rising cost of survey and census fieldwork is leading to spending reviews at national statistical institutes (US Census Bureau, 2015; UK House of Commons. Treasury Committee, 2008) and undermines the case for traditional decennial censuses with long forms and full enumeration. This is forcing statistical institutes to turn to more efficient methodology to produce population health indicators.

Model-based SAE has been proposed as an alternative to traditional censuses. It has the potential to enhance the statistical power of existing household surveys by borrowing strength from auxiliary information available for the entire population. A linking model can be developed with the help of existing household survey data to predict local characteristics of interest, for instance disability or healthy behaviours. Resulting estimates may be more precise than direct survey estimates, provided that the linking model accurately predicts differences across places and demographics. This approach presupposes (a) the availability of relevant auxiliary data and (b) the validity of linking models and resulting small area estimates.

The first condition is now often reasonable thanks to the increasing availability of big data, whether from administrative or private sources (Marchetti et al., 2015; ONS, 2014c). Under suitable legal arrangements, data from records on health insurance, government benefits, primary and secondary care utilisation, death registrations can be shared with statistical offices in a form sufficiently disaggregated in terms of small geographical areas and demographic cross-classifications (gender, age, ethnic group), providing information with coverage across the entire population of study.

The second condition is difficult to ascertain on the sole basis of results from statistical analyses. Previous investigations have emphasised difficulties caused by ab-
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Figure of an external, reliable bench mark to validate model-based SAE against (Scarborough et al., 2009). Some investigations rely on simulation studies to provide reassurance around the suitability of models (Barker and Thompson, 2013; Raghunathan et al., 2007).

Many studies have already established feasibility of model-based estimation of health status using detailed socioeconomic auxiliary information from decennial censuses. Our aim is to assess the practical capabilities of SAE when such auxiliary information is not available from a high-precision source such as a census. This paper evaluates both of the above conditions in relation to producing univariate health status characteristics which have been available for small areas in England on a decennial basis since 1991 from the UK census: SRH and LLTI. It tests the feasibility of using model-based estimation exclusively with auxiliary information available publicly from hospitals and MYPEs. It also tests the validity of linking models by conducting both internal validation and external validation through a comparison with reliable 2011 UK census estimates of SRH and LLTI across 324 English LADs and 6,676 MSOAs (MSOAs, census geographical units averaging 7,800 residents).

This paper begins with a review of existing small area population health models and methods to scrutinise the quality of resulting estimates. A subsequent section presents our statistical design and procedures for assessing the suitability of predictions using both internal validation (against survey data) and external validation (against census estimates). Two sections then present results of this analysis, and discuss their implications for the prediction of univariate and multivariate population health statistics using simple model-based techniques.

5.2 Model-based estimation of small area population health indicators

5.2.1 Small area models

Model-based small area prevalence estimation is characterised by two main approaches. On the one hand, synthetic estimation relies on simple generalised linear models and does not require one to observe data for all small areas of interest; in many cases, it has been possible to use synthetic estimation without even accessing respondents’ geographical location. This may explain why it has remained more popular with public health applications, at least in the UK (Pickett et al., 2000;
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Scholes et al., 2008; Twigg et al., 2000). Synthetic estimation may be very efficient provided that an excellent working model can be trusted to hold for the entire population. This presupposes that the model can accurately predict variations in prevalence across all areas. This can be the case when indicators from administrative sources are available which predict a large amount of the between-area variance: for instance, benefit claimant counts have been used to increase the precision of small area unemployment estimates (Ambler et al., 2001).

On the other hand, EB and HB prediction have established themselves as efficient solutions to many SAE problems (Ghosh and Rao, 1994) and relax the assumption that fixed effects can accurately predict all between-area variation. Prevalence proportions can be estimated using a logistic mixed model (Farrell et al., 1997b). This is typically a data intensive approach, requiring detailed and sensitive survey data on all areas of interest. Applications to health statistics have so far remained limited (see chapter 3). Internationally, recent examples include the post-censal estimation of disability rates (Bizier et al., 2009; Fabrizi et al., 2016; You et al., 2014), the estimation of obesity prevalence across US ZIP codes (Drewnowski et al., 2007), or mapping rates of asthma prevalence across regions of British Columbia (You and Zhou, 2011). Applications of EB and HB prediction remain more common outside of health statistics; for instance statistics on economic activity (see for instance Curtis 2003; Molina et al. 2007).

5.2.2 Quality standards and validation

Statistical estimators are normally assessed for their efficiency, that is minimising their sampling error. Statistical reliability guidelines are common, often as CV thresholds. The UK’s ONS generally regards estimates with a CV above 20 per cent as unreliable. In the context of the Census Transformation Programme, it has set a minimum quality standard of a CV of up to 20 per cent for attributes of populations representing 3 per cent of the MSOA population (ONS, 2013f). This is currently equivalent to an average headcount of 234 residents. The US Census Bureau aims for a median CV of up to 30 per cent (US Census Bureau, 2013) while the National Center for Health Statistics recommend suppression of estimates with a CV higher than 30 per cent (Klein et al., 2002). Yet quality assurance procedures are important to demonstrate the suitability of model-based SAE, in which all inferences depend on the working model’s assumptions and specifications being true. In practice, confidence in the working model is difficult to establish and analysts tend to settle for the ‘best’ model available, using traditional methods of model selection and evaluation.
relevant to SAE—mainly deviance measures such as Bayesian and Aikake information criteria, and their extensions through fence methods (Jiang et al., 2008). There are two main types of additional validation: internal and external.

Internal validation is carried out as part of most investigations in a variety of ways. Model-based estimates can be compared against direct survey estimates in order to detect bias (Brown et al., 2001). When those are not available at a high geographical resolution, for instance to preserve respondent privacy, it is possible to add small area estimates up to a higher level of geography (for instance regions) and conduct the comparison at this higher level, especially when direct survey estimates are deemed reliable (Brown et al., 2001; Curtis, 2003; Twigg et al., 2000). In the case of synthetic multilevel modelling, other practical criteria have been mentioned in the literature. Pickering et al. (2004, p. 56) have suggested that the working model’s share of between-area variance explained by the fixed effect predictors should not be below an ‘absolute minimum’ of 40 per cent. This is on the ground that any remaining between-area variance is typically discarded in synthetic estimation. This results in synthetic estimates being unreasonably close to the national average unless residual between-area variance has been reduced to negligible levels. The justification for recommending the specific cut-off of 40 per cent remains unclear. Scarborough et al. (2009) and Drewnowski et al. (2007) discuss an additional requirement that spatial autocorrelation diagnostics are run on random effect model residuals. Scarborough et al. (2009) regards a Moran’s I statistic greater than 0.1 as evidence of model invalidity.

External validation through predictive checks (Gelman et al., 2000; Marshall and Spiegelhalter, 2003), sometimes known as ‘leave-one-out’ cross-validation, is another common method to verify the specification of models. Splitting a data set into one part to estimate the working model, and another part to validate its predictive power gives information on variable selection and wider model assumptions, for instance parametrisation. When it comes to SAE, feasibility of this method has been investigated by Skinner (2007), showing that it is a valid approach to model selection. However, the practical meaning of cross-validatory estimators is less evident when it comes to validating an entire set of predictions for end users. In contrast, external validation on a full independent dataset and calculation of average deviations is, at least in principle, more transparent. Yet, it is rarely possible, because it requires availability of reliable estimates of the parameters of interest. If such estimates are available then there may not be any need to develop a model-based estimation protocol. This may be a detrimental gap in previous research in the sense that validation against an independent trusted source is conceptually more attractive to practition-
This paper pursues two main aims: (a) to attempt to estimate standard population health indicators without using detailed socioeconomic information normally available from a census; and (b) to conduct empirical validation of a specific model against a trusted source, in this case census estimates. A recurrent criticism of model-based SAE has been the perceived lack of transparency and accessibility of the assumptions underpinning predictive models, especially to the general public (Rees, 2013). External validation is sometimes regarded as conceptually more appealing to a non-specialist audience. The census being a conventional and trusted source, using it as a benchmark to conduct external validation is not only straightforward; it is also less dependent on somewhat arbitrary testing assumptions and scenarios usually presented in simulation studies. The model-based estimation methods used in this paper are well established, but the emphasis of this work is to provide a practical, practitioner-oriented illustration of the precision compared to basic design-based estimates. External validation against a comprehensive and reliable source also gives the opportunity to look beyond MSE and to appraise the performance of the model in a way that is easily conveyed to non specialists, for instance examining the ability of models to rank LADs correctly by prevalence.

5.3 Methods

5.3.1 Statistical design

We predict the prevalence of LLTI and bad/very bad SRH across LADs and MSOAs in England using the 2009–2011 EHS.

We consider a population $U$ of individuals $i = 1, \ldots, N$ partitioned in demographic subgroups $j$ and areas $d$ with headcounts $\mathbf{N} = \{N_{11}, \ldots, N_{jd}\}$ . Data from the EHS is regarded as a random sample $s$ drawn from $U$ achieving sizes $\mathbf{n} = \{n_{11}, \ldots, n_{jd}\}$ . It is used to model the prevalence $p_d$ of poor health for every area $d$ making up the population as a function of characteristics of this population. We use the following binomial logistic mixed model:

\[
\begin{align*}
\gamma_{jd} &\sim \text{Bin}(n_{jd}, p_{jd}) \\
\eta_{jd} &\equiv \log \left( \frac{\gamma_{jd}}{n_{jd} - \gamma_{jd}} \right) = x_{jd}\beta + u_d 
\end{align*}
\]  

(5.1)
where \( y_{jd} \) is the total numbers of individuals reporting a bad health status (LLTI or bad/very bad SRH); \( \eta_{jd} \) the linear predictor of the log-odds of reporting a bad health status; \( \beta \) a \( q \)-dimensional column vector of fixed effect coefficients; \( x_{jd} \) the appropriate row of a \( JD \times q \) matrix of covariates \( X \) capturing characteristics of demographic subgroup \( j \), and \( \nu_d \) a realisation of a normal distribution of mean 0 and variance \( \sigma^2 \). All model parameters are estimated using Laplace approximation using software package \texttt{lme4} (R Core Team, 2014; Bates et al., 2015). A similar design has previously been described as a ‘modified Fay-Herriot method’ (Ambler et al., 2001; Silva and Clarke, 2008).

The above model (5.1) comes in two different specifications with regard to covariate matrix \( X \) which are designed to reflect the shape of auxiliary data taken from census tables:

- **Model M1**: \( p_{jd} \) is modelled as a function of age (centring required to ease model fitting), its squared transformation, LAD area classifications and area-level indirectly standardised emergency hospital admissions rates (ISARs). In this case, \( J = 86 \). All persons aged 85 years or more are assumed to be 87.5, as it was found to be the average age for this group.

- **Model M2**: \( p_{jd} \) is modelled as a function of age bands (nine binary variables 0–15; 16–24; 25–34; 35–49; 50–64; 65–74; 75–84; 85+), ethnicity (five census categories White; Mixed; Black; Asian; Other) and area-level ISARs. In this case, \( J = 5 \times 5 = 25 \).

Covariate selection was guided by the existing literature and in-depth testing reported in chapter 6. This in particular informed the choice of ISARs as the key predictor over competing options such as age-standardised mortality rates.

We estimate area-level prevalences \( p_d \) by aggregation of predictors \( \theta_{jd} \) thanks to auxiliary population data; \( \theta_d = \sum_j N_d^{-1} N_{jd} \theta_{jd} \) of \( p_{jd} \) within each area. The synthetic estimator \( \theta_{jd}^{SYN} \) is computed by applying the reverse logit transformation to model fixed effects:

\[
\theta_{jd}^{SYN}(X, \hat{\beta}) = \text{logit}^{-1}(x_{jd}\beta)
\]  

(5.2)

In a frequentist framework, the best predictor (BP) is defined as the combination of the direct estimator of \( \hat{p}_{jd} = \gamma_{jd}/n_{jd} \) for sampled units and the model-based expectation of \( p_{jd} \) for unobserved unit (Jiang and Lahiri, 2001):

\[
\theta_{jd}^{BP}(X, \beta, \sigma^2) = N_{jd}^{-1} N_{jd} \hat{p}_{jd} + N_{jd}^{-1}(N_{jd} - n_{jd})E(p_{jd}|X, \beta, \sigma^2)
\]  

(5.3)
where the expectation of $\hat{p}_{jd}$ can be evaluated by Monte Carlo integration:

$$E_M(p_{jd}|X, \beta, \sigma^2) = \exp(x_{jd}\beta) \frac{E_\xi[(y_{jd} + 1)\sigma \xi - (n_{jd} + 1) \log(1 + \exp(x_{jd}\beta + \sigma \xi))]}{E_\xi[y_{jd}\sigma \xi - n_{jd} \log(1 + \exp(x_{jd}\beta + \sigma \xi))]}$$  \hspace{1cm} (5.4)

where the expected value $E_\xi(\cdot)$ is evaluated by reference to $\xi \sim N(0, 1)$. The BP is usually approximated by the EB predictor, by using parameters $(\hat{\beta}, \hat{\sigma}^2)$ in lieu of $(\beta, \sigma^2)$. Yet, Jiang and Lahiri (2001) have shown that a simpler EPP converges towards the EB predictor at a rate of $O(N^{-1})$.

$$\theta_{jd}^{EPP}(X, \hat{\beta}, \hat{\sigma}^2) = N_{jd}^{-1} n_{jd} \hat{p}_{jd} + N_{jd}^{-1} (N_{jd} - n_{jd}) \log^{-1}(\hat{\eta}_{jd}) \approx \log^{-1}(\hat{\eta}_{jd})$$  \hspace{1cm} (5.5)

This predictor assumes that a reliable estimate of $\hat{\sigma}$ is available, dependent on the size of sample $s$ in cross-classification $jd$. We approximate the EPP by bearing in mind that $N_{jd}^{-1} n_{jd}$ is very close to zero and the first term is therefore negligible. Prediction intervals for $\theta_{jd}^{EPP}$ are constructed by computing upper and lower bounds:

$$\log^{-1} \left( \hat{\eta} \pm z_{\alpha/2} \sqrt{\text{MSE}} \right)$$  \hspace{1cm} (5.6)

where $z_{\alpha/2}$ is the appropriate critical value of the standard Normal distribution for a given probability of type I error $\alpha$. By convention we set $\alpha = 0.05$.

MSE is estimated using a simple model-based parametric bootstrap, described in Algorithm 1, with $B = 1,000$ iterations. This method approximates the prediction error by measuring the empirical mean squared deviation in a population $U^*$ simulated from the estimated working model. In this approach, random component $\sigma$ is approximated using estimates $\hat{\sigma}$, which introduces further error, especially as simulation studies have highlighted the poor accuracy of random components estimators for generalised linear mixed models (Carlin and Gelfand, 1990). It has been suggested that naive estimators of MSE have undercoverage of up to order $O(n_{jd}^{-1})$. Yet this approach is computationally less demanding compared to alternatives such as the double bootstrap (Hall and Maiti, 2006), or the 'small area wild bootstrap', an adaptation of the finite sample bootstrap in a model-based framework proposed by González-Manteiga et al. (2007).
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Over $B$ iterations:
1. Simulate random effects $\nu^*$ from $N(0, \hat{\sigma}^2)$
2. Predict random realisations $\eta^*$ using $\hat{\beta}, \hat{\nu}$ (estimated from $s$) and predictors $X$
3. Fit a new model on $\eta^*$, to estimate $\beta^{**}$ and $\nu^{**}$
4. Predict $\eta^{**}$ using $\beta^{**}, \nu^{**}$ and predictors $X$ for the population $U$.
5. Calculate squared error $(\eta^{**} - \eta^*)^2$

Over many iterations, estimate $\text{MSE}_{jd}^{\text{boot}} = B^{-1} \sum_{b=1}^{B} (\eta^{**}_{jd} - \eta^*_{jd})^2$.

Algorithm 1 | Procedure for the model-based parametric bootstrap

5.3.2 Data sources

The EHS (UK Department for Communities and Local Government, 2015) is a multistage household survey of residents of English private households approached through a systematic random sample of addresses drawn from the Royal Mail’s Small User Postal Address File. It is the largest survey available collecting census health indicators. The pooled April 2009/March 2010 and April 2010/March 2011 editions total a sample size of 151,734 valid SRH cases and 151,708 LLTI cases, equivalent to a 0.029 per cent sampling fraction for residents of private households in England. Researchers can access its full version with postcode information under a secure access licence, allowing to link it with area-level characteristics: LAD classifications (ONS, 2010a) and ISARs from Public Health England (2014b).

Census estimates of bad/very bad SRH and LLTI prevalence for residents of households are extracted from table DC3302EW and used as a point of comparison.

Information on the age and ethnicity make-up of all LADs and MSOAs in England would normally be obtained from MYPEs. Because annual population estimates are for all usual residents, including residents of communal establishments (CEs) excluded from the EHS population of study, 2011 census tables (ONS, 2013b) were instead used to reconstruct the 2011 MYPEs of residents of private households disaggregated by age and ethnicity. This required combining information from three census tables (see appendix, p. 277).

5.3.3 Validation

We conduct both internal and external validation of the resulting estimates. We use the EHS under a special licence granting secure access to the geographical location of households, allowing us to compute direct survey estimates for small areas.
and to compare them with our model-based estimates. We also validate these estimates against 2011 UK census data at LAD and MSOA level. In 2011, the UK census and the EHS included identically-worded SRH questions, allowing direct comparison. In contrast, the LLTI questions differed somewhat and estimates are likely to have a lower level of agreement (see Taylor et al. 2014).

5.3.3.1 External validation (empirical discrepancy metrics)

Outside a simulation study, and in the absence of straightforward estimators of bias and variance of model-based estimates, comparison with external data is sometimes used. In that case, indicators error and bias have been approximated by averaging performance metrics over all areas rather than over repeated sampling (see for instance Jia et al. 2004; Zhang et al. 2014).

We perform external validation against the 2011 census on the proportion (relative frequency) scale rather than the odds scale, because it is the most relevant to practitioners when designing surveys and allows an easy comparison with direct survey estimates \( \hat{p} \). External validation is performed by comparing model-based predictors \( \theta_d(x, \hat{\beta}, \hat{\sigma}^2) \) with census 2011 estimates \( \hat{p}_c = \hat{p}_{1 \leq d \leq D} \) over the \( D \) areas. We use the following ‘empirical’ metrics:

- the empirical Pearson’s \( r \) coefficient of correlation between predictor \( \theta_d(x, \hat{\beta}, \hat{\sigma}^2) \) and census estimate \( \hat{p}_d \)
- the empirical Average Relative Deviation (ARD) is an empirical measure of average bias

\[
\text{ARD} = D^{-1} \sum_{d=1}^{D} \frac{\theta_d(X, \hat{\sigma}^2, \hat{\beta}) - \hat{p}_d}{\hat{p}_d} \quad (5.7)
\]

- the empirical Average Squared Deviation (ASD) is an empirical measure of overall error (bias and variance) directly comparable to the average MSE

\[
\text{ASD} = D^{-1} \sum_{d=1}^{D} \left[ \theta_d(X, \hat{\sigma}^2, \hat{\beta}) - \hat{p}_d \right]^2 \quad (5.8)
\]

- the empirical Average Coefficient of Variation (eACV) or ‘relative standard error’ expresses the empirical ASD as a factor of the parameter to be estimated:
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\[ eACV = D^{-1} \sum_{d=1}^{D} \left( \sqrt{\left[ \theta_d(X, \hat{\beta}, \hat{\sigma}^2) - \hat{p}_d^\circ \right]^2 / \hat{p}_d^d} \right) \]  \hfill (5.9)

- the proportion of areas allocated to the correct tenth: assuming 2011 census are exact, we count the number of areas for which the predicted rank out of \( D \) falls into the same tenth.

We also measure global spatial autocorrelation in the difference between predictions and census estimates, which gives an indication of the extent to which the deviation between predictions and census estimates clusters in space. We use the Moran’s \( I \) statistic and the random permutation significance test (Cliff and Ord, 1981) on the following fit metric:

\[ \frac{\hat{p}_d^\circ - \theta_d(x, \hat{\beta}, \hat{\sigma}^2)}{\theta_d(x, \hat{\beta}, \hat{\sigma}^2)} \]  \hfill (5.10)

5.3.3.2 Internal validation

It would be unreasonable to regard census estimates as absolute ‘true values’. As with any estimate, census estimates are subject to their own sampling error as well as to differential nonresponse bias across areas. More importantly, the EHS’s sampling characteristics and interview mode effect are likely to introduce structural differences in estimates, which may not be flagrant when comparing the national prevalence of poor SRH across both sources but may be when the EHS is used as input to SAE. Internal validation against the EHS itself is thus as important as external validation to test whether any bias measured in external validation can be attributed to model misspecification. We conduct two common types of internal validation via three simple tests:

- A \( \chi^2 \) goodness-of-fit test with \( D - 1 \) degrees of freedom (discussed by Brown et al. 2001) is performed on the relative deviation between the direct EHS estimate and predicted number of persons with LLTI or poor SRH:

\[ \chi^2 = \sum_{d=1}^{D} \left( \frac{\hat{p}_d - \theta_d(x, \hat{\beta}, \hat{\sigma}^2)}{\theta_d(x, \hat{\beta}, \hat{\sigma}^2)} \right)^2 \]  \hfill (5.11)

This goodness-of-fit test statistic is also used to measure the level of agreement between the census and the EHS by plugging census estimates in lieu
of $\theta_d(x, \hat{\beta}, \hat{\sigma}^2)$ in the above formula.

- We test for global spatial autocorrelation in area residuals $\hat{\theta}$.
- We measure the proportion of variance explained by the final model. This is calculated with reference to the random effect variance estimate in a simple random means model (without covariate). The relative difference between the two variances measures the proportion of the between-area variance which is predicted by covariates in the final models.

We also estimate characteristics which can be used for internal validation even in the absence of reliable 2011 census estimates:

- AMSE, the average $\overline{\text{MSE}}$ over $D$ areas as estimated from the parametric bootstrap results or, in the case of the direct survey estimate, the average of the traditional estimator of standard error of a proportion over $D$ areas.
- $\overline{\text{ACV}}$, the corresponding average CV:

$$\overline{\text{CV}} = D^{-1} \sum_{d=1}^{D} \text{CV}_d = D^{-1} \sum_{d=1}^{D} \left( \sqrt{\frac{\text{MSE}_{\text{boot}}}{\theta_d(x, \hat{\beta}, \hat{\sigma}^2)}} \right)$$

(5.12)

- We also measure autocorrelation in the difference between predictions and EHS estimates the same way we did against census estimates (see expression 5.10) using the following fit metric:

$$\frac{\hat{p}_d - \theta_d(x, \hat{\beta}, \hat{\sigma}^2)}{\theta_d(x, \hat{\beta}, \hat{\sigma}^2)}$$

(5.13)

### 5.4 Results

#### 5.4.1 Agreement between EHS and census estimates

We first examine direct survey estimates of LLTI status and very bad/bad SRH (see Table 5.1). Direct estimates have elevated levels of error as expected from the small sample size. The average coefficient of variation $\overline{\text{ACV}}$ (estimated using sandwich estimators of standard error) is below the 20 per cent quality threshold across LADs, indicating that many of those areas are below the minimum reliability threshold. The corresponding empirical metric $e\overline{\text{ACV}}$, which is computed by reference to the census across areas, gives similar values. Goodness-of-fit tests provide significant evidence that EHS estimates do not come from the same superpopulation
Chapter 5. Estimating Small Area Health Status Indicators

Table 5.1 | External validation of direct EHS estimates against 2011 census estimates (SRH and LLTI)

<table>
<thead>
<tr>
<th></th>
<th>SRH</th>
<th>LAD</th>
<th>MSOA</th>
<th>LLTI</th>
<th>LAD</th>
<th>MSOA</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(D)</td>
<td>324</td>
<td>6,766</td>
<td></td>
<td>324</td>
<td>6,766</td>
<td></td>
</tr>
<tr>
<td>Pearson’s (r)</td>
<td>0.724</td>
<td>0.312</td>
<td></td>
<td>0.695</td>
<td>0.333</td>
<td></td>
</tr>
<tr>
<td>% correct tenth</td>
<td>22.5%</td>
<td>13.8%</td>
<td></td>
<td>21.3%</td>
<td>14.9%</td>
<td></td>
</tr>
<tr>
<td>ARD</td>
<td>-8.57E-02</td>
<td>-4.07E-02</td>
<td>-9.98E-02</td>
<td>-6.88E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASD</td>
<td>1.77E-04</td>
<td>3.53E-03</td>
<td>1.03E-03</td>
<td>1.05E-02</td>
<td></td>
<td></td>
</tr>
<tr>
<td>eACV</td>
<td>21.2%</td>
<td>87.1%</td>
<td></td>
<td>14.6%</td>
<td>47.7%</td>
<td></td>
</tr>
<tr>
<td>AMSE</td>
<td>1.23E-04</td>
<td>2.53E-03</td>
<td>3.68E-04</td>
<td>6.76E-03</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\hat{ACV})</td>
<td>19.6%</td>
<td>68.6%</td>
<td></td>
<td>12.4%</td>
<td>46.2%</td>
<td></td>
</tr>
<tr>
<td>Mean estimate (EHS)</td>
<td>4.7%</td>
<td>5.1%</td>
<td></td>
<td>15.4%</td>
<td>16.0%</td>
<td></td>
</tr>
<tr>
<td>Mean estimate (census)</td>
<td>5.1%</td>
<td>5.3%</td>
<td></td>
<td>17.2%</td>
<td>17.3%</td>
<td></td>
</tr>
<tr>
<td>(\chi^2) fit with census</td>
<td>738</td>
<td>25,337</td>
<td></td>
<td>1,423</td>
<td>15,268</td>
<td></td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>323</td>
<td>6,765</td>
<td></td>
<td>323</td>
<td>6,765</td>
<td></td>
</tr>
<tr>
<td>Significance</td>
<td>(p &lt; 0.001)</td>
<td>(p &lt; 0.001)</td>
<td>(p &lt; 0.001)</td>
<td>(p &lt; 0.001)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moran’s (I) (census)</td>
<td>0.321</td>
<td>0.259</td>
<td></td>
<td>0.301</td>
<td>0.273</td>
<td></td>
</tr>
<tr>
<td>Significance</td>
<td>(p = 0.012)</td>
<td>(p = 0.087)</td>
<td>(p = 0.048)</td>
<td>(p &lt; 0.001)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

as the census. In spite of the identical wording of the SRH question, test results indicate a statistically significant departure between EHS and census SRH estimates: this could be due to questionnaire ordering and mode effects. As for LLTI estimates, the deviation from census estimates is even more pronounced, as expected from the variation in question wording. In both cases, census estimates exceed direct EHS estimates. EHS bad/very bad SRH and LLTI estimates are, respectively, on average 4 to 9 per cent and 6 to 10 per cent below census estimates. We note some evidence of weak spatial autocorrelation in the relative deviations between EHS estimates and census (see expression 5.13). Moran’s \(I\) statistics close to 0.3 could suggest that discrepancies between those two sources have a spatial pattern.

We conclude that although census data is a good theoretical comparator, we find evidence that the EHS does not stem from the exact same superpopulation model. This is arguably a common caveat with most forms of external validation and justifies carrying out internal validation in addition to pure cross-validation.

5.4.2 Model characteristics and internal validation

Model coefficients and residual autocorrelation are reported in supplementary material (see appendix, p. 257). For LADs, M1 predicts a lower proportion of the
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Table 5.2 | Internal and external validation of SRH estimates

<table>
<thead>
<tr>
<th></th>
<th>LAD</th>
<th></th>
<th>MSOA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SYN</td>
<td>EPP</td>
<td>SYN</td>
<td>EPP</td>
</tr>
<tr>
<td>$D$</td>
<td>324</td>
<td>324</td>
<td>6,766</td>
<td>6,766</td>
</tr>
<tr>
<td>M1</td>
<td>Pearson’s $r$</td>
<td>0.830</td>
<td>0.879</td>
<td>0.800</td>
</tr>
<tr>
<td></td>
<td>ARD</td>
<td>-1.05E-01</td>
<td>-1.04E-01</td>
<td>-1.41E-01</td>
</tr>
<tr>
<td></td>
<td>ASD</td>
<td>9.27E-05</td>
<td>7.37E-05</td>
<td>2.22E-04</td>
</tr>
<tr>
<td></td>
<td>eACV</td>
<td>14.3%</td>
<td>13.2%</td>
<td>20.8%</td>
</tr>
<tr>
<td></td>
<td>AMSE</td>
<td>-</td>
<td>4.44E-05</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ACV</td>
<td>-</td>
<td>12.4%</td>
<td>-</td>
</tr>
<tr>
<td>% correct tenth</td>
<td>31.2%</td>
<td>33.6%</td>
<td>29.1%</td>
<td>26.7%</td>
</tr>
<tr>
<td>Mean $\theta_d$</td>
<td>4.5%</td>
<td>4.6%</td>
<td>4.5%</td>
<td>4.6%</td>
</tr>
<tr>
<td>Mean $\hat{\theta}_d^c$</td>
<td>5.1%</td>
<td>5.1%</td>
<td>5.3%</td>
<td>5.3%</td>
</tr>
<tr>
<td>$\chi^2$ fit (internal)</td>
<td>1,701</td>
<td>417</td>
<td>46,886</td>
<td>18,978</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>323</td>
<td>323</td>
<td>6,765</td>
<td>6,765</td>
</tr>
<tr>
<td>Significance</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>Moran’s $I$ (internal)</td>
<td>0.382</td>
<td>0.334</td>
<td>0.278</td>
<td>0.272</td>
</tr>
<tr>
<td>Significance</td>
<td>$p &lt; 0.001$</td>
<td>$p = 0.004$</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>Moran’s $I$ (external)</td>
<td>0.535</td>
<td>0.419</td>
<td>0.755</td>
<td>0.755</td>
</tr>
<tr>
<td>Significance</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>M2</td>
<td>Pearson’s $r$</td>
<td>0.869</td>
<td>0.895</td>
<td>0.803</td>
</tr>
<tr>
<td></td>
<td>ARD</td>
<td>-1.59E-01</td>
<td>-1.58E-01</td>
<td>-1.90E-01</td>
</tr>
<tr>
<td></td>
<td>ASD</td>
<td>1.14E-04</td>
<td>1.02E-04</td>
<td>2.74E-04</td>
</tr>
<tr>
<td></td>
<td>eACV</td>
<td>17.1%</td>
<td>16.6%</td>
<td>22.9%</td>
</tr>
<tr>
<td></td>
<td>AMSE</td>
<td>-</td>
<td>7.39E-05</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>ACV</td>
<td>-</td>
<td>18.7%</td>
<td>-</td>
</tr>
<tr>
<td>% correct tenth</td>
<td>32.7%</td>
<td>39.8%</td>
<td>28.7%</td>
<td>26.7%</td>
</tr>
<tr>
<td>Mean $\theta_d$</td>
<td>4.3%</td>
<td>4.3%</td>
<td>4.2%</td>
<td>4.3%</td>
</tr>
<tr>
<td>Mean $\hat{\theta}_d^c$</td>
<td>5.1%</td>
<td>5.1%</td>
<td>5.3%</td>
<td>5.3%</td>
</tr>
<tr>
<td>$\chi^2$ fit (internal)</td>
<td>1,655</td>
<td>562</td>
<td>48,612</td>
<td>20,521</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>323</td>
<td>323</td>
<td>6,765</td>
<td>6,765</td>
</tr>
<tr>
<td>Significance</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>Moran’s $I$ (internal)</td>
<td>0.308</td>
<td>0.292</td>
<td>0.273</td>
<td>0.269</td>
</tr>
<tr>
<td>Significance</td>
<td>$p = 0.027$</td>
<td>$p = 0.081$</td>
<td>$p &lt; 0.001$</td>
<td>$p = 0.003$</td>
</tr>
<tr>
<td>Moran’s $I$ (external)</td>
<td>0.515</td>
<td>0.468</td>
<td>0.731</td>
<td>0.552</td>
</tr>
<tr>
<td>Significance</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
<td>$p &lt; 0.001$</td>
</tr>
</tbody>
</table>

Note: For 25 MSOAs with a null sample size, $\theta_{SY N}^\theta$ is substituted for $\theta_{EPP}^\theta$. Moran’s $I$ statistics are calculated with the three-nearest neighbours method.

Source: EHS, 2011 Census, Authors’ own calculations.

SYN: synthetic estimator. EPP: empirical plug-in predictor.
Table 5.3 | Internal and external validation of LLTI estimates

<table>
<thead>
<tr>
<th></th>
<th>LAD</th>
<th></th>
<th>MSOA</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>SYN</td>
<td>EPP</td>
<td>SYN</td>
<td>EPP</td>
</tr>
<tr>
<td>( D )</td>
<td>324</td>
<td>324</td>
<td>6,766</td>
<td>6,766</td>
</tr>
<tr>
<td><strong>M1</strong> Pearson’s ( r )</td>
<td>0.870</td>
<td>0.865</td>
<td>0.834</td>
<td>0.785</td>
</tr>
<tr>
<td>ARD</td>
<td>-1.17E-01</td>
<td>-1.16E-01</td>
<td>-1.22E-01</td>
<td>-1.17E-01</td>
</tr>
<tr>
<td>ASD</td>
<td>6.80E-04</td>
<td>6.62E-04</td>
<td>1.08E-03</td>
<td>1.18E-03</td>
</tr>
<tr>
<td>eACV</td>
<td>12.3%</td>
<td>12.2%</td>
<td>14.4%</td>
<td>15.6%</td>
</tr>
<tr>
<td>AMSE</td>
<td>-</td>
<td>4.11E-04</td>
<td>-</td>
<td>7.52E-04</td>
</tr>
<tr>
<td>ACV</td>
<td>-</td>
<td>12.6%</td>
<td>-</td>
<td>16.8%</td>
</tr>
<tr>
<td>% correct tenth</td>
<td>34.3%</td>
<td>33.6%</td>
<td>31.0%</td>
<td>27.1%</td>
</tr>
<tr>
<td>Mean ( \theta_d )</td>
<td>15.1%</td>
<td>15.1%</td>
<td>15.0%</td>
<td>15.1%</td>
</tr>
<tr>
<td>Mean ( \hat{\theta}_d^c )</td>
<td>17.2%</td>
<td>17.2%</td>
<td>17.3%</td>
<td>17.3%</td>
</tr>
<tr>
<td>( \chi^2 ) fit (internal)</td>
<td>1,961</td>
<td>389</td>
<td>22,886</td>
<td>12,136</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>323</td>
<td>323</td>
<td>6,765</td>
<td>6,765</td>
</tr>
<tr>
<td>Significance</td>
<td>( p &lt; 0.001 )</td>
<td>( p = 0.007 )</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
</tr>
<tr>
<td>Moran’s ( I ) (internal)</td>
<td>0.317</td>
<td>0.282</td>
<td>0.286</td>
<td>0.281</td>
</tr>
<tr>
<td>Significance</td>
<td>( p = 0.016 )</td>
<td>( p = 0.145 )</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
</tr>
<tr>
<td>Moran’s ( I ) (external)</td>
<td>0.538</td>
<td>0.396</td>
<td>0.736</td>
<td>0.482</td>
</tr>
<tr>
<td>Significance</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
</tr>
<tr>
<td><strong>M2</strong> Pearson’s ( r )</td>
<td>0.897</td>
<td>0.880</td>
<td>0.835</td>
<td>0.789</td>
</tr>
<tr>
<td>ARD</td>
<td>-1.60E-01</td>
<td>-1.59E-01</td>
<td>-1.68E-01</td>
<td>-1.62E-01</td>
</tr>
<tr>
<td>ASD</td>
<td>9.79E-04</td>
<td>9.77E-04</td>
<td>1.48E-03</td>
<td>1.55E-03</td>
</tr>
<tr>
<td>eACV</td>
<td>16.0%</td>
<td>15.9%</td>
<td>17.9%</td>
<td>18.4%</td>
</tr>
<tr>
<td>AMSE</td>
<td>-</td>
<td>3.20E-04</td>
<td>-</td>
<td>6.54E-04</td>
</tr>
<tr>
<td>ACV</td>
<td>-</td>
<td>11.9%</td>
<td>-</td>
<td>15.4%</td>
</tr>
<tr>
<td>% correct tenth</td>
<td>34.3%</td>
<td>33.0%</td>
<td>31.1%</td>
<td>27.2%</td>
</tr>
<tr>
<td>Mean ( \theta_d )</td>
<td>14.4%</td>
<td>14.4%</td>
<td>14.2%</td>
<td>14.4%</td>
</tr>
<tr>
<td>Mean ( \hat{\theta}_d^c )</td>
<td>17.2%</td>
<td>17.2%</td>
<td>17.3%</td>
<td>17.3%</td>
</tr>
<tr>
<td>( \chi^2 ) fit (internal)</td>
<td>2,176</td>
<td>570</td>
<td>26,195</td>
<td>13,877</td>
</tr>
<tr>
<td>Degrees of freedom</td>
<td>323</td>
<td>323</td>
<td>6,765</td>
<td>6,765</td>
</tr>
<tr>
<td>Significance</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
</tr>
<tr>
<td>Moran’s ( I ) (internal)</td>
<td>0.321</td>
<td>0.288</td>
<td>0.287</td>
<td>0.282</td>
</tr>
<tr>
<td>Significance</td>
<td>( p = 0.012 )</td>
<td>( p = 0.108 )</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
</tr>
<tr>
<td>Moran’s ( I ) (external)</td>
<td>0.518</td>
<td>0.385</td>
<td>0.732</td>
<td>0.481</td>
</tr>
<tr>
<td>Significance</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
<td>( p &lt; 0.001 )</td>
</tr>
</tbody>
</table>

Note: For 25 MSOAs with a null sample size, \( \theta^{SYN} \) is substituted for \( \theta^{EPP} \). Moran’s \( I \) statistics are calculated with the three-nearest neighbours method.

Source: EHS, 2011 Census, Authors’ own calculations.

SYN: synthetic estimator. EPP: empirical plug-in predictor.
between-area variance (53% and 61% for LLTI and SRH respectively) than M2 (61% and 72% respectively). The fixed part of MSOA models predicts between 37 per cent and 40 per cent of the total between-area variance across all four models. Based on this information only, one would expect M2 to perform better. Area residuals of both models have statistically significant levels of global spatial autocorrelation (three-nearest neighbours Moran’s I statistic of 0.29 and higher)—a sign that important spatial variations remain which are not captured by variations in age, ethnicity and local hospitalisation rates only. In those conditions, the models’ stochastic part (random effects) is essential to obtain accurate predictions.

Internal and external prediction validation results are presented in Tables 5.2 and 5.3. The internal $\chi^2$ goodness-of-fit statistic (against direct EHS estimates) can guide model selection by providing a single metric indicating the performance of a given model. This statistic indicates that predictors produced by model M1 have a better fit, despite this model predicting a lower share of between-area variance. Test statistics indicate a better fit for EPPs compared to synthetic predictors (SYNs), which is to be expected since EPPs are a weighted combination of direct estimates and SYNs. In both cases, goodness-of-fit tests are rejected ($p < 0.001$). At the level of LADs, EPPs computed with model M1 underestimate prevalence of bad/very bad SRH and LLTI by 2.1 per cent and 1.9 per cent respectively, using per cent direct estimates as a comparator. This is considerably lower than with M2. At the MSOA level, underestimation becomes more severe (9.8% and 5.6% respectively).

We compare the AMSE of EPPs and direct estimates. EPPs of bad/very bad SRH computed with M1 are again superior, with estimated AMSE savings of 63.9 per cent and 92.4 per cent for LADs and MSOAs respectively. EPPs of LLTI achieve an estimated reduction in AMSE by 88.8 and 88.9 per cent for LADs and MSOAs respectively. This brings the ACV below 20 per cent in both cases.

Global autocorrelation in the deviation between direct estimates and all predictors computed from M1 are mild (between 0.27 and 0.38) and all except one are statistically significant ($p < 0.050$).

### 5.4.3 External validation

Point and interval EPPs are plotted against ranks of their corresponding census estimates in Figure 5.1. Discrepancy metrics, averaged over all areas rather than over repeated sampling, provide easy-to-interpret measures similar to estimators of error and bias. These metrics are computed and reported in Tables 5.2 and 5.3.

In addition, the relative efficiency of EPP/SYN to per cent direct estimators
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is computed by taking the ratio of their respective empirical discrepancy metrics in Table 5.4. We interpret these metrics in terms of improvements in fit achieved by the various predictors over the direct survey estimator. Although this approach has advantages in allowing us to analyse predictions in greater detail, caution should be exercised in that results in section 5.4.1 have demonstrated that census estimates of both SRH and LLTI are on average higher than per cent estimates. For example, we expect that measurements of ARD taken by comparison with census estimates overestimate prediction bias.

We first examine predictors computed from M1 (single years of age):

- LAD-level: SRH predictors cut the eASD of direct per cent estimates by 48 per cent and 58 per cent for the SYN and EPP respectively. This comes at the price of an increase in bias, as evidenced by a 21–23 per cent increase in ARD. EPPs prove superior to SYN predictors and they bring LADs estimates to more acceptable levels of precision (eACV of 12% to 13%). We observe similar findings for LLTI predictions although reductions in eACV are more modest.

- MSOA-level: efficiency gains are more substantial (94% and 93% reduction in ASD for SYN and EPP respectively) at a very high cost in terms of bias; the ARD is multiplied by 2.1 (EPP) and 2.5 (SYN). EPPs are manifestly not superior to SYN predictors at the MSOA level, which is likely to be due to the smaller sample size for each area and the fact that the fixed part of MSOA models predicts a higher proportion of the total between-area variance in odds of poor health.

M2 is specified differently, using age bands instead of a polynomial of single

Table 5.4 | Relative efficiency as ratios of empirical discrepancy metrics (model-based predictions to direct estimates)

<table>
<thead>
<tr>
<th></th>
<th>SRH</th>
<th></th>
<th>LLTI</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>LAD</td>
<td>MSOA</td>
<td>LAD</td>
<td>MSOA</td>
</tr>
<tr>
<td></td>
<td>SYN</td>
<td>EPP</td>
<td>SYN</td>
<td>EPP</td>
</tr>
<tr>
<td>M1</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASD</td>
<td>0.52</td>
<td>0.42</td>
<td>0.06</td>
<td>0.07</td>
</tr>
<tr>
<td>ARD</td>
<td>1.23</td>
<td>1.21</td>
<td>3.46</td>
<td>3.13</td>
</tr>
<tr>
<td>eACV</td>
<td>0.67</td>
<td>0.62</td>
<td>0.24</td>
<td>0.25</td>
</tr>
<tr>
<td>M2</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ASD</td>
<td>0.64</td>
<td>0.58</td>
<td>0.08</td>
<td>0.08</td>
</tr>
<tr>
<td>ARD</td>
<td>1.85</td>
<td>1.84</td>
<td>4.67</td>
<td>4.37</td>
</tr>
<tr>
<td>eACV</td>
<td>0.80</td>
<td>0.78</td>
<td>0.26</td>
<td>0.27</td>
</tr>
</tbody>
</table>
years of age, and adding fixed effects for ethnic groups. Despite predicting a higher share of the between-area variance in poor health the accuracy of its predictors is inferior:

- LAD-level: SYN and EPP reduce the empirical error or SRH estimates 36 per cent and 42 per cent respectively, but increase the average relative deviation by a factor of between 2 and 2.5. This again signals that M2 is not suitable as the scale of underestimation is even greater than with M1.
- MSOA-level: gains in precision are of the same order as M1 but a severe increase in average relative deviation by a factor greater that 3 again suggests severe misspecification in the model.

We note that MSE estimates produced with a simple parametric bootstrap are of the same order of magnitude as the empirical average deviation obtained by comparison with census estimates. Global spatial autocorrelation in the discrepancy between census and model-based estimates is high, with Moran’s I statistics of up to 0.7. This strong spatial pattern indicates that the performance of model-based predictions varies considerably across places. Figures 5.2 to 5.5 present maps of the deviation between predictions and census estimates. The colour shade cut-off values highlight areas where predictors are particularly far from census estimates. Spatial

\[ \text{Figure 5.1} \] Plots of bad/very bad SRH estimates against rank of census estimates
5.5 Discussion

The model-based approach presented in this paper remains simple in many respects: model specification, covariates, assumption of homogeneous and independent random effects, method of inference—yet they demonstrate valuable efficiency gains. From a practical viewpoint, our approach borrows strength from both (a) age information and hospital utilisation and (b) other areas (shrinkage estimation). We find it delivers considerable gains in precision, albeit at a certain cost in bias.

These findings complement existing research by providing strong evidence of empirical gains brought by an empirical best prediction strategy even with simple models. The best models M1 only predict very limited proportions of the total between-area variance in poor health (circ. 60% at LAD level, 40% at MSOA level). As illustrated in simulations by Rao and Choudhry (2011) both SYN estimates and EPPs are sensitive to the between-area dispersion, which typically increases their MSE and absolute relative bias. In comparison, synthetic disease prevalence models often predict a greater proportion of between-area variance at a level equivalent to MSOAs. Previous work by the ONS (Heady et al., 2003) modelling ward proportions of households with bad/very bad SRH predicted 81 per cent of the between-area variance thanks to the availability of better covariates at the time: area proportion of residents born overseas (from the census) and local rates of social benefits claims (later discontinued due to changes in social benefits). Their attempt to model the proportion of households with adults with an LLTI proved less successful, predicting only 24 per cent of the total between-area variance, but this was attributed to poor reliability of the survey data due to between-interviewer coding variance. A US-based study by Jia et al. (2004) tackled similar research questions on synthetic estimates of the prevalence of severe work disability using a random digit telephone survey. Although this study attempted prediction for fewer domains (circ. 3,000 counties) with a smaller survey, it also found strong predictive power in hospital utilisation rates. In contrast, our study is based on a single-stage sampling design and the availability of data for almost all areas makes it possible to use shrinkage estimation instead of synthetic estimation, which can deliver additional benefits as our results suggest. Yet, the simplicity of our modelling strategy presents limitations of two main kinds.

First, the quality of our predictors remains insufficient compared to user needs expressed for official statistics on population characteristics. This could be addressed
SRH - Model M1
-0.013566 - -0.003422
-0.003421 - 0.002401
0.002402 - 0.007572
0.007573 - 0.015261
0.015262 - 0.035249

Note: Differences are expressed on the proportion scale (EPP subtracted from census estimate). Negative differences indicate overestimation while positive differences indicate underestimation. The colour shade cut-off values are set using five natural Jenks thresholds.

Figure 5.2 | Model M1: Map of deviations between census estimates and EPPs of bad/very bad SRH (LADs)
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Note: Differences are expressed on the proportion scale (EPP subtracted from census estimate). Negative differences indicate overestimation while positive differences indicate underestimation. The colour shade cut-off values are set using five natural Jenks thresholds.

Figure 5.3 | Model M1: Map of deviations between census estimates and EPPs of bad/very bad SRH (MSOAs)
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LLTI - Model M1

Note: Differences are expressed on the proportion scale (EPP subtracted from census estimate). Negative differences indicate overestimation while positive differences indicate underestimation. The colour shade cut-off values are set using five natural Jenks thresholds.

Figure 5.4 | Model M1: Map of deviations between census estimates and EPPs of LLTI (LADs)
Note: Differences are expressed on the proportion scale (EPP subtracted from census estimate). Negative differences indicate overestimation while positive differences indicate underestimation. The colour shade cut-off values are set using five natural Jenks thresholds.

Figure 5.5 | Model M1: Map of deviations between census estimates and EPPs of LLTI (MSOAs)
in part by a more sophisticated statistical design, demanding greater software flexibility and computing power than available in many secure data access environments. Given evidence of model misspecification found even in model M1, there is scope to reduce bias by benchmarking predictions to make them agree with higher-level direct estimates, for instance regional estimates deemed to be reliable. Benchmarking techniques have been examined for different types of models and predictors (Datta et al., 2011; Pfeffermann and Tiller, 2006; Pfeffermann et al., 2014; Steorts and Ghosh, 2013). This would in particular address the severe underestimation measured in our predictors, thus further attenuating their MSE. In addition, it is also possible to refine the prediction of between-area variation. It is suggested that better covariates (for instance hospitalisation statistics broken down further into age- and ethnicity-specific rates) could improve the predictive power of the model. Independently of this, it is important to recognise that no model is perfect when dealing with health outcomes. Heterogeneity always remains and very often exhibits a spatial structure (Lorant et al., 2001). The strong levels of global spatial autocorrelation identified in our predictions’ error supports the use of spatial modelling techniques. Implications in terms of efficiency, parsimony and sample size requirements should be explored further, for instance using a simulation study.

Second, our study raises frequently encountered limitations around the validation of model-based designs. The importance of validation to assess potential misspecification is a recurring theme in SAE due to the mode of inference used with model-based estimation. It has previously been noted that ‘in [SAE], as in other survey inference, efficient estimation is generally regarded as superior. A lot of the theory is concerned with deriving estimators that are efficient, or nearly so, sometimes in unconsidered circumstances, using models known not to be valid’ (Longford, 2015, p. 66). By model misspecification, we mean an inadequate choice of covariates, parameterisation or covariance structure. This study focuses on the validation process, examining both external and internal validation methods. External validation has advantages, by circumventing risks of overfitting in hypothesis testing. This is especially valuable considering the difficulty to carry out cross-validation and tests of goodness-of-fit internally, since direct estimators and model-based predictors breach the assumption of independence essential in statistical tests (see review by Brown et al. 2001). Nevertheless, good quality external sources of data are not often available, and they may not allow definite comparability, as this study illustrates. These limitations, albeit important, should not overlook other quality assurance requirements implied by SAE. Beyond the reliability of the working model, it is important to assess statistical power in the sense that uncertainty remains around the capacity
to estimate model parameters accurately. From this viewpoint, simulation studies can play a part in designing SAE strategies in addition to conducting internal validation. Recent studies with complex statistical designs now tend to simulate inferences to decide on the reliability of a given set of model estimates or to assess characteristics such as the CV (Barker and Thompson, 2013; Porter et al., 2015c; Raghunathan et al., 2007). This can be a useful way to decide between a complex and a more simple model; while EPPs are more likely to yield a better fit, they may well behave in an unstable way when sample sizes are insufficient, as is the case with our MSOA models. Simulation seems to be a useful option to avoid overfitting unreliable estimates.

The primary implication of this validation study is that further work is needed on planning population health indicators estimation strategies. This paper shows that even very simple methods seem to have the potential to greatly improve quality in univariate statistics and indicate a potential to do much better if more suitable techniques and covariates are used. While we do not attempt to break predictions down by demographic characteristics such as age or ethnicity, this remains a research priority in the UK, where SAE is envisaged to play a role in upgrading national outputs on population characteristics with the help of healthcare utilisation data (ONS, 2016b). Although spatial modelling techniques have the potential to improve the quality of model-based estimators, our results show that SAE in any case demands a large amount of good quality data.

This may need to be addressed with more specific guidance based on simulated statistical power calculations. The ongoing UK Census Transformation Programme is attempting to identify methodological alternatives to full enumeration (long form census), which could involve a 4 to 10 per cent population survey (ONS, 2013d). Similar surveys exist elsewhere. The German census already involves a 10 per cent population survey (Münich and Gabler, 2012; Ralf et al., 2011). The Netherlands now conduct population censuses using a combination of administrative registers and repeated weighting (Netherlands, 2014) while other countries are embarking on equivalent redesigns of their traditional decennial enumeration (Baffour et al., 2013; Bycroft, 2013; Kukutai et al., 2015). Beyond the census, further work is likely to benefit the wider production of public health statistics.

These results cannot claim strong external generalisability since model-based inferences are inherently dependent on a given working model. Despite this, we expect these to remain relevant for future applications to the same health outcomes in the UK. Results by Lloyd (2015) on univariate census statistics suggests that the spatial structure in LLTI has been relatively stable across a ten-year period across
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England and Wales, therefore providing reassurance around the ability to plan statistical designs ahead with the confidence that overall parameters such as between-area heterogeneity and levels of spatial correlation are unlikely to change substantially within a few years. Wider generalisation of our conclusions to the modelling of other health outcomes is possible to the extent that self-reported indicators such as SRH and LLTI have been found to correlate strongly with other health status indicators at the population level (Johnson and Wolinsky, 1993; Johnston et al., 2009; Sutton et al., 1999).

Overall, this study adds to previous research by providing new results on the validation of small area estimates on large datasets: the census and a large survey of 150,000 respondents. Only in the area of economic statistics, Curtis (2003) compared their estimates of unemployment against 2001 UK census estimates. In the case of population health statistics, validation has only been carried out for synthetic estimates. In addition, fewer reliable sources are available that can be used as benchmarks for health topics. Twigg and Moon (2002) compared predictors against three local health surveys while Scarborough et al. (2009) used a range of local surveys and *ad hoc* design-based estimates from a national health survey. In both cases, authors acknowledge limitations in terms of comparability or even reliability of these estimates due to lack of statistical power. Jia et al. (2004) published a similar investigation scrutinising model-based estimates of the prevalence of severe work disability across US counties against the 2000 census, but only examined synthetic estimators. Although our study is not hindered to the same extent by lack of statistical power or unreliable comparator, goodness-of-fit tests between direct survey estimates and the census (Table 5.1) still give evidence of a significant deviation between those two sources. The resulting estimates have a similar bias as synthetic estimates produced by Jia et al. (2004). Overall, despite encouraging efficiency gains, our results show that model-based predictions may not provide the level of accuracy expected by users when examining the low percentage of agreement between the census and predictors in the ranking of areas by prevalence into tenths.

5.6 Conclusion

A recent concern in national statistics research, both in the UK and beyond, has been to understand challenges raised by ‘the potential decrease in the amount of detailed, small area data available for use as auxiliary information in [SAE] models’ (ONS, 2013e, p. 8) expected from the planned discontinuation of traditional decennial censuses. The ONS’ census review has identified two main priorities: the impact
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of replacing census auxiliary variables with covariates from administrative sources; and the statistical power of SAE models (ibid.).

This paper reports on a quality assessment of simple model-based estimates of health status across small census and administrative geographies of England in 2011. The scenario set for the present research was to only use auxiliary data that could in theory be produced in the absence of a census, in combination with routine household survey data and a common binomial logistic mixed model. This excludes detailed, individual-level socioeconomic auxiliary data. Beyond usual internal validation procedures, this paper cross-validates small area predictions with data from the 2011 census. This enables the production of empirical measures of error in addition to the more traditional prediction intervals, which rely on the very strong assumption that the working model is correctly specified.

It is apparent from our findings that, in the absence of detailed socioeconomic auxiliary data, working models become a lot more basic. Even supplemented with hospitalisation rates, the share of the between-area variance explained by fixed effect predictors remains small. There is a need to take into account between-area heterogeneity using empirical prediction. This comes at a cost: the precision empirical predictors of random effects is dependent on the sample size available in every small area of interest. Despite this, we find that (a) replacing census covariates in disease prevalence models is possible thanks to the existing UK health information infrastructure and (b) that efficiency gains of EPPs are not negligible. We emphasise avenues to improve the statistical design using techniques such as spatial modelling, benchmarking, and more detailed administrative data. Further research is needed to provide a reliable framework to plan small area health estimates which satisfy quality requirements.

Beyond these findings, the present study contributes to making more validation analysis available to researchers and practitioners. Despite considerable interest, adoption of SAE as a standard tool by national statistical institutes remains slow, which is in great part attributed to a reluctance to rely on rigid modelling assumptions for inference (Kordos, 2014). It is in many ways difficult to convey such assumptions to a wide community of health statistics users. It may be even more difficult to detect violations of such assumptions. Our results, examined in conjunction with others, highlight the need to publish more quality assessments, as well as to address current data and methodology obstacles to SAE. This is likely to help users become more familiar with assumptions underpinning model-based estimation, and have confidence in the large gains in efficiency they bring about.
Chapter 6

The Spatial Structure of Chronic Morbidity: Evidence from UK Census Returns
Abstract

Background Disease prevalence models have been widely used to estimate health, lifestyle and disability characteristics for small geographical units when other data are not available. Yet, knowledge is often lacking about how to make informed decisions around the specification of such models, especially regarding spatial assumptions placed on their covariance structure. This paper is concerned with understanding processes of spatial dependency in unexplained variation in chronic morbidity.

Methods 2011 UK census data on limiting long-term illness (LLTI) is used to look at the spatial structure in chronic morbidity across England and Wales. The variance and spatial clustering of the odds of LLTI across local authority districts (LADs) and middle layer super output areas are measured across 40 demographic cross-classifications. A series of adjacency matrices based on distance, contiguity and migration flows are tested to examine the spatial structure in LLTI. Odds are then modelled using a logistic mixed model to examine the association with district-level covariates and their predictive power.

Results The odds of chronic illness are more dispersed than local age characteristics, mortality, hospitalisation rates and chance alone would suggest. Of all adjacency matrices, the three-nearest neighbour method was identified as the best fitting. Migration flows can also be used to construct spatial weights matrices which uncover non-negligible autocorrelation. Once the most important characteristics observable at the LAD-level are taken into account, substantial spatial autocorrelation remains which can be modelled explicitly to improve disease prevalence predictions.

Conclusions Systematic investigation of spatial structures and dependency is important to develop model-based estimation tools in chronic disease mapping. Spatial structures reflecting migration interactions are easy to develop and capture autocorrelation in LLTI. Patterns of spatial dependency in the geographical distribution of LLTI are not comparable across ethnic groups. Ethnic stratification of local health information is needed and there is potential to further address complexity in prevalence models by improving access to disaggregated data.

Keywords: Spatial autocorrelation, Spatial dependency, Spatial interaction, Spatial weights, Neighbourhood matrices, Disease mapping, Chronic morbidity, Limiting longstanding illness.
6.1 Background

The spatial distribution of chronic morbidity at a subnational level attracts considerable policy interest with relevance for health inequalities, health care planning, and resource allocation. Yet, information on the spatial distribution of morbidity is typically scarce with researchers often reverting to data on mortality or using data on health service use. Intelligence on the small area population prevalence of morbidity has tended to focus on cancer incidence and mortality (Clayton and Kaldor, 1987; Manton et al., 1989), cancer risk factors and screening uptake (Raghunathan et al., 2007), the prevalence of long-term conditions (Congdon, 2008a; Nacul et al., 2007), healthy lifestyles and behaviours (Malec et al., 1999; Kroll and Lampert, 2012). There has also been interest in measuring geographical variations in health needs (Carr-Hill et al., 1994; Gibson et al., 2002) and underdiagnosis of long-term conditions (Soljak et al., 2011).

The challenges involved in developing small area measures of morbidity have led to a range of techniques known as SAE. Model-based approaches to SAE rely on the premise that a chosen statistical model accurately predicts the odds of illness for the entire population. They raise a series of challenges in terms of validity. In the absence of systematic procedures guaranteeing optimal model specification and selection, there is a risk that this modelling process will be ill-informed, introducing bias in the resulting estimates. Reviews have argued that assumptions around the treatment of spatial effects introduces a particular element of subjectivity (Marshall, 1991b; Rao and Molina, 2015, p. 87).

The objective of this paper is to assess spatial dependence between small geographical areas for chronic morbidity. We analyse the geographical distribution of LLTI across England and Wales, focusing on the spatial structure in morbidity both with and without controls for confounders (mortality and hospitalisation rates). We consider global and local autocorrelation statistics for three types of dependence structures: contiguity, nearest $k$-neighbours and a novel approach building a spatial interaction matrix using origin-destination migration flows. Our analyses are stratified by ethnicity to isolate differences in the spatial structure of morbidity across
different population subgroups. This results from existing interest in monitoring health inequities across ethnic groups. It is currently unclear from the literature how homogeneous the spatial structure of morbidity is across ethnic groups, especially given the complex interaction with existing processes of residential segregation.

The following background section gives a review of existing knowledge on spatial aspects of health determinants, to inform model selection. Aims and methods are then outlined, with a particular emphasis on concepts used to describe spatial structures. A results section then presents both descriptive statistics and model-based analyses of the geographical distribution of LLTI, introducing mortality, hospital admissions and adjacency matrices as predictors of this structure. The paper then concludes by identifying implications for the routine prediction of morbidity prevalence for different geographical units.

### 6.1.1 Existing knowledge on the spatial structure of chronic morbidity

Much of what is known on the distribution of chronic diseases comes from data on validated self-reported health statuses. LLTI has emerged as a very strong predictor both of chronic morbidity and mortality (Cohen et al., 1995; Jordan et al., 2000; Manor et al., 2001). It has also proved instrumental in measuring health inequalities both across socioeconomic categories and space (Borooah, 1999; Macintyre et al., 2005; Senior, 1998). LLTI has been recorded since 1991 in UK decennial censuses in the form of a question asking whether respondent’s day-to-day activities were reduced by a health problem or disability. This information has supported important research into the determinants of health care needs of different populations in different places (Sutton et al., 1999; Congdon, 2002).

The literature provides some information regarding ecological determinants of chronic morbidity and their spatial structure. Analyses have showed that, even once population age and essential demographic confounders are controlled for, adjusted morbidity levels correlate significantly with local socioeconomic characteristics (Borooah, 1999), and the remaining between-area heterogeneity is spatially structured (Shouls et al., 1996b). To examine these ‘place effects’, Bentham et al. (1995), Martin et al. (1995), Senior (1998), Shouls et al. (1996b,a), Congdon (1995, 2006a, 2008a) and Stafford et al. (2009) have all investigated the association of LLTI prevalence with both individual-level characteristics and area-level contextual variables. Their work has showed that local mortality, unemployment, household overcrowding, ethnic diversity, social renting, proportions of workers employed in mining and other
heavy industries all correlated strongly with standardised ratios of LLTI. These confounders often prove to be similar in places that are near to each other (for instance across urban areas), pointing to distinctive underpinning spatial structures.

A variety of processes have been hypothesised to explain this apparent clustering of long-term conditions across places. On the one hand, it is the case with many health outcomes that a residual spatial pattern can persist even once observable risk factors or confounders are taken into account (Wakefield et al., 2000). On the other hand, research has argued that population migration not only determines the dispersion of communicable disease, but also provides one of the factors driving the spatial clustering of chronic morbidity. The literature has in particular examined ‘health selective’ residential migrations as life course processes of selection (Jones and Duncan, 1995). Boyle et al. (2002) have produced evidence that Scottish migrants tend to be healthier than non-migrants, and that healthy migrants are likely to travel longer distances. Further evidence supporting the theory of a ‘sorting’ effect of migrations on health has been presented by Norman et al. (2005), emphasising the existence of a strong flow of healthy migrants aged 20 to 59 years towards areas with lower levels of material deprivation. A review by Smith and Easterlow (2005) argues that the influence of residential mobility processes on geographical inequalities in morbidity and mortality remains little understood, with mixed results depending on the geographical level of analysis and the health outcomes under consideration. Despite the absence of clear evidence claims for the health sorting effects of migration point to a need to consider how we might use migration data to capture some of the spatial structure in morbidity in a way that proximity may not.

All the above evidence has implications for disease prevalence models. In its most elementary form, model-based SAE fits a model predicting the probability of having a given illness as a function of age, sex, and other individual characteristics. This model is then applied to local population estimates and auxiliary data known for every individual residing in a catchment area in order to produce a local prevalence estimate. This amounts to interpolating prevalence levels known at the national level to local populations using a combination of:

(a) fixed individual-level risk confounders
(b) spatially varying area-level confounders
(c) residual unobserved risk (between-area residual heterogeneity in prevalence)

This last component (c) is essential and explains the popularity of multilevel health models in recent decades (Subramanian et al., 2003), being one of the preconditions to the model’s unbiasedness. Residuals capture local departures from the overall average which signals, for instance, excess morbidity. This random compon-
ent avoids assuming for instance that all persons aged 16–24 years have the same prevalence across all areas. This component is difficult to estimate because sample data will typically be small, often well under a few dozen cases. More importantly, the underpinning method assumes that these residuals are independent from one another and often ignores the fact that spatial dependence may persist. Recognising underlying spatial structure makes it possible to borrow information from other areas in order to estimate these components in a more efficient manner (see for instance simulation results by Pratesi and Salvati, 2008).

More research is needed to understand spatial dependence. Spatial structures have previously been described as the result of ‘the operation of processes in which spatial relationships enter explicitly into the way the process behaves’ (Adams and White, 2006, p. 24). They are often understood as functions of distance or spatial adjacency (neighbours). The science of spatial autocorrelation has largely been dominated by Tobler’s First Law of Geography, summarised as ‘everything is related to everything else, but near things are more related than distant things’ (Tobler, 1970). Contiguity methods, such as Queen, Rook or Bishop, and the $k$-nearest neighbours method have traditionally been privileged. Although this standard approach is appealing, there are many more ways in which spatial interaction could be defined. In particular, origin/destination migration flow statistics constitute additional evidence of processes of spatial interaction and therefore between-area dependence. Although using such flow metrics to produce spatial weights has been envisaged before Bivand et al. (2013b, p. 271), they have, to the best of our knowledge, not been applied to empirical investigation to date.

Internationally, most research has tended to demonstrate that there is global spatial autocorrelation in many health outcomes even after standardisation (Lorant et al., 2001). This autocorrelation is a sign of spatial similarity in unobserved risk factors (Wakefield et al., 2000). Yet, it remains unclear whether these spatial patterns are homogeneous once we disaggregate by demographic subgroup, and add explicit spatially varying area-level confounders.

This justifies looking further into spatial structures themselves, to inform non-communicable disease mapping methods with a particular focus on the type of constraints placed on the treatment of residual between-place heterogeneity. On the basis of this background we propose to examine the spatial structures of LLTI in a more systematic way, investigating (a) what structures can be uncovered in terms of dispersion, autocorrelation, and contextual effects, (b) whether they are the same across different subgroups (age and ethnicity) and (c) whether they subsist once good area-level covariates are introduced. We aim to address a current gap in know-
ledge regarding the spatial structure of morbidity in England and Wales, but also to reconsider the specification of disease prevalence models.

6.2 Methods

6.2.1 Data sources

We use 2011 census data on LLTI for England and Wales (ONS, 2013a). Although the quality issues concerning self-assessed health information are well documented (ONS, 2014a), a key advantage of using census data lies in the absence of sample size restriction. The 2011 census met a high quality 93 percent person coverage rate for England and Wales (ONS, 2012a), and thus constitutes a unique source of information to establish prior knowledge on the spatial structure of illness. Census data provide sufficient statistical power to examine model-fitting hypotheses which usually cannot be tested with survey data due to lack of power. This is especially true for small population subgroups such as older people and ethnic minorities, whose representation in health surveys is too weak in comparison to the amount of interest they attract. This reduces risks of model overfitting when using a large number of parameters. With the census coverage survey’s adjustments for nonresponse (ONS, 2012b), the final sample size used for this analysis is \( n = 56,075,912 \).

We examine private households’ returns for question no. 23:

‘Are your day-to-day activities limited because of a health problem or disability which has lasted, or is expected to last, at least 12 months?’

Include problems related to old age’.

Respondents were able to answer ‘Yes, limited a lot’, ‘Yes, limited a little’, or ‘No’. Throughout this paper ‘LLTI’ refers to strong activity limitations (‘limited a lot’) which has been found to have a better rate of agreement in the post-enumeration Census Quality Survey (ONS, 2014a).

The choice of indicator is justified by two main reasons. First, LLTI has become a central indicator to measure inequalities in health and health needs, to the point of being included in most UK household surveys. It underpins indicators such as the Slope Index of Inequality in health, the disability-free life expectancy, as well as gender and ethnicity gaps in health. These have been for a number of years to inform health service policy aiming to reduce health inequalities (UK Department of Health, 2013). Several of the ONS’ products estimate these indicators for local authorities (ONS, 2013g, 2014d), and efforts have been made to publish them for smaller units (Congdon, 2002). Second, although self-reported, the LLTI
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health status correlates with important indicators of chronic conditions. In addition to being a good predictor of health service use (Sutton et al., 1999), it is also a strong predictor of diagnoses as defined in the International Classification of Diseases (OPCS Social Survey Division, 1975), although evidence tends to suggest that LLTI tends to underestimate morbidity compared to clinical records or the more demanding SF-36 tool (Jordan et al., 2000).

6.2.2 Statistical methods

This paper aims to address gaps in knowledge regarding the spatial structure of chronic morbidity and provide evidence relevant to build SAE models. We explore spatial heterogeneity in the odds of LLTI at a scale for predictions to be feasible for small ethnic groups: LADs, areas with populations ranging from 34,000 to 1.1 million inhabitants; and MSOAs, census geographical units averaging 7,700 residents. Standard descriptive statistics are used to characterise the spatial structure in odds: variance and autocorrelation. A series of models then analyse this structure conditionally on contextual data (mortality, hospitalisations), using a typical logistic binomial parameterisation:

$$\log \left( \frac{y_{id} + .5}{n_{id} - y_{id} + .5} \right) = \mu_{id} + \nu_d = x_{id}\beta + \nu_d$$ (6.1)

where $y_{id}$ is the number of individuals belonging to a cross-classification $i$ of gender (1, 2), age group (‘0–15’, ‘16–49’, ‘50–64’, ‘65+’), and ethnic group (‘White’, ‘Mixed’, ‘Asian’, ‘Black’, ‘Other’) reporting an LLTI in a given area $d$. $n_{id}$ denotes the total number of residents of private households at risk for this same cross-classification, $\mu_{id}$ the conditional mean log-odds of having an LLTI (fixed part of the model), $\beta$ a column vector of fixed effect coefficients, and $x_{id}$ a vector of covariates known for all individuals: age, sex and ethnicity dummy variables, as well as area-level characteristics tested in this paper. Random intercepts $\nu_d$ are realisations of a random variable $\nu$ of mean zero and variance $\sigma^2$. We add 0.5 to both the numerator and the denominator of odds to produce ‘empirical logits’, addressing bias arising from the presence of null denominators (Agresti, 2002; Gart and Zweifel, 1967).

Models are estimated using Laplace approximation with the R package lme4 (R Core Team, 2014; Bates et al., 2015). We use classical model selection techniques; likelihood ratio tests, the AIC and regression coefficient significance. During model selection, attention was also paid to $\sigma^2$, the variance of random effects $\nu$, which
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reflects the between-area dispersion in prevalence that is not attributed to differences in covariates included in the fixed part. The reason why $\sigma^2$ is used as a decision factor is that it plays a considerable part in the efficiency of estimation (Longford, 2006). Approximations of the mean squared error of prediction developed by Prasad and Rao (1990) and extended to log-linear models (Jiang and Lahiri, 2001; González-Manteiga et al., 2007) show that the main determinant of prediction error is the size of $\sigma^2$ compared to the within-group variance. By attempting to reduce $\sigma^2$ as much as possible, we focus on improving the predictive power of the fixed part. This is important when conducting SAE in real world conditions because residuals $\nu_d$ will often be estimated with very small sample sizes and therefore subject to substantial error. A strong fixed part $\mu_{id}$ is likely to produce better predictions overall.

6.2.3 Defining ‘spatial structures’

Global spatial autocorrelation is measured using the Moran’s $I$ statistic, with a random permutation test for significance testing (Cliff and Ord, 1981). Local autocorrelation of regression residuals is also examined using a local indicator of autocorrelation (LISA) (Anselin, 1995) and the Moran scatterplot (Anselin, 1996). These are used to detect significant leverage of one set of neighbours on the global (average) level of autocorrelation, thereby signalling a cluster of high or low similarity.

Four types of adjacency matrices were tested (see Table 6.1). L.A and M.A follow the standard approach and were generated using the spatp package (Bivand et al., 2013a; Bivand and Piras, 2015) and boundary shapefiles (ONS, 2011a). They are based on the Queen method: areas were coded as neighbours in the adjacency matrix if their digital boundaries shared at least one point or if two of their respective points were separated by less than 500 metres. This ensures for instance that London boroughs separated by the River Thames are coded as neighbours. The final matrix was edited manually to attach islands to mainland neighbours and verify that no area was left without neighbours. L.B$k$ and M.B$k$ were produced using the $k$-nearest neighbours method for $k$ values of 2 to 10, with the view of determining an optimal $k$. All matrices were row-standardised, a procedure that is traditionally used to ensure the positive-definiteness of correlation matrices in various conditional autoregressive models when spatial weight matrices are not symmetric (Banerjee et al., 2004).

For LADs, additional matrices L.C and L.D were built using migration flows as a proxy for spatial dependence. There are good reasons why areas further apart could be more closely related to each other given the UK’s urban and rural struc-
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Table 6.1 | Standardised proximity matrices tested in this paper for between-LAD and between-MSOA autocorrelation

<table>
<thead>
<tr>
<th>Matrix identifiers</th>
<th>Method of construction</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>L.A</strong></td>
<td>Contiguity matrix (with isles attached to the mainland) [spdep + manual adjustments]</td>
</tr>
<tr>
<td><strong>L.Bk</strong></td>
<td>k-nearest neighbours (based on Euclidian distances between population centroids) [spdep]</td>
</tr>
<tr>
<td><strong>L.Ck</strong></td>
<td>Up to k LADs from which most new residents originate (ONS, 2013h), binary weights</td>
</tr>
<tr>
<td><strong>L.Dk</strong></td>
<td>Up to k LADs from which most new residents originate (ONS, 2013h), proximity weights k, . . . , 3, 2, 1</td>
</tr>
</tbody>
</table>

Proximity is not the only reason why risk factors would be more alike in areas. Intra-national origin-destination migration data published by the ONS (ONS, 2013h) were used to construct spatial weights based on the intensity of flows (see R syntax in Additional file 1). For every LAD, we defined neighbours as the k areas from which the most migrants originate, based on the ratio of the total migrants they contributed relative to their respective population sizes. In other words, neighbours are not just those that send most migrants to a given district, they are the ones for which these migrants represent the highest proportion of their respective populations. This is to ensure a fair weighting across all LADs in the process of averaging odds of LLTI, and especially ensure that the resulting neighbours would not systematically be the biggest LADs. If a district A sent a large number of migrants to district B, but this flow in fact represented a very modest volume relative the entire population of A, it would seem excessive to use the odds of poor health of the entirety of district A as a smoothing reference for district B.

Sensitivity analyses on a subset of LADs suggested that selecting neighbours who send the highest number of migrants or those who send migrants flows which represent the highest proportion of their total population did not alter the eventual list of neighbours substantially. Further analyses (see appendix A) were conducted to establish whether origins and destinations differed substantially depending on the age of migrants. Results showed that excluding younger migrants did not have a strong influence on the resulting matrices. However, we hypothesised that student migrations, which are only temporary, are likely be less determinant of the structure of LLTI than other types of migrations taking place across life. Final spatial weight matrices were therefore generated exclusively based on flows for migrants aged 30 years and over.
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Table 6.2 | Between-area variance in odds of LLTI by demographic group for LADs and MSOAs

<table>
<thead>
<tr>
<th>Age</th>
<th>0-15</th>
<th>16-49</th>
<th>50-64</th>
<th>65+</th>
<th>0-15</th>
<th>16-49</th>
<th>50-64</th>
<th>65+</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>0.000</td>
<td>0.000</td>
<td>0.007</td>
<td>0.032</td>
<td>0.000</td>
<td>0.000</td>
<td>0.003</td>
<td>0.012</td>
</tr>
<tr>
<td>Black</td>
<td>0.145</td>
<td>0.053</td>
<td>0.251</td>
<td>0.585</td>
<td>0.010</td>
<td>0.004</td>
<td>0.013</td>
<td>0.203</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.000</td>
<td>0.000</td>
<td>0.014</td>
<td>0.065</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.002</td>
<td>0.009</td>
<td>0.401</td>
<td>1.241</td>
<td>0.000</td>
<td>0.000</td>
<td>0.010</td>
<td>0.057</td>
</tr>
<tr>
<td>Asian</td>
<td>0.028</td>
<td>0.002</td>
<td>0.071</td>
<td>0.699</td>
<td>0.003</td>
<td>0.000</td>
<td>0.011</td>
<td>0.000</td>
</tr>
<tr>
<td>Other</td>
<td>0.181</td>
<td>0.100</td>
<td>0.397</td>
<td>0.882</td>
<td>0.009</td>
<td>0.002</td>
<td>0.033</td>
<td>0.043</td>
</tr>
<tr>
<td>White</td>
<td>0.000</td>
<td>0.001</td>
<td>0.008</td>
<td>0.026</td>
<td>0.000</td>
<td>0.000</td>
<td>0.003</td>
<td>0.011</td>
</tr>
<tr>
<td>Black</td>
<td>0.172</td>
<td>0.049</td>
<td>0.231</td>
<td>0.653</td>
<td>0.010</td>
<td>0.001</td>
<td>0.008</td>
<td>0.111</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.000</td>
<td>0.001</td>
<td>0.015</td>
<td>0.074</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.004</td>
<td>0.011</td>
<td>0.437</td>
<td>1.165</td>
<td>0.000</td>
<td>0.000</td>
<td>0.006</td>
<td>0.023</td>
</tr>
<tr>
<td>Asian</td>
<td>0.029</td>
<td>0.004</td>
<td>0.082</td>
<td>0.511</td>
<td>0.003</td>
<td>0.000</td>
<td>0.006</td>
<td>0.228</td>
</tr>
<tr>
<td>Other</td>
<td>0.164</td>
<td>0.092</td>
<td>0.355</td>
<td>0.572</td>
<td>0.009</td>
<td>0.002</td>
<td>0.014</td>
<td>0.228</td>
</tr>
</tbody>
</table>

**Source:** Authors’ calculations, 2011 census table DC3201EW (ONS, 2013a).

**Note:** Cells are shaded according to the decile corresponding to their value.

Table 6.3 | Between-area CVs for odds of LLTI by demographic group for LADs and MSOAs

<table>
<thead>
<tr>
<th>Age</th>
<th>0-15</th>
<th>16-49</th>
<th>50-64</th>
<th>65+</th>
<th>0-15</th>
<th>16-49</th>
<th>50-64</th>
<th>65+</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>0.535</td>
<td>0.476</td>
<td>0.627</td>
<td>0.399</td>
<td>0.222</td>
<td>0.311</td>
<td>0.440</td>
<td>0.266</td>
</tr>
<tr>
<td>Black</td>
<td>1.359</td>
<td>1.752</td>
<td>1.208</td>
<td>0.901</td>
<td>2.593</td>
<td>1.583</td>
<td>0.895</td>
<td>0.266</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.882</td>
<td>0.461</td>
<td>0.670</td>
<td>0.540</td>
</tr>
<tr>
<td>Mixed</td>
<td>1.158</td>
<td>1.187</td>
<td>1.418</td>
<td>1.176</td>
<td>0.882</td>
<td>0.461</td>
<td>0.670</td>
<td>0.540</td>
</tr>
<tr>
<td>Asian</td>
<td>2.002</td>
<td>1.053</td>
<td>1.227</td>
<td>1.092</td>
<td>3.565</td>
<td>0.937</td>
<td>0.842</td>
<td>0.522</td>
</tr>
<tr>
<td>Other</td>
<td>1.076</td>
<td>1.427</td>
<td>0.990</td>
<td>0.898</td>
<td>1.924</td>
<td>0.950</td>
<td>0.971</td>
<td>0.987</td>
</tr>
<tr>
<td>White</td>
<td>0.469</td>
<td>0.535</td>
<td>0.640</td>
<td>0.446</td>
<td>0.245</td>
<td>0.337</td>
<td>0.456</td>
<td>0.326</td>
</tr>
<tr>
<td>Black</td>
<td>1.450</td>
<td>1.773</td>
<td>1.243</td>
<td>1.002</td>
<td>2.288</td>
<td>0.714</td>
<td>0.844</td>
<td>0.810</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.431</td>
<td>0.506</td>
<td>0.673</td>
<td>0.637</td>
</tr>
<tr>
<td>Mixed</td>
<td>1.304</td>
<td>1.209</td>
<td>1.437</td>
<td>1.198</td>
<td>0.431</td>
<td>0.506</td>
<td>0.673</td>
<td>0.637</td>
</tr>
<tr>
<td>Asian</td>
<td>1.884</td>
<td>1.329</td>
<td>1.392</td>
<td>1.217</td>
<td>2.761</td>
<td>2.261</td>
<td>0.791</td>
<td>0.498</td>
</tr>
<tr>
<td>Other</td>
<td>1.093</td>
<td>1.713</td>
<td>1.161</td>
<td>0.850</td>
<td>1.869</td>
<td>0.967</td>
<td>0.851</td>
<td>1.147</td>
</tr>
</tbody>
</table>

**Source:** Authors’ calculations, 2011 census table DC3201EW, (ONS, 2013a, 2011a).

**Note:** Cells are shaded according to the decile corresponding to their value.
6.3 Results

6.3.1 Descriptive characteristics

Overall across English and Welsh LADs, the mean odds of LLTI is $9.23 \times 10^{-2}$ (equivalent to an 8.40 percent mean prevalence) with a variance of $7.01 \times 10^{-4}$, equivalent to a 28.7 percent CV. This masks huge differences across subgroups. Examining age, Table 6.2 suggests that the between-area variance in odds of LLTI among older groups is several hundred times that of younger groups. This implies that the level-2 variance is expected to be higher for older age groups. Much of this effect can be attributed to the higher prevalence of LLTIs among older populations; larger odds by definition have larger variances. CVs reported in Table 6.3 confirm this; relative to the average of all odds across England and Wales, the dispersion is of the same order of magnitude across age and gender groups for White populations.

This pattern differs substantially across minority ethnic groups. In the case of ethnic minorities in general, it seems that between-area differences in prevalence are strong for younger groups; even age groups 0–15 exhibit high dispersion in the case of categories ‘Black’ and ‘Other’. We also find higher between-area variance estimates at the MSOA level for these groups: while for the White group, the between-MSOA variance in odds of LLTI is on average two to three times the between-LAD variance, for most other cross-classifications the variance is multiplied by a factor of five to ten.

For both LADs and MSOAs, highest levels of autocorrelation are measured using the three-nearest matrix $\mathbf{B_3}$ (see Table 6.4). Similar measurements taken for higher values of $k$ (up to 10 neighbours), not reported in the table, confirmed that increasing the number of neighbours only reduces Moran’s $I$ estimates. Estimates for White populations show that odds for older age groups exhibit higher levels of spatial autocorrelation than younger groups. In other words, the spatial clustering of poor health is higher for older age groups. Around retirement age a final wave of intra-national migrations emphasises the clustering of people by health.

Interestingly, there is no evidence of the same pattern occurring for Other ethnic groups. On the contrary, the older the individuals reporting an LLTI, the less they are found to cluster in areas. This implies that odds of poor health for ethnic minorities are not only more dispersed than those of White people; they are also less predictable or, in spatial terms, more random. None of the matrices tested in this investigation uncovered substantial spatial structure in the patterns of illness experienced by ethnic minorities, and these structures are very different from
### Table 6.4 | Moran’s I statistics of spatial autocorrelation in odds of LLTI by adjacency matrix and demographic group

<table>
<thead>
<tr>
<th></th>
<th>M.A 0-15</th>
<th>M.A 16-49</th>
<th>M.A 50-64</th>
<th>M.A 65+</th>
<th>M.B3 0-15</th>
<th>M.B3 16-49</th>
<th>M.B3 50-64</th>
<th>M.B3 65+</th>
<th>M.B5 0-15</th>
<th>M.B5 16-49</th>
<th>M.B5 50-64</th>
<th>M.B5 65+</th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>0.164</td>
<td>0.485</td>
<td>0.556</td>
<td>0.538</td>
<td>0.381</td>
<td>0.644</td>
<td>0.676</td>
<td>0.653</td>
<td>0.310</td>
<td>0.579</td>
<td>0.621</td>
<td>0.604</td>
</tr>
<tr>
<td>Black</td>
<td>0.426</td>
<td>0.228</td>
<td>0.198</td>
<td>0.066</td>
<td>0.569</td>
<td>0.415</td>
<td>0.396</td>
<td>0.307</td>
<td>0.505</td>
<td>0.342</td>
<td>0.331</td>
<td>0.225</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>0.233</td>
<td>0.133</td>
<td>0.082</td>
<td>0.032</td>
<td>0.403</td>
<td>0.352</td>
<td>0.322</td>
<td>0.282</td>
<td>0.340</td>
<td>0.281</td>
<td>0.244</td>
<td>0.204</td>
</tr>
<tr>
<td>Asian</td>
<td>0.226</td>
<td>0.164</td>
<td>0.109</td>
<td>0.060</td>
<td>0.391</td>
<td>0.347</td>
<td>0.327</td>
<td>0.297</td>
<td>0.317</td>
<td>0.282</td>
<td>0.257</td>
<td>0.218</td>
</tr>
<tr>
<td>Other</td>
<td>0.364</td>
<td>0.245</td>
<td>0.102</td>
<td>0.015</td>
<td>0.526</td>
<td>0.436</td>
<td>0.341</td>
<td>0.257</td>
<td>0.465</td>
<td>0.364</td>
<td>0.264</td>
<td>0.179</td>
</tr>
<tr>
<td>White</td>
<td>0.241</td>
<td>0.464</td>
<td>0.564</td>
<td>0.605</td>
<td>0.440</td>
<td>0.626</td>
<td>0.686</td>
<td>0.713</td>
<td>0.364</td>
<td>0.563</td>
<td>0.630</td>
<td>0.664</td>
</tr>
<tr>
<td>Black</td>
<td>0.354</td>
<td>0.221</td>
<td>0.204</td>
<td>0.083</td>
<td>0.511</td>
<td>0.401</td>
<td>0.409</td>
<td>0.318</td>
<td>0.446</td>
<td>0.339</td>
<td>0.342</td>
<td>0.241</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>0.125</td>
<td>0.111</td>
<td>0.082</td>
<td>0.044</td>
<td>0.344</td>
<td>0.333</td>
<td>0.315</td>
<td>0.281</td>
<td>0.266</td>
<td>0.266</td>
<td>0.237</td>
<td>0.196</td>
</tr>
<tr>
<td>Asian</td>
<td>0.256</td>
<td>0.162</td>
<td>0.119</td>
<td>0.052</td>
<td>0.409</td>
<td>0.357</td>
<td>0.345</td>
<td>0.301</td>
<td>0.332</td>
<td>0.281</td>
<td>0.258</td>
<td>0.218</td>
</tr>
<tr>
<td>Other</td>
<td>0.358</td>
<td>0.164</td>
<td>0.088</td>
<td>0.044</td>
<td>0.517</td>
<td>0.377</td>
<td>0.319</td>
<td>0.284</td>
<td>0.454</td>
<td>0.299</td>
<td>0.241</td>
<td>0.204</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>White</td>
<td>0.348</td>
<td>0.556</td>
<td>0.539</td>
<td>0.566</td>
<td>0.540</td>
<td>0.731</td>
<td>0.694</td>
<td>0.717</td>
<td>0.298</td>
<td>0.471</td>
<td>0.459</td>
<td>0.468</td>
</tr>
<tr>
<td>Black</td>
<td>0.075</td>
<td>0.025</td>
<td>0.169</td>
<td>0.096</td>
<td>0.326</td>
<td>0.265</td>
<td>0.332</td>
<td>0.259</td>
<td>0.094</td>
<td>-0.008</td>
<td>0.137</td>
<td>0.088</td>
</tr>
<tr>
<td>Females</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>0.012</td>
<td>0.345</td>
<td>0.287</td>
<td>0.205</td>
<td>0.300</td>
<td>0.573</td>
<td>0.539</td>
<td>0.398</td>
<td>0.028</td>
<td>0.250</td>
<td>0.263</td>
<td>0.176</td>
</tr>
<tr>
<td>Asian</td>
<td>-0.003</td>
<td>0.081</td>
<td>0.384</td>
<td>0.358</td>
<td>0.252</td>
<td>0.317</td>
<td>0.547</td>
<td>0.559</td>
<td>-0.001</td>
<td>0.048</td>
<td>0.256</td>
<td>0.265</td>
</tr>
<tr>
<td>Other</td>
<td>0.114</td>
<td>0.057</td>
<td>0.093</td>
<td>0.114</td>
<td>0.355</td>
<td>0.311</td>
<td>0.316</td>
<td>0.345</td>
<td>0.101</td>
<td>0.039</td>
<td>0.063</td>
<td>0.064</td>
</tr>
<tr>
<td>White</td>
<td>0.353</td>
<td>0.548</td>
<td>0.556</td>
<td>0.596</td>
<td>0.529</td>
<td>0.723</td>
<td>0.712</td>
<td>0.751</td>
<td>0.292</td>
<td>0.455</td>
<td>0.457</td>
<td>0.478</td>
</tr>
<tr>
<td>Black</td>
<td>0.042</td>
<td>0.150</td>
<td>0.140</td>
<td>-0.004</td>
<td>0.313</td>
<td>0.342</td>
<td>0.366</td>
<td>0.279</td>
<td>0.066</td>
<td>0.099</td>
<td>0.098</td>
<td>0.063</td>
</tr>
<tr>
<td>Males</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mixed</td>
<td>0.048</td>
<td>0.298</td>
<td>0.206</td>
<td>0.205</td>
<td>0.315</td>
<td>0.517</td>
<td>0.447</td>
<td>0.396</td>
<td>0.044</td>
<td>0.210</td>
<td>0.186</td>
<td>0.198</td>
</tr>
<tr>
<td>Asian</td>
<td>-0.010</td>
<td>0.007</td>
<td>0.194</td>
<td>0.266</td>
<td>0.250</td>
<td>0.259</td>
<td>0.389</td>
<td>0.445</td>
<td>-0.005</td>
<td>0.005</td>
<td>0.145</td>
<td>0.186</td>
</tr>
<tr>
<td>Other</td>
<td>0.118</td>
<td>0.088</td>
<td>0.059</td>
<td>-0.044</td>
<td>0.328</td>
<td>0.292</td>
<td>0.291</td>
<td>0.232</td>
<td>0.110</td>
<td>0.065</td>
<td>0.086</td>
<td>0.046</td>
</tr>
</tbody>
</table>

**Source:** Authors’ calculations, 2011 census table DC3201EW (ONS, 2013a), ONS migration and digital boundary data (ONS, 2013h, 2011a).

**Note:** Cells are shaded according to the decile corresponding to their value.
those of White populations. We hypothesise that such heterogeneity relates to the presence of stronger socioeconomic differences across space for ethnic minorities. In these circumstances, it is unlikely that borrowing strength from the structure exhibited by White populations would help make precise inferences about the health of other populations. There is more potential in using other information such as ethnic density data to reduce the variability in the model, as we show in the next section.

These descriptive estimates also provide indications regarding best fitting adjacency matrices. In the case of LADs, levels of autocorrelation measured using the ‘migration neighbourhoods’ L.C· and L.D· are lower than with more traditional matrices. Table 6.4 only reports results for row-standardised, ranked neighbours matrix L.D₃, because the specification of L.Cₖ (binary weights) did not perform as well. In addition, sensitivity analyses found that the age categories included to generate those migration neighbourhood matrices did not have a strong influence on measures of spatial autocorrelation. More research on age-specific adjacency matrices could refine this observation.

We conclude from this exploratory work that levels of dispersion in odds of LLTIs, although comparable between sexes, are very dissimilar depending on age and ethnic groups. They may require separate treatment when it comes to their modelling and prediction. Descriptive estimates of autocorrelation provide a strong suggestion that the three-nearest neighbours method ·B· is likely to be the most efficient since it captures highest levels of homogeneity in odds of LLTI. This finding is consistent across all demographic cross-classifications.

6.3.2 Modelling with covariates: Area classifications and data on ethnicity

We now examine the residual geographical variance in odds of LLTI once contextual information (area classification, ethnic density, mortality rates, and health service data) is introduced in a multivariate framework. We seek to establish whether this contextual information predicts the spatial structure in residuals $\nu$, that is to say, shrinks their variance $\sigma^2$. In this section, we build a series of models predicting LLTI prevalence for LADs exclusively, since they are the level at which contextual data is most commonly available. We begin by introducing some disaggregation using the 2001 National Statistics area classification of English local authorities produced by cluster analysis (ONS, 2010a). This allows us to treat LADs differently according to the following typology;
6.3. Results

- Cities and Services; London Suburbs; London Cosmopolitan (reference category)
- London Centre
- Prospering UK
- Coastal and Countryside
- Mining and Manufacturing.

Welsh contextual data being unavailable for LADs, a coarser specification involving a single dummy variable reflecting higher odds of poor health in Wales is retained. To reflect hypotheses of an ethnic density effect in the literature (Pickett and Wilkinson, 2008), the census estimate of the proportion of the district population identifying as the same ethnicity is incorporated as a covariate for those ethnic groups where such an addition improves the model fit. This is the case for all groups but Black and White populations. With other groups, this covariate improves fit as measured by the AIC and substantially reduces the between-area variance (−12 % for Asian and Other, −7 % for Mixed). This forms specifications for a baseline model (M0) fitted separately on data for each of the five ethnic groups (see appendix, Table A.8). Area-level residuals exhibit mild autocorrelation (Moran’s I comprised between 0.3 and 0.6).

6.3.3 Local mortality and hospitalisation data

We continue with contextual information on mortality and hospitalisations which are expected to be associated with some of the unobserved risk factors modelled through random effects until now. We aim to test whether this information absorbs either between-area heterogeneity or its spatial structure.

Existing evidence (Jordan et al., 2000, 2003; Sutton et al., 1999) demonstrates that individuals are very likely to report an LLTI if they have had or are about to seek a medical diagnosis. In addition, there is a well-known association at the population level between self-reported poor health and local mortality rates (Bentham et al., 1995). Though non-linear, this association has been exploited for SAE using bivariate life table models (Congdon, 2002) and relational logistic models (Marshall, 2009). The bivariate response model, relevant for the data at hand, gave a particularly poor fit and was immediately discarded. Instead directly age-standardised mortality rates (SMRs) from death registrations (ONS, 2013i) were transformed through Z-standardisation and used as a straightforward covariate. Models (M1) (see Table A.9) result from best model selection among a range of specifications for each ethnic group separately. We compared sex-specific SMRs, overall SMRs, and interaction
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with gender dummies. In the case of Black populations, no association with mortality was found. Gains in terms of reduction of between-area variance in random intercepts are important, especially in the case of Mixed ethnic groups, where $\sigma^2$ is almost halved.

While mortality data does help predict local prevalence of LLTI, it arguably remains distantly related to chronic morbidity amongst the living. We compare its predictive power with that of ISARs for 2008–2013 (Public Health England, 2014b) on the one hand, and elective admissions (Public Health England, 2014a) on the other hand. This is with the hypothesis that prevalence of LLTI and rates of hospitalisation share common determinants (socioeconomic characteristics, lifelong exposure to health determinants). For all ethnicities, rates of emergency admissions are found to be associated with larger regression coefficients and improvements in fit. They are thus selected as the preferred covariate. We then test interaction effects between (a) sex and age variables, (b) mortality and (c) emergency admissions proceeding by backward elimination based on the best sets of covariates, leading us to the set of final models ($M2$) reported in Table A.10.

Overall, for White populations, the new specifications reduce the AIC by over 9,800, and the between-area residual variance by 45 percent. The effect is less marked for ethnic minorities. The between-area residual variance remains stable for Black populations and is cut by about 20 percent for other minorities. Emergency hospitalisations exhibit a strong association with morbidity rates and make the biggest improvement to the models. English areas with observed emergency admissions in excess of 10 percent relative to the expected number of admissions (based on age-specific rates of admission for England overall) exhibit odds of LLTI for White persons aged 50 to 64 years on average 16 percent higher compared to areas in line with England’s overall admissions rate. Models remain very different across ethnic groups and the association with admissions rates is weaker for non-White population, but disaggregation of admissions statistics by ethnic group could yield stronger associations in future investigations.

Residuals of each of the final models were examined in detail. Table 6.5 shows that residuals correlate only very weakly across ethnic categories. This constitutes further evidence that the spatial structure is specific to each of those population groups. Autocorrelation statistics confirm that accounting for differences in mortality and hospitalisation rates does not reduce the spatial autocorrelation in residuals. It reduces the random variability across LADs substantially without offsetting the extent to which deviations of a district’s odds of LLTI from the mean correlate with the deviation measured in neighbouring LADs. From the viewpoint of pre-
dictive modelling, it constitutes an advantage; introducing area-level covariates does not reduce the potential information can be borrowed from neighbouring areas using relevant autoregressive model specifications. In addition, area-level predictors did not lead to important outliers emerging which could signify local departures from the global association with mortality and hospitalisation rates. Aside for individuals from Other ethnic minorities, there is strong evidence both from normal quantile-quantile (Q–Q) plots and Shapiro-Wilks tests that residuals follow a normal distribution.

Figure 6.1 presents a series of maps of final model residuals (on the odds ratio scale), which illustrate by how much the fixed part of the model should be multiplied in order to reach the census estimate of odds of LLTI. Unshaded areas indicate predictions falling within ±10 percent of the census estimate. Red shades signal LADs where the fixed part of the model underestimates odds by more than 10 percent while blue shades LADs where it overestimates odds by over 10 percent. With Moran’s I estimates close to 0.5, we conclude that half of the deviation between odds for a given district and the national mean is on average shared by its three nearest neighbours. Figure 6.2 examines the local contribution of each clique of LADs towards the global measure of spatial autocorrelation. LISAs are calculated, regressed against the model residuals and plotted for each ethnic group separately. Each of the bottom left quadrants signals statistically significant outliers in red, which can be regarded as area residuals which exhibit significant higher or lower similarity with their three nearest neighbours than average, and therefore have particular leverage of the global level of autocorrelation. Together with the maps, it becomes apparent that the chosen modelling and spatial specifications leave important clusters of unexplained risk factors, which are dissimilar across ethnic groups. The Asian model in particular exhibits a lot of heterogeneity in the strength of spatial dependence between LADs, with very strong clusters emerging for instance in parts of Lancashire, Merseyside and Yorkshire, Nottingham and Leicester, as well as North East
and South West London boroughs.

6.4 Discussion

Previous work on the 2011 census has highlighted the presence of a strong spatial structure in univariate morbidity statistics (Lloyd, 2015). Analysis reported in this paper presents a deeper examination of multivariate aspects of this spatial dependence. Descriptive estimates suggest that the variability in odds of poor health across groups and places is larger than can be expected from just looking at crude prevalence estimates. For instance, area effects are often thought to correlate strongly across age groups, as reflected in random walk priors proposed by Congdon (1995). Our analysis looking at ethnicity provides strong evidence that patterns of spatial dependency in the odds of LLTI differ substantially across ethnic groups. The covariate-adjusted spatial structure of LLTI in White people only moderately correlates with that for Mixed ethnic groups. Structures of LLTI of all other groups correlate very weakly with each other. Descriptive estimates for ethnic minorities also reveal that levels of spatial autocorrelation are higher for young people, in contrast with the increased autocorrelation measured among older age groups in White people. Reasons for this difference are unclear and call for further research. One can hypothesise that cohort exposure is different for ethnic minorities and that older people reporting a minority ethnic identity have more diverse histories of exposure to risk factors, or are not affected by the same health-selecting processes of residential segregation.

The rationale for stratifying our analysis by ethnic group resides in the substantial interest in understanding variations in health care need across different population groups. Since the LLTI indicator has been used as a proxy for health care need (Vallejo-Torres et al., 2009), it is interesting to understand whether care needs of different ethnic groups are stable across different places. Our findings are in line with work by Finney et al. (2014) and confirm that knowledge on patterns and determinants of local ethnic health gaps remains insufficient. Overall, disaggregation of ethnicities reveals more variation than would arise purely out of the combination of local age characteristics and chance. Our finding is also consistent with previous investigations by Shouls et al. (1996b,a) relying on factor analysis to classify LADs with respect to known area-level aggregate health estimates. Our analysis of spatial autocorrelation patterns confirms that even when accounting for other common population health measurements such as rates of hospitalisation and mortality, which we assume capture important unobserved risk factors, the significant
remaining between-area heterogeneity still exhibits strong, almost unaffected spatial patterns in a way that is specific to each ethnic group. This is a sign of very different health needs and has been identified as an important area of current research (Nazroo, 2014).

We can draw implications for predictive modelling. In addition to measuring disparities in health needs which are not already contained in mortality and hospitalisation statistics, the distinct spatial pattern of overdispersion in the final model confirms the importance of reviewing assumptions on random effects in multilevel health models. While the assumption of spatially independent residuals may be sufficient in many descriptive epidemiology studies, it introduces risks of substantial variation and clustering in the quality of small area prediction across space, especially in the presence of underpowered sample data. This has seldom been raised as a validity issue with disease prevalence prediction models (Scarborough et al., 2009) though the importance of testing for the existence of significant between-area heterogeneity was noted by Datta et al. (2011).

This paper gives a practical illustration of the implications of assuming independence of random effects across areas. In our results, the degree to which the fixed part of the model underestimates or overestimates odds of LLTI is highly dependent on error in neighbouring areas. It implies that, in the absence of sufficient individual-level auxiliary data (e.g. from a census) or area-level predictors (e.g. statistics on health utilisation, social or occupational characteristics), there is a greater need to explicitly model these spatial structures not just using covariate adjustments, but also incorporating spatial information explicitly into regression models. The literature has identified several routes for doing so (Dale and Fortin, 2014). A common stochastic approach is the use of spatial or conditional autocorrelation functions, by introducing spatial matrices into the model’s covariance structure (Besag, 1974). A competing approach is the use of spatial trend surfaces (polynomial functions of the geographic coordinates, Adams and White, 2006, or Euclidean distance matrix eigenvalues (Borcard and Legendre, 2002; Legendre and Fortin, 2010; Voutilainen and Sherwood, 2015) as regressors in a standard generalised linear model.

All these techniques presuppose that the structure underpinning spatial processes in the data is well understood. In addition to reviewing existing structures defined around both adjacency and proximity (k-nearest method), the purpose of this paper was to test the relevance of an alternative definition of spatial structure based on residential migration. Levels of autocorrelation reached with this method indicate that while it is not the best fitting method for LLTI, it does capture a non-negligible spatial interaction.
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Incorporating spatial information explicitly into regression models requires good prior knowledge regarding the study outcome. The main benefit of using a large population source, such as the census in this paper, is to be able to conduct additional tests on local levels of autocorrelation. In our case, substantial local clusters were apparent in the residuals for the Asian model, suggesting that the range of covariates used was particularly inappropriate to predict local odds, even once global autocorrelation was taken into account. This constitutes further evidence of the need to better understand the spatial structure of chronic conditions.

Our study indicates that SAE remains a data intensive task. It remains difficult to predict LLTI with simple models without introducing socioeconomic information on local populations from a source such as the census (Darlington et al., 2015). Looking at between-area heterogeneity (Figure 6.1), it is apparent that geographical inequalities remain which prove difficult to predict. With these models, about 46.8 percent of LADs require an adjustment of the fixed part of the model by at least ±10 percent for White populations while 15.8 percent require an adjustment of at least ±20 percent in order to reach the actual odds of LLTI. The latter figure is of 9.5 percent for Mixed ethnic groups, 15.8 percent for Other ethnic groups, 33.6 percent for Black populations and as high as 40.2 percent for Asian populations. A reasonably large sample of data is required for every area of interest in order to reach a precise predictor of random parameters $u$. This has implications for power calculations to obtain good quality empirical best predictors in presence of such residual variability. Moreover there are also questions around the properties of synthetic estimators, which only make use of the fixed part of the prevalence model, in situations where the between area residual variance $\sigma^2$ is not negligible. Such estimators currently underpin the majority of UK disease prevalence models. These issues point to the importance of tests for heterogeneity recently examined by Datta et al. (2011) and Molina et al. (2015).

While models can help produce estimates for small populations, hypothesis testing can prove limiting. The range of possible small area model specifications is virtually limitless. Shortcomings are likely to arise especially in cases where models demonstrate similar levels of unexplained variance and spatial clustering in their random part. This highlights the importance of large-scales studies such as censuses in providing reliable auxiliary information for small groups.
Figure 6.1 | Model (M2): Q–Q plots of area residuals against a normal distribution and maps of transformed residuals \( e^{\mu_d} \) (odds ratio scale)

a) WHITE

b) MIXED

c) ASIAN
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d) BLACK

Plots: Residuals of model (M2) are compared to a theoretical normal distribution with the same mean and standard deviation to assess normality.

Choropleths: Model residuals are converted on the odds ratio scale using the exponential function to map heterogeneity in odds of LLTI across areas once differences in covariates are taken into account. Shades of red (blue) signal areas where the prevalence of LLTI is higher (lower) than expected given local age characteristics, area classification and rates of emergency hospitalisations.
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Figure 6.2 | Model (M2): Maps of LISA with significant clusters (asterisks) and Moran scatterplots of area residuals
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d) ASIAN

![Map of ASIAN residuals](image)

![Moran Scatterplot of ASIAN residuals](image)

Moran scatterplots Global spatial clustering of LLTI is represented graphically as the relationship between area residuals (on the logit scale) and the spatially lagged area residuals. Some neighbourhoods exhibit higher-than-average clustering and appear above the line of best fit. Significant clusters are marked with a red dot.

Choropleths: Shades of yellow indicate areas with a high LISA, while shades of blue indicate areas with a low LISA. Statistically significantly higher-than-average LISAs are marked with an asterisk (*) and indicate presence of a statistically significant spatial cluster at the 95 per cent confidence level.

e) OTHER

![Map of OTHER residuals](image)

![Moran Scatterplot of OTHER residuals](image)
6.5 Conclusion

The key contributions of this paper relate to (i) new descriptions of the spatial structure in LLTI both in terms of dispersion and autocorrelation and (ii) implications for predictive modelling and SAE.

With regard to the first point, we present greater disaggregation than previous investigations in this area (Lloyd, 2015; Shouls et al., 1996b,a) and emphasise the importance of ethnicity and alternative conceptualisations of ‘spatial structure’. We provide a systematic analysis of best-fitting spatial structures and give an applied example of a new method to build adjacency matrices using migration data. Further research could examine the predictive power of disaggregating migration interaction according to demographic characteristics (age and ethnicity being strong determinants in spatial terms). It would also be worth considering spatial interaction beyond the notion of symmetry, by examining hypotheses where A being a ‘neighbour’ of B does not imply the reciprocal. Alternative approaches have proposed treating spatial weights as random parameters to be estimated rather than as fixed data (Lee and Mitchell, 2013). This may reduce subjectivity in model specification, arguably at a certain computational and precision cost.

Our second contribution concerns the applied relevance of the paper to concerns related to predictive modelling, particularly around planning efficient SAE strategies. In the UK, there is sustained interest in information for small geographical areas (ONS, 2015a), in a context where local population health surveys have almost entirely disappeared due to rising fieldwork costs and falling nonresponse (Mccluskey and Topping, 2009). Persistent, and often widening health inequalities are a concern internationally (Mackenbach, 2003; France. Haut Conseil de la Santé Publique, 2009; Bleich et al., 2012), with improvements in small area public health monitoring among major policy recommendations to tackle such problems (on Social Determinants of Health, 2008).

Subnational monitoring of morbidity levels raises particular statistical challenges. Our results show that geographical variability in the odds of LLTI are greater than expected not only from sampling error and differences in local populations’ age distributions, but also in relation to levels of mortality and healthcare utilisation. Odds of LLTI also exhibit a larger between-area variance for ethnic minorities compared to White populations.

From a methodological viewpoint, we acknowledge limitations commonly encountered in disease mapping. In addition to data limitations themselves (insufficient disaggregation of age bands, quality issues usually expected from hospital data), this
research relies on complex models. Only taking into account main fixed effects of model \( M2 \), the number of candidate models is \( 2^{12} \). When taking into account the different types of hospital and mortality covariates, the number of possibilities rises to millions. Specifications with complex random effects and spatial autocorrelation structures could in addition be considered, raising this number even higher. Overall, this concern, well-identified in predictive modelling (Austin and Tu, 2004; Greenland, 1989; Twigg et al., 2000), represents a challenge in transparency and reproducibility of public health information.

Overall, our results emphasise the importance of detailed contextual information on population characteristics and spatial structures in the production of working models that can be trusted to hold for the whole population. Modelling techniques can be applied which make use of the spatial clustering illustrated in this paper to improve prediction. Yet, like empirical prediction, these require access to good-quality survey data with individual geographical identifiers (for instance postcode sectors) for all of the targeted small areas. In the future, geographic masking (Zandbergen, 2014) may offer safer alternatives in situations where geographical identifiers are too disclosive to be released. This study also highlights the importance of local health care statistics to improve the predictive capability of models. Further disaggregation of these data sources by ethnic group and groups of medical conditions at the local level is likely to help improve future disease prevalence models.
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Bayesian Sample Size Determination for Planning Hierarchical Bayes Small Area Estimates
Abstract

This paper devises a fully Bayesian sample size determination method for hierarchical model-based small area estimation with a decision risk approach. A new loss function specified around a desired maximum posterior variance target implements conventional official statistics criteria of estimator reliability (coefficient of variation of up to 20 per cent). This approach comes with an efficient binary search algorithm identifying the minimum effective sample size needed to produce small area estimates under this threshold constraint. Traditional survey sampling design tools can then be used to plan appropriate data collection using the resulting effective sample size target. This approach is illustrated in a case study on small area prevalence of life limiting health problems for 6 age groups across 1,956 small areas in Northern England, using the recently developed Integrated Nested Laplace Approximation method for spatial generalised linear mixed hierarchical models.

Keywords: Sample size determination, small area estimation, disease prevalence models, hierarchical Bayes, Integrated Nested Laplace Approximation, official statistics, national statistics.
7.1 Introduction

When small area estimates from survey samples are imprecise, model-based estimation is often used to borrow strength and produce more efficient estimators. HB prediction, in particular, has been shown to yield good results and make efficient use of available survey samples (Ghosh and Rao, 1994). When it comes to applying this method to real world problems, an important question faced by practitioners is how to determine the sample size needed to produce estimates achieving a desired precision, generally expressed as a target standard error or RSE. Although some analytical solutions have been proposed in the model-assisted literature, this problem has remained relatively unexamined in model-dependent SAE.

This paper is organised as follows: in section 7.2, we briefly review existing work on Bayesian SSD for clinical trials and other investigations, and draw implications for planning model-based SAE studies. Section 7.3 describes a model-based simulation procedure to determine effective sample size (ESS) requirements under a maximum relative posterior variance constraint. This approach is applied in section 7.4 using 2011 UK census data on chronic health and a spatial hierarchical generalised linear mixed model. A design-based simulation study confirms both (a) the validity of solution produced by the SSD and (b) efficiency savings achieved over traditional survey sampling direct estimation. Results are presented in section 7.5 and inform a discussion of the influence of Bayesian priors and applicability to more complex sampling designs in section 7.6.

7.2 Review of SSD for hierarchical models

In the frequentist approach, target sample sizes are usually determined by reference to the sampling distribution of the target parameter under a given survey sampling plan. With complex model-assisted or model-dependent statistical designs, this sampling distribution is typically unknown. This is particularly the case when a study examines a model parameter under a multivariate statistical model, for instance relative risks in a survival model with covariate confounding.
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Amongst those complex statistical designs are two-stage hierarchical models commonly needed to estimate some kind of effect in multicentre randomised controlled trials or in multilevel observational studies (e.g. studies of educational attainment across classes and schools). This effect can be a treatment effect, a regression coefficient or some other cluster-specific characteristic. We distinguish between two categories of studies based on their inferential motivation:

1. studies aiming to detect a global effect with a predefined statistical power;
2. studies aiming to produce an estimate of the effect size within each centre/cluster with a predefined precision.

7.2.1 SSD for detection

In category (1), success is defined as collecting a sufficient number of observations across a sufficient number of centres or clusters so that the target statistical power is achieved in the model of interest. Achieving the target statistical power allows study investigators to reject a null hypothesis if the size of the treatment effect exceeds a clinically meaningful threshold set at the design stage. In observational study designs, examples are varied which optimise, for instance, the number of clusters and the number of units within clusters. Several software applications now exist across the educational, behavioural and wider multilevel literature (Snijders, 2005; Cools et al., 2008; Browne et al., 2009; Zhang and Wang, 2009). In interventional research, including clinical trials, some design problems have closed-form solutions (Raudenbush, 1997), while others are more complex and require computer-intensive Monte Carlo experiments to reach a solution. Joseph et al. (1995) proposed algorithms relying on a binary sample size search between 0 and the frequentist binomial sample size requirement to optimise the SSD solution at a reasonable computational cost. The adequate sample size is determined as the smallest sample size meeting the chosen constraints.

7.2.2 SSD for prediction

The present paper is concerned with studies belonging to category (2), in which success is defined as collecting a sufficient number of observations to estimate the treatment effect with a predefined precision within each centre or cluster. Unlike the first category of designs, research on SSD for a vector parameter of interest resulting from a working model (rather that a simple scalar) is not as developed. Design methodology has mostly been considered from the angle of observational studies, particularly clinical quality audits. Normand and Zou (2002) explored in
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A series of simulation studies the effect of the number of clusters as well as of the sample size on the efficiency of audits under beta-binomial hierarchical models borrowing strength and adjusting for confounders. Zou and Normand (2001) and Zou et al. (2003) proposed an SSD algorithm applicable to three-stage models in order to identify optimal designs for hospital benchmarking clinical audits. Their design criterion is an upper bound for the average width of posterior intervals over all study centres. Their method involves a grid search of the minimum target sample size (a sample size sweep in a predetermined sequence of candidate values). It is implemented with Monte Carlo simulation using the prespecified model, in turn: sampling from the model priors; simulating a realisation from the model; predicting the corresponding parameter; and computing the level of compliance with the target posterior interval width. Bayesian decision theory and Monte Carlo solutions of this kind are attracting growing interest for complex SSD problems in hierarchical designs for medical studies. Another area of application of Bayesian SSD techniques is the design of spatial point patterns data collection. Diggle and RaphAltern (2006) have examined the design of spatial sampling strategies with simple models, and conclude that sampling simulations are inevitable, albeit computationally burdensome. The authors nevertheless recognise that new model estimation methods are likely to reduce this burden.

7.2.3 SSD for small area studies

To the best of our knowledge, SSD techniques have seldom been applied to plan model-based SAE studies, that is when a single working model is used to compute one or more predictors within each small area in a given study population. Empirical or hierarchical Bayes prediction is required for each of those small areas. Although simulation studies are ubiquitous in the SAE literature, they have been used either to illustrate efficiency gains obtained from more complex modelling designs (Jonker et al., 2013a; Porter et al., 2015c; Ross and Wakefield, 2015), or to validate a small area model against historical data (Barker and Thompson, 2013). Closed-form SSD solutions are only available for the simplest models: see Molefe (2011) in the model-assisted literature, and Raudenbush (1997) who looks at implications on SSD of introducing a model covariate. The availability of SSD methods for real-world statistical needs is yet particularly essential with model-based estimation since precision depends not just on the type of predictor selected, but on covariates and random components included in the model (Rao and Choudhry, 2011; Rotondi and Donner, 2009). This is in part because the MSE of predictors depends not solely
on a known sampling distribution, but also on a working model incorporating predictive structure. No such methods are available for emerging developments such as spatial smoothing models (Pratesi and Salvati, 2008; Gomez-Rubio et al., 2010), or small area models borrowing strength from time (You and Zhou, 2011), age or cohort effects (Congdon, 2006c).

### 7.2.4 Prerequisites of SSD

SSD presupposes (1) design constraints in the form of a set of criteria against which to optimise sample design; and (2) prior information on the population of study.

The implementation of design constraints is straightforward in closed-form frequentist solutions which focus on estimator variance targets. In fully Bayesian SSD, design criteria are often treated as a decision rule determined by a loss function (Adcock, 1988, 1997). A typical decision rule for studies preoccupied with hypothesis testing is based on a function of statistical power (opposite of the false negative rate) and significance level (opposite of the false positive error rate), as illustrated by Sahu and Smith (2006). Yet other rules have been proposed for detection studies; Joseph et al. (1995) considered three such design objectives: achieving a desired average coverage probability for highest posterior density intervals; satisfying a maximum average length for those intervals; and a combination of the two constraints. As for studies interested in prediction, decision rules have in majority been specified in relation to the width of interval estimates; see for instance Joseph et al. (1995) and Zou and Normand (2001). These overlap conventional government survey design criteria defined in terms of precision, either based on an estimator’s margin of error or RSE. For instance the 2000/01 English Local boost of the LFS was designed with a frequentist approach to ensure an acceptable precision, defined as a maximum RSE of 20 per cent for design-based estimators of economic activity headcounts of 6,000 districts (Hastings, 2002, p. 40). A model-based equivalent is the relative root MSE, while a fully Bayesian equivalent would be to consider a function of the relative posterior variance, for instance the number of districts which fail to meet a maximum relative posterior variance threshold.

The second prerequisite of SSD, namely prior information around the parameter of interest, is treated very differently in the frequentist and the Bayesian apparatus (Adcock, 1997). In the frequentist paradigm, SSD is entirely determined by the sampling distribution of the study target parameter, which itself depends on its population variance, which is typically unknown. In the absence of knowledge
regarding the population variance of the study parameter, the standard frequentist approach to SSD involves plugging an assumed value for this variance in a closed formula. The outcome is therefore entirely dependent on how conservative this assumption is and it is often necessary to overestimate the population variance. In contrast, fully Bayesian SSD does not handle unknown parameters using a plug-in method but instead using explicit priors and hyperpriors (Adcock, 1997). The literature contains a variety of examples. When determining a sample size for a binomial proportion, Joseph et al. (1995) and Zou and Normand (2001) set the scale and rate (hyperparameters) of the beta distribution (prior) believed to determine an overdispersed binomial distribution of interest. In biomedical research, such hyperpriors are generally elicited from pilot data, previous studies and subjective expert opinion (Spiegelhalter and Freedman, 1986).

At the first glance, particularly when relying on pilot or historical data to form a prior, it seems intuitive to use a single prior for both the design and the analysis. In other words, the set of priors used to simulate prediction under various sample size scenarios is also incorporated in the working model. Yet Spiegelhalter and Freedman (1986) and Sahu and Smith (2006) have argued in favour of separating design and fitting priors on scientific grounds. Regulations on biomedical trials sometimes impose that the data are analysed under a state of pre-experimental knowledge, that is without incorporating knowledge from data produced in previous studies. Although such historical data can be valuable in optimising SSD, it is not necessarily desirable to introduce them in the analysis itself as this can be left to subsequent meta-analytic studies. Similar constraints may exist in official statistics, where the reliance on informative priors is sometimes subject to objections (Fienberg, 2011). When the only available source of prior knowledge is historical data, there may be reasons to restrict its use to SSD. This provides further assurance in the solution of SSD while determining sample requirements to produce a sufficiently precise estimate without having to pool data from previous statistical bulletins. This is by no mean the only way to proceed, but it is sometimes desirable to treat the elicitation of design priors and fitting priors separately.

On the one hand, design priors retain a strong influence on the outcome of any SSD procedure and its success. Particular attention has been given to robust prior elicitation—that is priors that do not convey excessive confidence compared to the existing knowledge, and which are flexible enough to offer protection against misspecified models. With regard to SAE, priors can be elicited from previous survey waves or pilots: routine government survey data are typically abundant. In principle, the most simple type of design prior can consist of hyperparameters of
random components since they determine the level of shrinkage in HB prediction and, by way of consequence, posterior variance. Such hyperpriors can be elicited from appropriate marginal posteriors obtained from the combination of pilot data with a vague uninformative prior (which can be the fitting prior). Due consideration must be given to how much belief can be placed into the stability of these parameters across years or across surveys, and it may be necessary to apply a small discount to their influence (see De Santis 2007).

On the other hand, fitting priors can be everything between vague and informative. The use of uninformative hyperpriors for random components is not always an option as it often leads to difficulties in estimating models. Both Markov chains Monte Carlo and integrated nested Laplace approximation (INLA) encounter numerical difficulties with complex models, especially with spatial models. Fong et al. (2010) suggest specifying weakly informative priors for Gaussian random effects by using the log Student $t$ distribution (with one or two degrees of freedom) and predefined lower and upper bounds for the range of 95 per cent of realisations. Hyperpriors can then be deduced in the form of the scale and rate of a Gamma distribution. More recently, Simpson et al. (2015) have addressed more complex models with a combination of random effects and proposed a weakly informative ‘penalised complexity prior’ based on some belief of the scale of random effect (standard deviation).

### 7.3 Model-based SSD

We consider the estimation of a small area characteristic (e.g. economic status, illness, income, marital status) under a given working model $M$. Let the population $U$ be partitioned into small areas $d = \{1, \ldots, D\}$. $N = \{N_1, \ldots, N_D\}$ and $Y = \{Y_1, \ldots, Y_D\}$ respectively denote the population size in area $d$ and the characteristic total in area $d$: this can be the area headcount of individuals with the given characteristic, or the area total (such as total income). We are interested in estimating population means $\bar{Y}_d = Y_d/N_d$ using

- hierarchical working model $M$, to produce an HB predictor of $\bar{Y}_d$ notated $\theta_d$;
- data from auxiliary covariates $X$ available for the entire population;
- a sample survey $s$ to be designed.

We seek to determine $f$, the effective sampling fraction for $s$, using Bayesian SSD under some design constraints. We remark that area-specific ESSs $n_d$ are such that $n_d \sim \text{Binomial}(N_d, f)$.
7.3. Model-based SSD

7.3.1 Sample size criteria and Bayes decision rule

A conventional frequentist criterion of statistical reliability in official statistics is the RSE or CV. A possible Bayesian equivalent is the relative posterior variance of the HB predictor $\theta_d$. Tabular cells of estimates with a relative posterior variance in excess of 20 per cent are to be suppressed from statistical publications. It is desirable that the overall rate of cell suppression remains low, for example below a threshold $g = 0.01$. We implement this requirement through a simple design loss function: the proportion of cell suppression in the dataset weighted by the population headcount of those cells. The total loss $\ell(f \mid \ldots)$ can be thought of as the total headcount of populations eligible to a reliable estimate, whose estimates have to suppressed due to reliability concerns. The weighting introduces a form of trade-off, which prioritises reliable estimates for large populations while being more tolerant of the risk of cell suppression for the smallest cross-classifications, which are inevitably the most demanding in terms of data collection.

\[
\ell(f \mid M, \pi(\tau_y), \pi(\tau_v), \ldots) = N^{-1} \sum_d [N_d \ I(\text{RSE}(\theta_d) > 0.2)]
\]

(7.1)

In this expression, $I(\cdot)$ is the indicator function. The overall loss is an intractable function of the sampling fraction $f$ and is conditional on both the working model $M$ and the set of design and fitting priors $\pi(\cdot)$. Though $\ell$ has no obvious closed-form expression, it is reasonable to take the premise that it is a monotonically decreasing function of $n$ (for a discussion of the design consistency of HB prediction, see Lahiri and Mukherjee 2007). This facilitates the evaluation of integral
\[
\int \ell(f \mid \ldots) \ df \text{ over a reasonable interval of sampling fractions } [a, b].
\]

Many more specifications can be considered for the loss. $\ell$ can be defined with respect to the width of prediction intervals such as highest posterior density intervals rather than RSE. It can also be restricted to a subset of domains $d$ in the event that quality standards set by statutory or funding requirements do not apply to all domains $d$.

Depending on design constraints and costs, it is possible to envisage more sophisticated loss functions inspired from optimal sample design or the ‘value of information’ approach. In particular, it is conceivable to attribute a price to cell suppressions or to penalised $\ell$ by a marginal cost function of increasing the sampling fraction. These constitute options for more holistic decision rule and lead to an optimum between cost saving and exhaustive publication. Provided that such refinements strictly depend on $f$ and posterior means or variances, they add no further
dimension to the SSD equation, and the approach described in this paper should remain entirely applicable.

**Figure 7.1** | Graphical illustration of the binary algorithm

### 7.3.2 Sample size minimisation

Simulating the relative posterior variance for all possible sample sizes until the minimum quality standard is attained following a sweep approach is computationally cumbersome. We instead opt for a binary search algorithm (see Figure 7.1 and Algorithm 2) to minimise $\ell(f)$. By progressing iteratively towards the solution with steps of decreasing sizes, we considerably reduce the number of simulations. The algorithm starts with $f_1$, the midpoint of the interval $[a, b]$, and evaluates $\ell(f_1)$ over many replications of the sampling and model estimation process. This process is then replicated on interval $[a, f_1]$ if $\ell(f_1)$ can be trusted to fall below the maximum tolerated suppression setting $\xi$ or $[f_1, b]$ in the opposite case—that is, if more than $\xi$ per cent of sampling simulations return a strictly positive value for $\ell(f_1)$. The interval of possible solutions $f_k$ is therefore halved repeatedly until the interval width is small enough to be used; this is determined by a tolerance setting $h$. The upper bound of the final interval is the target ESS solution. The algorithm can be restarted on the final interval to reach an even narrower $h$. By construct, the number of iterations required to complete the algorithm is the smallest integer $k_{\text{max}}$ such that $k_{\text{max}} > (2h)^{-1}(b-a)$. 
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It is worth emphasising that this procedure relies on \(\ell\) being a monotonous (not strictly) decreasing function of sampling fraction \(f\). The algorithm progression is mainly determined by a risk setting \(\gamma\), the probability that cell suppression will exceed \(\xi\) for any given \(f_k\). The number of simulations \(L\) ordered for each sampling fraction \(f_k\) should be set in relation to \(\gamma\); we suggest that the order of magnitude of \(L\) should always be at least equal to the order of magnitude of \(\gamma^{-1}\).

\begin{algorithm}
\begin{algorithmic}[1]
\State \textbf{Input:} \(s_0, \pi(\theta_d | s_0), f_a, f_b, \ell(f_a), \ell(f_b), h, \xi, L, \gamma\)
\State \(k \leftarrow 0; l \leftarrow 0;\)
\Repeat
\State \(k \leftarrow k + 1;\)
\Repeat
\State \(l \leftarrow l + 1;\)
\State sample \(\theta^*_d\) from prior \(\pi(\theta_d | s_0);\)
\State simulate \(n^*_{dl}\) \(\sim\) Binomial\((N_d, f_k);\)
\State simulate \(n^*_{dl}\) realisations \(\tilde{y}^*_{dl}\) from the likelihood of \(\theta^*_d;\)
\State fit model \(M^*_l\) on data \(\tilde{y}^*_{dl};\)
\State estimate posterior density \(\pi(\theta^*_d | \tilde{y}^*_{dl}, M^*);\)
\State compute relative posterior variances \(\text{RSE}(\theta^*_d);\)
\Until \(l = L;\)
\State \(\ell(f_k) = N^{-1} \sum_{d=1}^D \left( N_d I \left[ \text{RSE}(\theta^*_d) > 0.2 \right] \right);\)
\If{\(\Pr(\ell(f_k) \leq \xi) < \gamma\)}
\State \(f_b \leftarrow f_k\)
\Else
\State \(f_a \leftarrow f_k\)
\EndIf
\Until \(f_b - f_a < h;\)
\State \textbf{return} \(f_a, f_b, \ell(a), \ell(b)\)
\end{algorithmic}
\end{algorithm}

Algorithm 2 | Binary SSD algorithm

7.4 Case study

7.4.1 Context

The approach described in section 7.3 is illustrated on a typical tabular ONS census output. This case study examines sample size requirements and efficiency gains under small area models predicting the age-specific prevalence of LLTI across small areas in Northern England. The UK government having announced its goal to discontinue full population enumeration through traditional decennial censuses
(Maude, 2014), it is expected that small area population health characteristics will in the future have to be estimated using sample surveys and administrative sources. The aim of the present case study is twofold: (i) to apply the SSD procedure set out in section 7.3.2 to reproduce 2011 census health outputs under conventional UK standards of statistical reliability; (ii) to assess efficiency gained from incorporating more advanced hierarchical prior structures into small area models (borrowing strength from neighbouring areas and age groups).

Future census quality standards published by the ONS (2014b, p. 44) demand a maximum RSE of 20 per cent for population headcounts representing at least 3 per cent of an MSOA’s population. Assuming an average resident population of 8,000 across MSOAs, this criterion is equivalent to a margin of error of up to ±94 for a headcount of 240 persons. MSOA zones were originally designed to ensure lower and upper population limits of 5,700 to 11,100 usual residents. By 2014, 10 per cent of these zones no longer met such limits (ONS, 2015b). As a consequence, the future ONS census quality standards in effect require a much smaller margin of error for the smallest MSOAs.

### 7.4.2 Design constraints on a tabular output

The case study population $U$ is partitioned into MSOAs $d = \{1, \ldots, D\}$ and age groups $j = \{1, \ldots, J\}$. $N = \{N_{11}, \ldots, N_{JD}\}$ and $Y = \{Y_{11}, \ldots, Y_{JD}\}$ respectively denote headcounts of members of private households of age group $i$ residing in area $d$ and the corresponding number of individuals reporting an LLTI. We are interested in the LLTI prevalence proportions $p_{jd} = Y_{jd}/N_{jd}$. Table 7.1 illustrates the typical tabular census output corresponding to this data.
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In the present case study, the ONS’s census quality threshold is applied to tabular cells $Y_{jd}$ (headcounts of individuals reporting an LLTI) but not to cells $N_{jd} - Y_{jd}$ (headcounts of individuals reporting no LLTI). Although the ONS quality standard would normally apply to these cells as well, we consider that most public health statistics producers would only publish prevalence or disease headcounts estimates, not estimates of disease-free headcounts. For simplicity, we neither predict nor test the precision of LLTI-free cells. Furthermore, we set the tolerable cell suppression rate to $\xi = 0$. Because we aim for no suppression at all, there are no longer any benefits in weighting the loss function (7.1) by the underlying population sizes, as discussed in section 7.3.1. In those conditions, we substitute the loss function used at line 12 of Algorithm 2 with the simpler crude proportion of suppression below:

$$\ell(f_k) \leftarrow \sum_{j=1}^{J} \sum_{d=1}^{D} \left( I \left[ \text{RSE}_{jd} > 0.2 \right] \right)$$ (7.2)

Since the quality threshold does not apply to all cross-classifications, the above loss $\ell$ is only computed over cross-classifications $jd$ such that $Y_{jd}/N_d \geq 0.03$. Because $Y_{jd}$ is in reality unknown, we compute the estimated loss $\hat{\ell}$ over cross-classifications $jd$ such that $\theta_{jd}/N_d \geq 0.03$. We nevertheless report both the true and the estimated loss in results in order to assess any potential divergence in the algorithm’s progression.

Using data from the 2011 UK census table LC3101EWLS (ONS, 2013c), 18 age groups were collapsed in order to bring $Y_{jd}/N_d$ to an average level close to 3 per cent or more. With $D = 1,956$ and setting $J = 6$, we have a total $JD = 11,736$ cells, 49 per cent of which are eligible for the quality standard of a 20 per cent RSE. Distributional characteristics of prevalence proportions are plotted in Figure 7.2. Other settings are configured at $f_a = 0.01$, $f_b = 0.04$, $h = 0.01$ and $L = 100$. The acceptable risk of exceeding the tolerable rate of suppression $\xi$ is set to $\gamma = 0.01$.

### 7.4.3 Model specification

We consider the below working model (7.3). Sample counts $y_{jd}$ are treated as the realisation of a binomial distribution with sample size $n_{jd}$ and success parameter $p_{jd} = \logit^{-1}(\theta_{jd})$.

$$y_{jd} \sim \text{Binomial} \left( p_{jd}, n_{jd} \right)$$

$$\logit \left( p_{jd} \right) \equiv \theta_{jd} = B_j^{(1)} + X_d B_j^{(2)} + \nu_d + \nu_{jd}$$ (7.3)
Figure 7.2 | Q–Q plots of age-specific prevalences of LLTI against normal and Student’s $t$ distributions (MSOA-level)

where $\beta^{(1)}$ is an $i$-dimensional vector of age contrasts (with $\beta_1^{(1)} = 0$ for identifiability); $\mathbf{X}$ a matrix of area-level scaled covariates; $\beta^{(2)}$ is a matrix of coefficients controlling the effect of one standard deviation in the covariates on area-level log-odds of LLTI; a structured ICAR area random effect $\nu_d$; an unstructured (exchangeable) area by age random effect $\nu_{jd}$.

Covariates in $\mathbf{X}$ are informed by previous model building work (see chapters 5 and 6) and extracted from public sources; namely: the MSOA- and district-level ISAR (Public Health England, 2014b); the 2015 Income Deprivation Affecting Children Index (proportion of all children aged 0–15 years living in income-deprived families based on tax and benefit departmental database, Public Health England, 2016); the MSOA mean price of residential property sales in 2011 (ONS, 2016c); 2011 mortality ratios indirectly standardised by sex and age (ONS, 2013i); and the 2011 MSOA Rural Urban Classification consisting of five contrasts (ONS, 2016e). No age-specific area covariates were available, which reduces the predictive capabilities of the model. Figure A.1 (see appendix, p. 266) shows the association and coefficient of determination of the MSOA-level prevalence of LLTI with ISARs for
different demographic subgroups. These plots show that despite a strong association with crude LLTI prevalence, association with age-specific prevalence is weaker.

The structured ICAR area effect $\nu_d$ is included to model the shared spatial surface in disease prevalence as first introduced by Besag (1974) under a sum-to-zero constraint for identifiability: $\sum_{d=1}^{D} \nu_d = 0$. Every structured area effect $\nu_d$ is dependent on other area structured effects $\nu_{d'} = \{\nu_j, j \neq d\}$ under the following conditional distribution:

$$
\nu_d \mid \nu_{[d]} \sim \text{Normal} \left( \sum_{d \neq j} \frac{w_{dj} \nu_j}{w_{dj}}, \frac{1}{\tau \sum_{d}[w_{dj}]} \right)
$$

(7.4)

where spatial weights $w$ are taken from the spatial dependence matrix $R_{\nu}^{-1}$ defined as a $D \times D$-dimensional contiguity matrix (Queen’s method) as below:

$$
w_{ij} = \begin{cases} 
1 & i = j \\
1 & i, j \text{ are neighbours} \\
0 & \text{otherwise}
\end{cases}
$$

(7.5)

corresponding with the below joint prior density:

$$
\pi(\nu \mid \tau_{\nu}) \propto \exp \left( -\frac{\tau_{\nu}}{2} \nu' R_{\nu} \nu \right)
$$

(7.6)

$\nu$ has a basic normal exchangeable prior centred around zero with a unique precision $\tau_{\nu}$. The sum of $\nu$ and $\nu$ forms the widely used convolution prior (Besag et al., 1991). A discrete mixture of normal exchangeable effects with unequal variances was considered to take into account evidence of heteroskedasticity across age groups. This has not led to substantial improvement and has thus been abandoned.

Models are estimated using INLA (Rue et al., 2009), given the substantial computational gains over Markov Chains Monte Carlo. Simulation results for generalised linear mixed models (Carroll et al., 2015; Grilli et al., 2014) have shown that posterior distributions obtained are virtually perfectly aligned to posteriors obtained with Markov Chains Monte Carlo sampling. Estimation is implemented using software packages INLA v 1.698, R 3.2.1, and package R-INLA (Martins et al., 2013; R Core Team, 2014) on high performance computer IRIDIS 4, using 16-core nodes, each equipped with 2.6 GHz CPUs and 4 GB RAM.
7.4.4 Study and fitting priors

The fitting prior can be formed based on the accumulation of modelling experience on the outcome of interest, particularly around the scale of random effects. It can be difficult to anticipate the magnitude of residual between-area heterogeneity once covariates are used, but the accumulation of evidence over time can guide priors around the magnitude of area random effects expressed as log-odds. We specify inverse Gamma priors for these effects on the basis of previous evidence that once covariates are introduced, their variance is likely to be near 0.1, and that half of this between-area heterogeneity is likely to be spatially structured. Following this, we place equal weight on structured and unstructured effect. To achieve a sum variance of 0.1, we need a mean hyperprior precision of 5 for each area effect. Based on plots we also decide that the variance of this hyperprior should be ten times the mean to avoid dominating the data. This leads to hyperpriors $\Gamma(0.5,0.1)$ being placed on each of the inverse variance of area effects or $\Gamma(1,0.1)$ when only unstructured effects are used (see Figure 7.3).

In contrast, design priors are obtained from the marginal posterior density of $\theta$ obtained from fitting $\mathcal{M}$ on a simulated pilot sample $s_0$ with sampling fraction $f = 0.01$. Where prior knowledge expressed in fitting priors is very informative, the sampling fraction can be relatively small and still produce relatively narrow design priors.
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### Table 7.2 | Description of design-based simulation scenarios

<table>
<thead>
<tr>
<th>Scenario</th>
<th>Estimation method</th>
<th>Model structure for predictor $\theta_{jd}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>Direct estimation</td>
<td>$-$</td>
</tr>
<tr>
<td>S2</td>
<td>HB – no covariate</td>
<td>$\beta_j^{(1)} + \phi_{jd}$</td>
</tr>
<tr>
<td>S3</td>
<td>HB – covariate</td>
<td>$\beta_j^{(1)} + X_d \beta_d^{(2)} + \phi_{jd}$</td>
</tr>
<tr>
<td>S4</td>
<td>HB – covariate + spatial structure</td>
<td>$\beta_j^{(1)} + X_d \beta_d^{(2)} + u_d + \phi_{jd}$</td>
</tr>
</tbody>
</table>

Note: HB: Hierarchical Bayes; MSOA: Middle Layer Super Output Area.

#### 7.4.5 Design-based simulation

A second series of simulations is carried out with a design-based procedure: samples are taken directly from the census tables using a multinomial law. Unlike with the model-based simulation, results no longer assume that the models are true. Doing so makes it possible to verify the validity of the sample size obtained under the previously described model-based SSD procedure. We also take the opportunity to estimate the relative efficiency in a series of scenarios of ascending complexity, from the simple design-based estimator to an HB predictor borrowing strength from a covariate and an explicit spatial covariance structure. These scenarios notated S1 to S4 are summarised in Table 7.2. To this end, we simulate sampling and estimating each one and compare it with the true population value.

One hundred simple random samples $s_b$ are drawn from $U$ with simulated sizes $n_{jdb} \sim \text{Binomial}(N_{jdb}, f)$ where $f$ is set by the experiment, with no guarantee that all $n_{jdb} > 0$. We simulate sample headcounts such that:

$$y_{jdb} \sim \text{Binomial}(n_{jdb}, N_{jdb}^{-1} Y_{jdb}) \quad (7.7)$$

Samples $s_b$ are used to produce model-based estimates $\hat{Y}_{jdb}$ of prevalence $\bar{Y}_{jdb} = Y_{jdb}/N_{jdb}$ of LLTI every area making up the population as a function of characteristics of this population.

To reduce the computational burden of this simulation study, we only estimate relative efficiency under two sampling fractions: 2 and 4 per cent. The number of iterations is set to $B = 400$ for each combination of a scenario and sampling fraction, totalling 2,400 procedures of model estimation and prediction. For scenarios S2–S5, and for each of the chosen sampling fractions $f$, we compute measures of accuracy:
• the root mean squared error (RMSE)

\[
RMSE_{jd} = \sqrt{B^{-1} \sum_{b=1}^{B} \left( \bar{Y}_{jdb} - \bar{Y}_{jdb} \right)^2}
\]  
(7.8)

• the bias

\[
Bias_{jd} = B^{-1} \sum_{b=1}^{B} \left( \bar{Y}_{jdb} - \bar{Y}_{jdb} \right)
\]  
(7.9)

• the absolute relative bias (absolute relative bias (ARB))

\[
ARB_{jd} = B^{-1} \sum_{b=1}^{B} \frac{\left| \bar{Y}_{jdb} - \bar{Y}_{jdb} \right|}{\bar{Y}_{jdb}}
\]  
(7.10)

• the relative RMSE or relative standard error (RSE)

\[
RSE_{jd} = \frac{RMSE_{jd}}{\bar{Y}_{jd}}
\]  
(7.11)

• the RSE’s relative bias (RSEB) (where \(\text{postMSE} \) is the posterior variance)

\[
RSEB_{jd} = B^{-1} \sum_{b=1}^{B} \frac{RSE_{jdb} - RSE_{jdb}}{RSE_{jdb}}
\]

\[
\bar{RSE}_{jd} = \sqrt{\frac{\text{postMSE}_{jd}}{\bar{Y}_{jd}}}
\]

(7.12)

These measures are mapped and averaged across small areas \(d \) to be reported in tables. For scenario S1, the bias of sample means is by definition zero and we calculate the MSE and RSE using the variance formula of the sample proportion:

\[
\text{Var}(\bar{y}_{jd}) = \frac{\bar{Y}(1 - \bar{Y})}{n_{jd}} = \frac{\bar{Y}(1 - \bar{Y})}{f \cdot N_{jd}}
\]  
(7.13)
7.5. Results

Table 7.3 | Case study results of the SSD procedure after four steps

<table>
<thead>
<tr>
<th>Step $k$</th>
<th>Sampling rate $f_k$</th>
<th>Mean loss $\hat{L}(f_k)$</th>
<th>Risk $\Pr(\hat{L}(f_k) &gt; 0)$</th>
<th>Search interval</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.010000</td>
<td>0.004000</td>
<td>0.008400</td>
<td>0.063500</td>
</tr>
<tr>
<td>1</td>
<td>0.040000</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>1</td>
<td>0.025000</td>
<td>0.000006</td>
<td>0.000005</td>
<td>0.025000</td>
</tr>
<tr>
<td>2</td>
<td>0.032500</td>
<td>0.000000</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>3</td>
<td>0.028750</td>
<td>0.000003</td>
<td>0.000000</td>
<td>0.000000</td>
</tr>
<tr>
<td>4</td>
<td>0.026875</td>
<td>0.000001</td>
<td>0.000000</td>
<td>0.005076</td>
</tr>
</tbody>
</table>

Note: Authors’ own calculations. Loss and risk estimated over 200 simulations per step.

7.5 Results

7.5.1 SSD procedure

The basic model (7.3) is fitted to pilot sample $s_0$ of ESS $n = 146,574$, with 1,952 cells $jd$ containing no observations. This means no data is available for 1.3 per cent of the total number of cells, or 8.8 per cent of cells where the minimum quality standard applies. The fitted model achieves an acceptable DIC of 33,787. The SSD procedure summarised in Table 7.3 produces an effective sample fraction requirement of 2.6875 per cent, equivalent to an ESS of 394,103. Assuming the procedure is correct, this solution is considered to fall at the most 0.1875 percentage points from the true effective sampling fraction achieving a negligible risk of cell suppression. Further iterations would reduce this distance. The algorithm was guided by an estimator of the loss function $\ell$ which depends on predictors $\theta$ to determine which cells should be checked for the quality standard. Any bias on $\theta$ can potentially increase or decrease the suppression risk to a substantial degree. In this case study, we note that the estimator $\hat{\ell}$ fails to detect a risk of suppression at step $k = 3$, which leads the algorithm to select a lower interval of sample fractions that it would have done if it had been driven by actual loss $\ell$ calculated using the census figures $Y_{jd}$.

Traditional survey sampling methods can determine the most cost-effective strategy to achieve this target ESS. A basic household survey like the EHS is based on a multistage design sampling one household per dwelling per address selected in the address sampling frame, and interviewing all eligible members (by proxy if necessary). Using the 2010/11 microdata sample for England of 11,188 effective responses, we estimated the design effect (DEFF) to 1.16 for the LLTI question. This implies that survey planners should aim for a final sample size at least 16 per cent higher than the ESS found above, to account for the design effect. Yet many surveys have additional sampling stages which can increase the DEFF, for instance selecting post-
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code sectors as primary sampling units and then addresses/dwellings/households as secondary sampling units. This is for instance the case of the Health Survey for England for which we estimated a DEFF of 1.44 using a microdata sample from 2011 (NatCen Social Research and University College London. Department of Epidemiology and Public Health, 2013). The DEFF can easily be used in area-level SAE models in a variance function, or in unit-level generalised linear mixed models with the ESS method described by Chen et al. (2014).

7.5.2 Design-based simulation

We verify the validity of the small area model used in this case study as well as the reliability of the loss function estimator across iterations of the algorithm. Design-based simulation results are presented in Tables 7.4 to 7.7. Prevalence proportions observed from the census and predicted in S3 are mapped in Figures 7.4 and 7.5, respectively.

Results provide evidence that the relative posterior variances obtained from the spatial model are inflated by 20 to 40 per cent in basic scenario S2 (Table 7.5) and by as much as 40 to 50 per cent in scenario S3 (Table 7.6). This is likely to make the SSD procedure very conservative as many cells will be unnecessarily suppressed. This is a likely sign of poor model specification. Simulations for other scenarios are reported here to quantify the relative efficiency of the different model- and design-based methods. Efficiency savings from using a particularly model or from an increase in sample size can be derived as the ratio of RMSE of two scenarios. Comparing the scenarios presented in Table 7.2, we find that even a basic model without area covariates (see S1–S2, Tables 7.4 and 7.5) achieves a reduction in root mean squared error (RMSE) by about 49 per cent overall, and up to 74 per cent for youngest age groups ($f = 0.02$). This comes at a very reasonable computational cost and with a bias of between 0.1 and 0.7 percentage point. With a much larger sample ($f = 0.04$), the efficiency gain comes down to approximately 35 per cent.

The addition of covariates delivers strong efficiency gains (see S3, Tables 7.6) with an reduction in RMSE by 72 ($f = 0.02$) and 62 per cent ($f = .04$). This includes a reduction in bias from 0.02 to below 0.01 percentage point.

Comparing results for $f = 0.02$ and $f = 0.04$, we note that doubling the sample size has diminishing returns as the methods becomes more complicated. Whilst it reduces the standard deviation of design-based estimates S1 by 29 per cent, the RMSE of estimates S2 is only reduced by 12 per cent. As for estimates S3 and S4 the reduction by less than 3 and 4 per cent respectively is not material for an
augmentation of this magnitude. This shows that RMSE as a function of sample size is already relatively horizontal in the regions of sample sizes we are investigating, which is not the case for design-based estimators. Regardless of the sample size, bias remains high. Although the average bias across areas remains of the order of 0.1 to 0.3 percentage points, the more meaningful ARB metric reveals an average absolute bias of 5 to 20 per cent of the target parameter. This represents almost all the total RSE. This bias is not very sensitive to the sampling fraction or the type of between-area variance structure used.

The working model was designed to borrow strength by assuming that areas situated near each other were more similar. We thus examined simulation results to verify whether this assumption holds everywhere equally. Figures 7.6 and 7.7 present the RMSE and bias for age-specific MSOA prevalence proportion computed from S3 with \( f = 0.020 \). Hotspots of high RMSE and bias of 1 to 2 percentage points are visible which exhibit a spatial pattern. This could signal outlier areas, or areas in which that covariates are poorly measured and making the linear predictor particularly biased. The convolution prior used here may not fully and authentically reproduce the spatial pattern of the health status under consideration.

---

Table 7.4 | Simulation S1: mean accuracy metrics by age group

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>S1 ('design-based')</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
<td>Bias</td>
<td>RSE</td>
<td>RSEB</td>
<td>( \ell(f) )</td>
</tr>
<tr>
<td>Sampling fraction ( f = 0.02 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–14</td>
<td>0.0379</td>
<td>1.0600</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15–29</td>
<td>0.0449</td>
<td>0.8048</td>
<td>0.0005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30–44</td>
<td>0.0576</td>
<td>0.5663</td>
<td>0.1922</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45–59</td>
<td>0.0752</td>
<td>0.3722</td>
<td>0.8226</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60–74</td>
<td>0.1050</td>
<td>0.2660</td>
<td>0.8502</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75+</td>
<td>0.1436</td>
<td>0.2054</td>
<td>0.4054</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages</td>
<td>0.0774</td>
<td>0.5458</td>
<td>0.3785</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sampling fraction ( f = 0.04 )</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–14</td>
<td>0.0268</td>
<td>0.7495</td>
<td>0.0000</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15–29</td>
<td>0.0318</td>
<td>0.5691</td>
<td>0.0005</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30–44</td>
<td>0.0407</td>
<td>0.4004</td>
<td>0.1907</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45–59</td>
<td>0.0532</td>
<td>0.2632</td>
<td>0.6687</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60–74</td>
<td>0.0742</td>
<td>0.1881</td>
<td>0.3129</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75+</td>
<td>0.1015</td>
<td>0.1452</td>
<td>0.0133</td>
<td></td>
<td></td>
</tr>
<tr>
<td>All ages</td>
<td>0.0547</td>
<td>0.3859</td>
<td>0.1977</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Note: Accuracy metrics are aggregated into a mean across all 1,956 areas.
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### Table 7.5 | Simulation S2: mean accuracy metrics by age group across $B = 400$ replications

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>RMSE</th>
<th>Bias</th>
<th>ARB</th>
<th>RSE</th>
<th>RSEB</th>
<th>$\hat{f}(f)$</th>
<th>$\hat{f}(\hat{f} &gt; 0)$</th>
<th>$\hat{f}(\hat{f} &gt; 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sampling fraction $f = 0.02$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–14</td>
<td>0.0100</td>
<td>0.0010</td>
<td>0.2648</td>
<td>0.3004</td>
<td>0.6534</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>15–29</td>
<td>0.0149</td>
<td>0.0010</td>
<td>0.2340</td>
<td>0.2750</td>
<td>0.5234</td>
<td>0.0005</td>
<td>1.0000</td>
<td>0.0057</td>
</tr>
<tr>
<td>30–44</td>
<td>0.0316</td>
<td>0.0021</td>
<td>0.2876</td>
<td>0.3298</td>
<td>0.1488</td>
<td>0.1921</td>
<td>1.0000</td>
<td>0.1027</td>
</tr>
<tr>
<td>45–59</td>
<td>0.0527</td>
<td>-0.0017</td>
<td>0.2317</td>
<td>0.2710</td>
<td>0.0418</td>
<td>0.7449</td>
<td>1.0000</td>
<td>0.8589</td>
</tr>
<tr>
<td>60–74</td>
<td>0.0722</td>
<td>-0.0071</td>
<td>0.1576</td>
<td>0.1859</td>
<td>0.0780</td>
<td>0.1670</td>
<td>1.0000</td>
<td>0.1649</td>
</tr>
<tr>
<td>75+</td>
<td>0.0568</td>
<td>-0.0069</td>
<td>0.0691</td>
<td>0.0814</td>
<td>0.4325</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>All ages</td>
<td>0.0397</td>
<td>-0.0019</td>
<td>0.2075</td>
<td>0.2406</td>
<td>0.3163</td>
<td>0.1841</td>
<td>1.0000</td>
<td>0.1887</td>
</tr>
</tbody>
</table>

Note: Accuracy metrics are aggregated into a mean across all 1,956 areas.

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>RMSE</th>
<th>Bias</th>
<th>ARB</th>
<th>RSE</th>
<th>RSEB</th>
<th>$\hat{f}(f)$</th>
<th>$\hat{f}(\hat{f} &gt; 0)$</th>
<th>$\hat{f}(\hat{f} &gt; 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sampling fraction $f = 0.04$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–14</td>
<td>0.0100</td>
<td>0.0010</td>
<td>0.2547</td>
<td>0.2984</td>
<td>0.4418</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>15–29</td>
<td>0.0146</td>
<td>0.0012</td>
<td>0.2211</td>
<td>0.2681</td>
<td>0.3228</td>
<td>0.0005</td>
<td>1.0000</td>
<td>0.0005</td>
</tr>
<tr>
<td>30–44</td>
<td>0.0280</td>
<td>0.0021</td>
<td>0.2442</td>
<td>0.2893</td>
<td>0.0609</td>
<td>0.1727</td>
<td>1.0000</td>
<td>0.1727</td>
</tr>
<tr>
<td>45–59</td>
<td>0.0437</td>
<td>-0.0006</td>
<td>0.1849</td>
<td>0.2229</td>
<td>-0.0075</td>
<td>0.3322</td>
<td>1.0000</td>
<td>0.3322</td>
</tr>
<tr>
<td>60–74</td>
<td>0.0600</td>
<td>-0.0047</td>
<td>0.1268</td>
<td>0.1539</td>
<td>0.0220</td>
<td>0.0107</td>
<td>1.0000</td>
<td>0.0107</td>
</tr>
<tr>
<td>75+</td>
<td>0.0539</td>
<td>-0.0062</td>
<td>0.0638</td>
<td>0.0773</td>
<td>0.2697</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>All ages</td>
<td>0.0351</td>
<td>-0.0012</td>
<td>0.1826</td>
<td>0.2183</td>
<td>0.1849</td>
<td>0.0860</td>
<td>1.0000</td>
<td>0.0879</td>
</tr>
</tbody>
</table>

Note: Accuracy metrics are aggregated into a mean across all 1,956 areas.

### Table 7.6 | Simulation S3: mean accuracy metrics by age group across $B = 400$ replications

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>RMSE</th>
<th>Bias</th>
<th>ARB</th>
<th>RSE</th>
<th>RSEB</th>
<th>$\hat{f}(f)$</th>
<th>$\hat{f}(\hat{f} &gt; 0)$</th>
<th>$\hat{f}(\hat{f} &gt; 0)$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Sampling fraction $f = 0.02$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0–14</td>
<td>0.0078</td>
<td>-0.0009</td>
<td>0.2073</td>
<td>0.2134</td>
<td>0.4473</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>15–29</td>
<td>0.0108</td>
<td>-0.0026</td>
<td>0.1857</td>
<td>0.1929</td>
<td>0.4871</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0008</td>
</tr>
<tr>
<td>30–44</td>
<td>0.0143</td>
<td>-0.0006</td>
<td>0.1269</td>
<td>0.1371</td>
<td>0.6470</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>45–59</td>
<td>0.0255</td>
<td>-0.0016</td>
<td>0.1107</td>
<td>0.1222</td>
<td>0.4717</td>
<td>0.0000</td>
<td>0.0003</td>
<td>0.0003</td>
</tr>
<tr>
<td>60–74</td>
<td>0.0360</td>
<td>-0.0020</td>
<td>0.0814</td>
<td>0.0903</td>
<td>0.4439</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0008</td>
</tr>
<tr>
<td>75+</td>
<td>0.0346</td>
<td>0.0024</td>
<td>0.0467</td>
<td>0.0496</td>
<td>0.5439</td>
<td>0.0000</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
<tr>
<td>All ages</td>
<td>0.0215</td>
<td>-0.0009</td>
<td>0.1264</td>
<td>0.1343</td>
<td>0.5068</td>
<td>0.0003</td>
<td>0.0000</td>
<td>0.0008</td>
</tr>
</tbody>
</table>

Note: Accuracy metrics are aggregated into a mean across all 1,956 areas.
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Table 7.7 | Simulation S4: mean accuracy metrics by age group across $B = 400$ replications

<table>
<thead>
<tr>
<th>Age (years)</th>
<th>S4 (‘HB – covariates and spatial structure’)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>RMSE</td>
</tr>
<tr>
<td>0–14</td>
<td>0.0079</td>
</tr>
<tr>
<td>15–29</td>
<td>0.0107</td>
</tr>
<tr>
<td>30–44</td>
<td>0.0136</td>
</tr>
<tr>
<td>45–59</td>
<td>0.0244</td>
</tr>
<tr>
<td>60–74</td>
<td>0.0337</td>
</tr>
<tr>
<td>75+</td>
<td>0.0345</td>
</tr>
<tr>
<td>All ages</td>
<td>0.0208</td>
</tr>
</tbody>
</table>

Note: Accuracy metrics are aggregated into a mean across all 1,956 areas.

7.6 Final remarks

This paper has examined the feasibility of a design approach to SAE model-based estimation, by proposing a fully Bayesian design algorithm taking a working model and a pilot sample as inputs. The decision rule is based on a new loss function of the sampling fraction: the weighted cell suppression rate. This approach is intended for survey planners and public health professionals to consider an SAE problem at the survey design phase, rather than using it strictly for post hoc analyses. The availability of historical survey data is likely to allow survey planners to implement similar approaches at a small cost. The Bayesian decision-making approach allows them to make use of whatever information is available—in this case, a pilot sample—but it is perfectly possible to form a comparable design prior on the basis of good information on model random component (random effect variances, spatial fraction). The SSD algorithm then operates on a simulated population that is only as realistic and informative as the design prior is.

Our approach is a direct continuation of previous model-based design decisions considered by Joseph et al. (1995), Zou and Normand (2001) and Sahu and Smith (2006). It establishes a new link to official statistics requirements with a new loss
Figure 7.4 | Map of age-specific prevalence proportions of LLTI (in %) in the 2011 census
Figure 7.5 | Map of posterior mean age-specific proportions of LLTI (in %) averaged across 400 iterations of scenario S3 with sampling fraction $f = 0.02$
Figure 7.6 | Map of age-specific root MSE in prediction on the proportion scale across 400 iterations of scenario S3 with sampling fraction $f = 0.02$.
Figure 7.7 | Map of age-specific prediction bias in percentage points across 400 iterations of scenario S3 with sampling fraction $f = 0.02$
function directly relevant to quality criteria present in most statistical codes of practice internationally. This loss function can be calculated for different social subgroups in situations where estimates of equal precision are needed for minority populations, particularly when equality impact assessments demand equal statistical precision for official statistics across different communities. The implementation illustrated in our case study greatly simplifies the design work by expressing the output in terms of effective sampling fraction or ESS, which integrates well with existing survey design tools, knowledge around the DEFF of various sampling designs, and work to address sample attrition caused by nonresponse. In this sense this procedure is not one that is likely to determine optimal sampling schemes; traditional survey sampling being more suitable to this end. But it is a flexible approach which could easily be extended to simulate unequal probability of sampling method (UPSEM) designs incorporating on known population characteristics across areas (for instance ethnic diversity or age characteristics).

While the computational burden of this method can remain high in studies involving a large number of cells, the combination of INLA and the binary search logic brings these costs to levels that are no longer absurd with modern equipment and high performance cloud computing. Most importantly, the binary search allows planners to anticipate the exact number of iterations needed to reach a prespecified solution precision. They can therefore budget the algorithm’s computational requirements.

There are limitations to this approach which make it highly dependent on model misspecification and modelling priors which, together with model selection, arguably constitute the three main challenges to model-based estimation. Given known difficulties in identifying spatial models, it is clear that such a procedure is not likely to be reliable outside of models well established across years of data collection and model testing. While this is not unrealistic with government surveys, this does represent a non-negligible design cost which is difficult to incorporate explicitly in planning.

Our case study conducted on a real population also illustrates that the computation of the loss function being dependent on the reliability of the model, model diagnostics and validation are essential to the reliability and stability of the procedure. Results from the design-based simulation studies show the influence of typical model misspecification on estimation bias and how it clusters in space or social groups. Prior formation also remains, as in many other areas of statistics, a challenge. Recent work in this area by Fong et al. (2010) and Simpson et al. (2015) expresses some of the important obstacles faced by practitioners in this area.
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This work tends to support other research showing the feasibility of reconciling Bayesian inference and survey sampling, the intersection of which, in this case, is expressed in terms of ESS. This also opens perspectives to combine survey sampling with some very strong developments witnessed in recent years in the design of experiments literature, particularly around adaptive trial designs.
Chapter 8
Discussion

After setting out key population health analytical needs in chapter 2, we systematically reviewed existing research on model-based SAE in chapter 3. This review highlighted limitations of model-based SAE in terms of validity and identified key prerequisites of future applications, namely:

- the adoption of a more homogeneous terminology and set of reporting standards for SAE designs;
- methodological improvements in model selection and diagnostics;
- the development of simulation-based validation work;
- the development of approaches to plan and design model-based SAE outputs.

The collection of papers featured in this thesis makes contributions towards each of the above, based on applied work on health outcomes commonly used in large-scale population investigations. This discussion chapter cross-examines these contributions, highlighting (a) what can be learnt from results of this empirical work; (b) more substantive research contributions achieved across those three papers; (c) key limitations in their methods and generalisability; and (d) implications for future research and development.

8.1 Summary of empirical results

In chapter 5, we examined the predictive capability of four unit-level models designed to estimate the crude prevalence of two harmonised health indicators: SRH and LLTI. The unit-level structure is justified by the large variance of sample proportion estimators with low or null sample sizes, where a normal approximation through the central limit theorem is expected to be unreliable. Rates of emergency admissions explain high proportions of the between-area variance in the prevalence
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of health statuses. Despite this, comparisons with census estimates illustrate the lack of fit of synthetic prediction. With regard to objective O5, benefits of using EPP over synthetic prediction are apparent at the LAD level, but the small sample sizes at the MSOA level mean that this technique cannot use enough local information to increase efficiency at this finer level. Comparison of naive EPP and EB prediction showed no flagrant difference.

Both EPP and synthetic methods nevertheless yield negatively biased results, particularly for areas with the highest prevalence of poor health. It is only possible to conclude that the model is misspecified, either because the assumed structure in residual between-area variance does not hold (heteroskedasticity, violations of normality), because the model lacks a few covariates, or because it fails to account for some nonignorable survey design feature. Further tests and diagnostics could not identify the origin of this misspecification. This work is a reminder of the likely shortcomings of model-based SAE.

The validation and diagnostics design of this chapter is strong, thanks to the large sample sizes provided by our fitting dataset and the availability of geographical identifiers locating respondents’ area of residence. This means that internal validation against direct survey estimates was possible. We note that these conditions are not met in many of the studies reviewed in chapter 3. This implies that many of these studies report predictions which in practice cannot be scrutinised to the same extent we did in chapter 5. Combining internal and external validation in this investigation provides additional insight.

Though the inadequacy of predictions is apparent from the verification against census estimates, more easily carried-out diagnostics relying on direct survey estimates also evidence it. We conclude not only that (a) the discrepancy is not simply due to the effect of the census self-administration mode but also that (b) it could have been detected even without access to census estimates. Despite this, a key benefit we draw from a comparison with the census is the ability to map discrepancies in estimates area by area, rather than averaging them across the whole population as is usually the case in validation studies. Though these results are not directly generalisable to other health outcomes, they may be helpful to practitioners who seek to interpret the effect of similar levels of unexplained between-area variation on the quality of the resulting estimates across areas. It is manifest from maps 5.2 to 5.5 (pp. 143–146) that, in addition to the global underestimation, the ‘missing covariate’ effect generates pockets of over- or underestimation in places. The strong spatial autocorrelation in this bias could argue in favour of using spatial modelling to compensate for the model’s inability to predict the similarity in prevalence across
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demographically adjacent areas (objective O4). This is further examined in chapter 7 in a range of simulations.

With regard to objectives O2–O3, chapter 5 finds that models under consideration have limited predictive power and show evidence of misspecification leading to global underestimation. As a result, only basic univariate model-based small area estimates of bad/very bad SRH and LLTI were produced, leaving the question of disaggregating them by age and ethnic group to simulation work in a third academic paper (objective O8). Overall, the paper nevertheless provides a real-world evaluation of an SAE design, comparing model-based estimates with a widely trusted and recognised source of data. This design is intended to be easy to appraise even by non-specialist readers, as well as to convey a practical illustration as to how much confidence can be placed in small area estimates for chronic morbidity. Estimates are rated in terms of their overall error as well as the correctness of the ranking of areas that can be inferred from them, attracting attention to other properties of interest to end users. The results highlight the difficulty of predicting health characteristics at such a small geographical scale, with limited predictive power. The study concludes that more work is needed to improve the predictive power of models through better covariate auxiliary data, as well as to understand statistical power and sample size requirements implied by what remain highly demanding quality standards.

Chapter 6 examines the level of similarity in odds of LLTI (a) in neighbouring areas and (b) in different ethnic groups within areas in an observational study of 2011 census LLTI estimates. This follows thesis objectives O1 and O7 and findings from chapter 3 that a wide variety of spatial structures are now used in disease mapping and could potentially be useful in survey-based SAE. With this view, several conceptualisations of spatial interaction are examined and although all produce rather high levels of autocorrelation, we note higher levels of autocorrelation for neighbourhood structures allocating few neighbours to each small area. We also measure unequal levels of spatial autocorrelation across ethnic groups. Unequal spatial autocorrelation is also manifest across age groups but only on a univariate basis: we do not investigate residual autocorrelation for these groups using models with covariates. In addition to unequal autocorrelation across groups, we find that spatial autocorrelation in area random effects is nonstationary across space, even once covariates are introduced into the model. For instance, we notice a number of discontinuities in spatial surfaces which form clusters particularly in Wales, around Nottingham, Middlesborough, and generally around Greater London. These are more pronounced for some ethnic minority groups.

The key learning point from this investigation is the complexity in the spatial
Chapter 8. Discussion

pattern of illness across different groups, with unequal variances and levels of spatial autocorrelation. This suggests that borrowing strength across these various dimensions cannot rely on basic models. This chapter also questions the approach taken in many studies reviewed in chapter 3—as well as in our own chapter 5—to model the effect of age or ethnicity as homogeneous fixed effects. Together with the strong evidence of nonstationarity in the spatial autocorrelation of area random effects, this investigation demonstrates the difficulty of specifying appropriate spatial priors (e.g. adaptive spatial structures) as well as models suitable to produce health status predictions for multiple demographic subgroups within each area (shared components prediction). Although better covariates may help, this suggests that the synthetic assumption is not a reasonable approach to adopt in chronic morbidity modelling. Reliable models may prove to be very complex and to require large sample sizes in order to be identified and produce reliable predictions.

Design-based simulations conducted in chapter 7 address questions arising out of the first two empirical papers, by jointly examining the effect of sample size and specification of spatial priors on the bias and error of prediction. Results are broadly encouraging when it comes to the objectives of the Census Transformation Programme: they demonstrate that a sampling fraction in the region of 3 per cent (equivalent to an average ESS of 75 per MSOA or 12 per age by MSOA cross-classification) should be sufficient to deliver reliable estimates down to the level of MSOAs, even with large DEFFs. More importantly, this study quantifies the respective efficiency gains achieved by hierarchical modelling, the addition of covariates, and the addition of a spatial prior. In the case study, it is manifest that the rudimentary spatial structure used across several age groups delivers no material benefits in terms of precision.

It remains that prediction bias remains high, with only moderate reductions achieved from increasing the sample size. Chapters 5 and 7 together illustrate the behaviour of model-based SAE as a trade-off between bias and design variance and the difficulties raised by biased inferences.

To conclude on practical implications of the empirical modelling work, we summarise key findings for census health indicators:

- models can be specified to predict health outcomes without detailed tabular data on the socioeconomic attributes of small areas—emergency health care utilisation data seems to have a high predictive power for the outcomes under consideration;
- caution should be exercised when considering other outcomes, as health care utilisation is not enough to predict prevalence in itself: phenomena such as the inverse care law mean that other variables are at stake;
8.2 Methodological contributions

- rudimentary contiguity-based spatial modelling does not achieve reductions in bias for LLTI despite evidence of a spatial structure;
- more work is needed in order to identify more suitable and parsimonious structures for area random effects in LLTI and SRH models, possibly building on mixture priors;
- further work is needed to understand how similar models could be developed for chronic disease atlases for specific conditions such as diabetes, respiratory diseases or behavioural risk factors.

8.2 Methodological contributions

This thesis makes contributions beyond model building and validation for census health indicators. These are primarily in relation to (a) approaches to validation, (b) a description of useful model structures and (c) a design approach to SAE.

First, this thesis contains both a systematic review and a range of applications of approaches to the validation of SAE: internal validation against the fitting dataset itself, external validation against a comparator, and simulation-based validation. Chapter 3 clarifies the specific value brought by each of those. The simulation-based approach is a gold standard to be developed as much as possible. When data exhibit evident distributional characteristics which cannot be handled easily by the model, whether in terms of normality, design effect or dependence in space, time or some other dimension, it is advisable to simulate a synthetic population from this potential true model and examine implications of using a misspecified model in terms of prediction quality. It remains that planning such simulation studies presupposes a strong knowledge of what the true working model may resemble. This is why internal and external validation remain important. Chapter 5 gives a better understanding of how each of these approaches can be interpreted.

This thesis produces a second contribution with regard to complex model structures beyond normal exchangeable area effects, particularly around developments from the disease mapping literature and other model-based administrative data research. Chapter 3 identifies very strong development in mixture priors for random effects which are particularly relevant to many of the inferential aims that pertain to small area statistics: hot-spot identification, ranking, monitoring across time. Few of these models have been applied to survey-based SAE, potentially due to the difficulty to identify such models on sparse sample data. Yet, progress in computational efficiency are increasingly allowing application of SAE to very large datasets,
which may help identify optimal covariance structures in the future for situations when covariate fixed effects are not enough to incorporate knowledge into working models.

The key contribution of the present thesis is arguably its attempt to develop a design approach to SAE in order to help produce better strategies and remove some of the considerable unknowns currently faced in survey planning. Chapter 7 develops an approach focusing on SSD, which is suitable to examine sample design implications on model-based estimation. It makes it possible to anticipate relative root MSE which we argue is comparable to the more traditional CV criterion used in national statistical institutes. While this development is specified in the very natural fully Bayesian approach, it is not impossible to envisage similar frequentist implementations. In fact, most of the research on designing data collection for hierarchical models use simulation in a frequentist approach (see in particular Browne et al., 2009).

8.3 Limitations

Limitations pertaining to the specific design of empirical chapters can be noted. Chapter 5 acknowledges signs of model misspecification which have potentially serious implications on the reliability of predictions. This paper also does not take into consideration the potentially informative multi-stage sampling design effect of the fitting data set. More recent work by Chen et al. (2014) has since investigated procedures to account for nonignorable sampling designs in generalised linear mixed models. Simulation results demonstrate in particular that binomial logistic mixed models can be used reliably by plugging in an estimate of the DEFF in the numerator and denominator of the logit response (Vandendijck et al., 2016). This presupposes a reliable estimator of DEFFs across small areas which we do not have in the case of the EHS, although this is an area for future research.

Chapter 6 presents rudimentary descriptive analyses of the structure of morbidity. These are constrained by the amount of models we could reasonably investigate for each demographic subgroup under consideration. A key limitation resulting from this is the reliance on Moran’s I statistics which do have a direct and straightforward translation into modelling decisions or prediction reliability. While some of the work examining the use of spatial modelling is carried out in chapter 7, there remain gaps in understanding how efficiency gains can be achieved from introducing spatial information into models. This includes applying some of the more sophisticated approaches reviewed in section 3.5.1.3 as well as researching innovative ways of
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building and selecting appropriate spatial weights.

More generally, the work featured in empirical chapters leaves gaps in the execution of thesis objectives. Our work does not entirely answer questions related to objective O7, regarding the feasibility of shared component prediction for different demographic subgroups. This is part due to a data limitation. Due to the unavailability of auxiliary data for each demographic subgroups, we could only use strictly area-level covariates, which reduce model fit. It is conceivable that the release of group-specific emergency admission rates (e.g. age or ethnic group-specific) could be of considerable help in predicting morbidity in age, sex and ethnicity cross-classification. Such data exists and could be collated by NHS Digital to improve the fit of shared prediction models.

Shared component prediction involves further modelling challenges. Preliminary analysis for chapter 7 revealed that using a first- or second-order random walk prior for age by area random effects yielded a poorer fit than using simple NEX effects. This is in spite of strong levels of correlation between age-specific odds of LLTI within areas. Instead, model components shared across age groups were restricted to covariate fixed effects and a spatial ICAR area random effect. Further research is needed to determine whether multivariate normal or another form of prior can be used to borrow strength for age by area random effects. As for ethnicity, chapter 6 demonstrates its importance to understand the spatial and population structure of health inequalities. Yet, model selection conducted in preparation this chapter has identified some important obstacles to the shared component prediction of morbidity across ethnic groups. This was mainly due to the absence of straightforward implementation of multivariate normal and multivariate CAR priors in INLA. Although shared component SAE for age by ethnicity cross-classifications is left for a future investigation, it is apparent from early testing that these populations are extremely small in areas such as MSOAs. In practice, it may be difficult to have assurance that basic distributional assumptions hold at such small levels, particularly normality.

Overall, the generalisability of these findings to other health outcomes and other regions is limited. We also note that this thesis does not address the more fundamental question of the acceptability of model-based estimation in official statistics. This more theoretical problem remains a collective concern in official methodology steering groups. While this does not belong to the set of research questions targeted by the present thesis, it remains an important background concern in interpreting implications of this work.
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8.4 Implications for future research

Results presented in this thesis are directly relevant to ongoing work conducted by the Census Transformation Programme. Results are encouraging in terms of potential efficiency gains from the application of EB and HB prediction, the ability to achieve output quality targets set by the ONS (2014b), and the fact that a four per cent annual survey envisaged by the ONS (2016b) should provide for survey requirements of model-based SAE, at least for the two health indicators we investigated.

Having demonstrated the basic feasibility and benefits of applying model-based SAE to the Census Transformation work, we can formulate several recommendations for future research. First and foremost, more work should be done on the basis of simulations presented in chapter 7 to investigate predictions for cross-classifications based on sex and ethnic groups in the first instance, as models are likely to be less efficient for minority ethnic groups. Model-based small area estimates of health characteristics across socioeconomic cross-classifications (housing tenure, socioeconomic classification, educational attainment) will also be much sought by users who monitor health inequalities. Beyond health outcomes, similar simulation work can easily be envisaged for outputs on economic activity topics in relation to the literature on state-space models. Further, and across all topics, these aspects should be explored while paying attention to appropriate modelling designs in order to combine data from several surveys into a single SAE model, as pioneered by Xie (2004); Schenker and Raghunathan (2007); Raghunathan et al. (2007); Davis et al. (2010). It is worth noting that accommodating the complex design of many different surveys and modes of administration (personal interviews, internet, paper-based) is likely to raise additional challenges necessitating close examination. Despite this, combining sources of data collections would make maximum use of the existing population statistics infrastructure, particularly labour force and housing surveys, and thus improve the efficiency of the methodology. These developments can also be investigated by building on the design approach developed in chapter 7.

Widening the range of small area population attribute statistics will undoubtedly require to develop new purposive covariates from administrative databases. The present thesis shows the very strong explanatory power of variations in health care utilisation for small area models. This supports the ONS’ working hypothesis that health indexes can be developed from linked care records and used as covariate in predictive models. This would rest on new legal bases to disclose NHS commissioning data to the UK Statistics Authority under statutory provisions of the Statistics
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and Registration Service Act 2007 (c. 18) and the Digital Economy Act 2017 (c. 30) (ONS, 2017). The access to a much wider range of auxiliary health data sources than was possible in this doctoral research is likely to deliver better-quality SAE models which can fulfil their purpose without the need for computationally intense spatial modelling. We do note, however, that the reliance on external data sources managed by a large number of independent organisations and information systems will deprive government statisticians of much of their faculty to scrutinise and audit all data sources. Furthermore, the attenuation, in the long-term, of the relationship between the target outcome and the available auxiliary data series (in this thesis, emergency hospitalisation rates) cannot be ruled out and further justifies good validation methodology and the involvement of scientists with subject area expertise.

Beyond furthering methodological research into the technical feasibility of model-based SAE, official statisticians must review the public acceptability (particularly with regard to non-specialist end users) of SAE’s key principle: that of trading variance against bias. This would demand from national statistical institutes that they carry out in-depth qualitative research on user needs and statistical literacy. If precision is to be gained at the expense of bias, it is arguably a very different kind of error that is introduced to statistical bulletins. It is likely that end users are willing to accept this type of error provided that they are given the assurance that solid quality assurance work is carried out to detect areas with persistent and large bias, and address it when possible.

Addressing the issue of persistent bias in any given domain (a) for one-off or (b) across recurrent statistical publications, it is possible to envisage that statistical methodology focuses on two main developments:

- diagnostics tools for bias; in a similar way disease mapping has developed approaches for hot-spot detection with mixture distributions (see section 3.5.1.3, p. 68), it is possible to envisage quality assurance procedures to detect areas which do not fit the global model. This process can be incremental and affect the specification of future models.
- benchmarking can be used to calibrate predictors with strong persistent bias for recurrent publications, where it is possible to collate sample data in large amounts across several years to correct this persistent bias.

Satisfaction in any quality assurance framework building on such methodological developments can only be attained if:

- these tools are understandable and credible
- they are accompanied by power calculations which can inform end users of the scale of biases that can be detected with a given level of confidence given
Chapter 8. Discussion

...the data available.

As for non-recurrent statistical outputs, the application of benchmarking or bias detection techniques is likely to be difficult in the absence of dense or frequent data collection.

In order for model-based SAE to become accepted as standard official statistics methodology, consensus and systematic criteria on what constitutes a good model should be reached. Building such consensus requires to engage both the academic and the non-academic communities with the assistance of structured approaches for consensus-building (Moher et al., 2010). This could take the form of working groups appraising existing practice on the basis of reviews comparable to the one presented in chapter 3. For academics, key areas to review include model selection and diagnostics, parametric assumptions and validation diagnostics. For government statisticians, work on guidance and minimum standards on quality metrics, approaches to validation and quality and methodology reporting standards is still needed. Government statisticians would also be required to consider how to collaborate with academics bringing substantive expertise on discrete topics in the form of model-building and validation. Model-based estimation is currently more common in environmental sciences, public health and developmental economics, where theories and the knowledge of determinants of health are exploited openly in order to build effective models. The use of theory or expert opinion on causal links is traditionally not part of official statistics practices. Model-based estimation presupposes certain assumptions, the objectivity of which may be disputed. In this regard, the conditions in and extent to which substantive expertise is used to guide official statistics methodology have not been greatly explored by the profession in accordance with requirements of impartiality and professional independence set by the statistics codes of conduct (UK Statistics Authority, 2009; European Statistical System, 2011).

As for the non-academic statistics users and the wider public, substantial mixed methods engagement would allow to better understand the acceptability of model-based estimation. There remain important gaps in understanding how end users make sense of such statistics once they understand their methodological assumptions and implications. Better evidence on this would shape the way model-based statistics can be communicated to the public and methodological safeguards ensuring their robustness and acceptability.
8.4. Implications for future research

8.4.1 Conclusion

Assuming the challenges raised in methodology and public acceptability can be overcome, SAE could deliver substantial benefits in years to come. The production of census-like outputs on a more frequent basis is the most obvious. Beyond, the development of SAE to produce census outputs should open up a range of opportunities for the wider health statistics production in the UK. A range of topics which cannot be included in decennial censuses could in the future become available, for instance more sophisticated measurements of disability, doctor-diagnosed conditions and behavioural risk factors. In this regard, SAE design tools in the spirit of the approach elaborated in chapter 7 should allow individual departments and agencies to examine existing survey data and assess the value of collecting more data to produce small area estimates on health topics of interest. While SAE implies a significant investment in expertise, research and user engagement, efficiency gains illustrated in chapters 5 and 7 should convince government statisticians and the wider public that it will in many cases be worthwhile. The introduction of modelling in statistics production allows to incorporate information from data already available from a growing range of sources, guided by scientific consensus on methods and social theories. In comparison, simpler statistical outputs generated from strictly design-based estimators are very transparent, but fail to deliver the information that statistics users now require. Chapter 2 describes a range of sophisticated analytical needs in terms of ranking, measuring health inequalities, identifying hotspots and temporal trends which increasingly exceed what is provided by traditional statistical outputs.

In high-income countries, some national statistics institutes recognised for their methodological rigour now recognise that meeting growing user needs is becoming almost as important a priority as furthering trust in the impartiality and methodological rigour of statistical outputs. Model-based estimation is often a key instrument in order to operationalise such analytical needs. In low-income countries that do not enjoy such well-developed national statistics infrastructure, model-based estimation is a unique opportunity to derive much-needed statistics to target aid, protect the health of population, and inform investment in community services. Convincing illustrations are provided by Haslett et al. (2013) in the case of malnutrition and by Amoako Johnson et al. (2012) in the case of unmet need for contraception. Examples of applications supporting health protection include the estimation of infant mortality (Asiimwe et al., 2011) and arsenic contamination of water wells (Pal and Lahiri, 2017). Model-based estimation has the potential to make better use of
readily available data from DHSs matched with information available from existing statistics infrastructure (such as a census) or even without any such infrastructure (for instance, satellite imaging and land use classification). In middle-income countries, model-based estimation has the potential to enhance the quality and breadth of official statistics in a similar way as in high-income countries, with the difference that the costs of data acquisition can be considerably lower, for instance when it comes to survey data.

This thesis makes a pragmatic contribution to the model-based estimation debate, by acknowledging that health statistics users express rising needs. Model-based estimates are now filling a gap ‘in which users previously had nothing’ (Holt, 2007, p. 3). Many end users—and, indeed, statistics producers—will rightly be suspicious of the development of model-based estimation. As note by Holt (2007), ‘the statistical judgments of the analyst are more central to modelling, and different statistical models will produce different estimates. Hence, the more comfortable stance of the national statistical office, “the estimates are driven by the design, hence unbiased, and therefore may be trusted,” must be replaced with a stronger appeal to the professional competence and integrity of the staff undertaking the analysis’ (ibid., p. 4).

It may be argued that public health intelligence is one of the areas where this transition may be less controversial thanks to the already well-established collaboration of substantive scientists with statisticians and accepted use of statistical models. We argue that improvements in validation methodology and the development of a design approach to model-based estimates are key requirements to achieve this.
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Additional tables and figures
### Appendix A. Additional tables and figures

#### Table A.1 | Detail of database search queries and number of results extracted on 25 June 2016

<table>
<thead>
<tr>
<th>Database</th>
<th>Number of citations</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Ovid Embase Classic + Embase 1947 to 2016 June 24</strong></td>
<td>116</td>
</tr>
<tr>
<td>(&quot;small area estim*&quot; OR &quot;synthetic estimat*&quot; OR &quot;model-based estimat*&quot; OR &quot;model-assisted estimat*&quot;) AND (morbidity OR accident* OR alcohol OR casualt* OR contraceptive OR crash* OR depriv* OR disability OR disease OR &quot;drink*&quot; OR &quot;drug*&quot; OR &quot;economic activity&quot; OR &quot;economic status&quot; OR health OR illness OR life OR lifestyle OR poverty OR reproductive OR safe* OR &quot;sick*&quot; OR &quot;smok*&quot; OR substance OR &quot;unemploy*&quot; OR well-being).mp. [mp=title, abstract, heading word, original title, keyword]</td>
<td></td>
</tr>
<tr>
<td><strong>MEDLINE/PubMed</strong></td>
<td>396</td>
</tr>
<tr>
<td>(&quot;small area estim*&quot; OR synthetic estimat* OR model-based estimat* OR model-assisted estimat*) AND (morbidity OR accident* OR alcohol OR casualt* OR contraceptive OR crash* OR depriv* OR disability OR disease OR drink* OR drug* OR economic activity OR economic status OR health OR illness OR life OR lifestyle OR poverty OR reproductive OR safe* OR sick* OR smok* OR substance OR unemploy* OR well-being)</td>
<td></td>
</tr>
<tr>
<td><strong>Scopus</strong></td>
<td>624</td>
</tr>
<tr>
<td>TITLE-ABS-KEY (&quot;small area estim*&quot; OR &quot;synthetic estimat*&quot; OR &quot;model-based estimat*&quot; OR &quot;model-assisted estimat&quot;) AND (morbidity OR accident* OR alcohol OR casualt* OR contraceptive OR crash* OR depriv* OR disability OR disease OR &quot;drink*&quot; OR &quot;drug*&quot; OR &quot;economic activity&quot; OR &quot;economic status&quot; OR health OR illness OR life OR lifestyle OR poverty OR reproductive OR safe* OR &quot;sick*&quot; OR &quot;smok*&quot; OR substance OR &quot;unemploy*&quot; OR well-being)</td>
<td></td>
</tr>
<tr>
<td><strong>Web of Science™ Core Collection</strong></td>
<td>525</td>
</tr>
<tr>
<td>TS=(&quot;small area estim*&quot; OR &quot;synthetic estimat*&quot; OR &quot;model-based estimat*&quot; OR &quot;model-assisted estimat&quot;) AND (morbidity OR accident* OR alcohol OR casualt* OR contraceptive OR crash* OR depriv* OR disability OR disease OR &quot;drink*&quot; OR &quot;drug*&quot; OR &quot;economic activity&quot; OR &quot;economic status&quot; OR health OR illness OR life OR lifestyle OR poverty OR reproductive OR safe* OR &quot;sick*&quot; OR &quot;smok*&quot; OR substance OR &quot;unemploy*&quot; OR well-being) ) Indexes: SCI-EXPANDED, SSCI, A&amp;HCI, CPCI-S, CPCI-SSH, BKCI-S, BKCI-SSH.</td>
<td></td>
</tr>
<tr>
<td><strong>BIOSIS Citation Index</strong></td>
<td>226</td>
</tr>
<tr>
<td>TS=(&quot;small area estim*&quot; OR &quot;synthetic estimat*&quot; OR &quot;model-based estimat*&quot; OR &quot;model-assisted estimat&quot;) AND (morbidity OR accident* OR alcohol OR casualt* OR contraceptive OR crash* OR depriv* OR disability OR disease OR &quot;drink*&quot; OR &quot;drug*&quot; OR &quot;economic activity&quot; OR &quot;economic status&quot; OR health OR illness OR life OR lifestyle OR poverty OR reproductive OR safe* OR &quot;sick*&quot; OR &quot;smok*&quot; OR substance OR &quot;unemploy*&quot; OR well-being) ) Indexes: BCI. Last updated: 2016-06-17.</td>
<td></td>
</tr>
</tbody>
</table>
Table A.2 | Percentage of the between-area variance explained by each model

<table>
<thead>
<tr>
<th></th>
<th>LLTI</th>
<th>SRH</th>
</tr>
</thead>
<tbody>
<tr>
<td>LAD</td>
<td></td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>53%</td>
<td>61%</td>
</tr>
<tr>
<td>M2</td>
<td>61%</td>
<td>72%</td>
</tr>
<tr>
<td>M2</td>
<td>37%</td>
<td>38%</td>
</tr>
<tr>
<td>M2</td>
<td>38%</td>
<td>40%</td>
</tr>
</tbody>
</table>

Table A.3 | Moran’s I estimates of spatial autocorrelation in model residuals by spatial weight matrix (number of nearest neighbours)

<table>
<thead>
<tr>
<th></th>
<th>SRH</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 neighbours</td>
</tr>
<tr>
<td>LAD</td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>0.3814</td>
</tr>
<tr>
<td></td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>M2</td>
<td>0.3217</td>
</tr>
<tr>
<td></td>
<td>$p = 0.011$</td>
</tr>
<tr>
<td>MSOA</td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>0.2945</td>
</tr>
<tr>
<td></td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>M2</td>
<td>0.2919</td>
</tr>
<tr>
<td></td>
<td>$p &lt; 0.001$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th></th>
<th>LLTI</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>3 neighbours</td>
</tr>
<tr>
<td>LAD</td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>0.3573</td>
</tr>
<tr>
<td></td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>M2</td>
<td>0.3538</td>
</tr>
<tr>
<td></td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>MSOA</td>
<td></td>
</tr>
<tr>
<td>M1</td>
<td>0.303</td>
</tr>
<tr>
<td></td>
<td>$p &lt; 0.001$</td>
</tr>
<tr>
<td>M2</td>
<td>0.3015</td>
</tr>
<tr>
<td></td>
<td>$p &lt; 0.001$</td>
</tr>
</tbody>
</table>
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Table A.4 | Model coefficients: M1 – LAD

<table>
<thead>
<tr>
<th></th>
<th>SRH</th>
<th></th>
<th></th>
<th>LLTI</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>S.E.</td>
<td>$p$</td>
<td>$\beta$</td>
<td>S.E.</td>
<td>$p$</td>
</tr>
<tr>
<td>Intercept</td>
<td>-3.402</td>
<td>0.026</td>
<td>0.000</td>
<td>-2.057</td>
<td>0.017</td>
<td>0.000</td>
</tr>
<tr>
<td>(Age–40)</td>
<td>0.521</td>
<td>0.010</td>
<td>0.000</td>
<td>0.414</td>
<td>0.004</td>
<td>0.000</td>
</tr>
<tr>
<td>(Age–40)$^2$</td>
<td>-0.028</td>
<td>0.003</td>
<td>0.000</td>
<td>0.012</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>LAD hosp. rate</td>
<td>1.571</td>
<td>0.106</td>
<td>0.000</td>
<td>1.073</td>
<td>0.076</td>
<td>0.000</td>
</tr>
<tr>
<td>London suburbs</td>
<td>0.117</td>
<td>0.087</td>
<td>0.179</td>
<td>-0.112</td>
<td>0.063</td>
<td>0.074</td>
</tr>
<tr>
<td>London cosmopolitan</td>
<td>0.420</td>
<td>0.109</td>
<td>0.000</td>
<td>0.095</td>
<td>0.081</td>
<td>0.239</td>
</tr>
<tr>
<td>South East prosperous</td>
<td>-0.255</td>
<td>0.068</td>
<td>0.000</td>
<td>-0.154</td>
<td>0.043</td>
<td>0.000</td>
</tr>
<tr>
<td>Coastal &amp; countryside</td>
<td>0.025</td>
<td>0.063</td>
<td>0.692</td>
<td>0.041</td>
<td>0.043</td>
<td>0.348</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.044</td>
<td>0.210</td>
<td></td>
<td>0.028</td>
<td>0.166</td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>27,220</td>
<td></td>
<td></td>
<td>50,998</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>27,294</td>
<td></td>
<td></td>
<td>51,072</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deviance</td>
<td>27,202</td>
<td></td>
<td></td>
<td>50,980</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table A.5 | Model coefficients: M1 – MSOA

<table>
<thead>
<tr>
<th></th>
<th>SRH</th>
<th></th>
<th></th>
<th>LLTI</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\beta$</td>
<td>S.E.</td>
<td>$p$</td>
<td>$\beta$</td>
<td>S.E.</td>
<td>$p$</td>
</tr>
<tr>
<td>Intercept</td>
<td>-3.475</td>
<td>0.024</td>
<td>0.000</td>
<td>-2.102</td>
<td>0.014</td>
<td>0.000</td>
</tr>
<tr>
<td>(Age–40)</td>
<td>0.538</td>
<td>0.010</td>
<td>0.000</td>
<td>0.430</td>
<td>0.004</td>
<td>0.000</td>
</tr>
<tr>
<td>(Age–40)$^2$</td>
<td>-0.029</td>
<td>0.003</td>
<td>0.000</td>
<td>0.013</td>
<td>0.002</td>
<td>0.000</td>
</tr>
<tr>
<td>MSOA hosp. rate</td>
<td>1.701</td>
<td>0.079</td>
<td>0.000</td>
<td>1.295</td>
<td>0.052</td>
<td>0.000</td>
</tr>
<tr>
<td>LAD hosp. rate</td>
<td>0.176</td>
<td>0.106</td>
<td>0.097</td>
<td>-0.043</td>
<td>0.068</td>
<td>0.528</td>
</tr>
<tr>
<td>MSOA hosp. rate × LAD hosp. rate</td>
<td>-1.414</td>
<td>0.249</td>
<td>0.000</td>
<td>-0.865</td>
<td>0.163</td>
<td>0.000</td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.217</td>
<td>0.466</td>
<td></td>
<td>0.122</td>
<td>0.349</td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>49,210</td>
<td></td>
<td></td>
<td>106,077</td>
<td></td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>49,278</td>
<td></td>
<td></td>
<td>106,146</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Deviance</td>
<td>49,196</td>
<td></td>
<td></td>
<td>106,063</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
## Table A.6 | Model coefficients: M2 – LAD

<table>
<thead>
<tr>
<th></th>
<th>SRH</th>
<th></th>
<th></th>
<th>LLTI</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\beta} )</td>
<td>S.E.</td>
<td>( p )</td>
<td>( \hat{\beta} )</td>
<td>S.E.</td>
<td>( p )</td>
</tr>
<tr>
<td>Intercept</td>
<td>-5.362</td>
<td>0.084</td>
<td>0.000</td>
<td>-3.282</td>
<td>0.039</td>
<td>0.000</td>
</tr>
<tr>
<td>Age 16–24</td>
<td>0.430</td>
<td>0.112</td>
<td>0.000</td>
<td>0.377</td>
<td>0.045</td>
<td>0.000</td>
</tr>
<tr>
<td>Age 25–34</td>
<td>1.072</td>
<td>0.096</td>
<td>0.000</td>
<td>0.594</td>
<td>0.043</td>
<td>0.000</td>
</tr>
<tr>
<td>Age 35–44</td>
<td>1.683</td>
<td>0.086</td>
<td>0.000</td>
<td>1.084</td>
<td>0.038</td>
<td>0.000</td>
</tr>
<tr>
<td>Age 45–49</td>
<td>2.106</td>
<td>0.089</td>
<td>0.000</td>
<td>1.389</td>
<td>0.041</td>
<td>0.000</td>
</tr>
<tr>
<td>Age 50–64</td>
<td>2.705</td>
<td>0.080</td>
<td>0.000</td>
<td>1.914</td>
<td>0.034</td>
<td>0.000</td>
</tr>
<tr>
<td>Age 65–74</td>
<td>2.973</td>
<td>0.081</td>
<td>0.000</td>
<td>2.356</td>
<td>0.035</td>
<td>0.000</td>
</tr>
<tr>
<td>Age 75–84</td>
<td>3.415</td>
<td>0.082</td>
<td>0.000</td>
<td>2.878</td>
<td>0.037</td>
<td>0.000</td>
</tr>
<tr>
<td>Age 85+</td>
<td>3.685</td>
<td>0.090</td>
<td>0.000</td>
<td>3.391</td>
<td>0.047</td>
<td>0.000</td>
</tr>
<tr>
<td>White</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
</tr>
<tr>
<td>Asian</td>
<td>0.039</td>
<td>0.117</td>
<td>0.740</td>
<td>-0.264</td>
<td>0.075</td>
<td>0.000</td>
</tr>
<tr>
<td>Black</td>
<td>-0.529</td>
<td>0.226</td>
<td>0.020</td>
<td>-0.464</td>
<td>0.130</td>
<td>0.000</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.193</td>
<td>0.148</td>
<td>0.194</td>
<td>0.198</td>
<td>0.080</td>
<td>0.013</td>
</tr>
<tr>
<td>Other</td>
<td>0.387</td>
<td>0.108</td>
<td>0.000</td>
<td>-0.176</td>
<td>0.079</td>
<td>0.025</td>
</tr>
<tr>
<td>London Centre</td>
<td>0.529</td>
<td>0.114</td>
<td>0.000</td>
<td>0.124</td>
<td>0.089</td>
<td>0.162</td>
</tr>
<tr>
<td>South East</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
<td>( - )</td>
</tr>
<tr>
<td>prosperous</td>
<td>( -0.234 )</td>
<td>0.065</td>
<td>0.000</td>
<td>( -0.145 )</td>
<td>0.041</td>
<td>0.001</td>
</tr>
<tr>
<td>Coastal &amp;</td>
<td>( 0.125 )</td>
<td>0.062</td>
<td>0.043</td>
<td>( 0.091 )</td>
<td>0.043</td>
<td>0.035</td>
</tr>
<tr>
<td>countryside</td>
<td>( 0.125 )</td>
<td>0.057</td>
<td>0.027</td>
<td>( 0.208 )</td>
<td>0.042</td>
<td>0.000</td>
</tr>
<tr>
<td>Regional</td>
<td>( 0.239 )</td>
<td>0.061</td>
<td>0.000</td>
<td>( 0.208 )</td>
<td>0.044</td>
<td>0.000</td>
</tr>
<tr>
<td>centres</td>
<td>( 1.215 )</td>
<td>0.133</td>
<td>0.000</td>
<td>( 0.719 )</td>
<td>0.097</td>
<td>0.000</td>
</tr>
<tr>
<td>Mining &amp;</td>
<td>( 0.412 )</td>
<td>0.151</td>
<td>0.007</td>
<td>( -0.018 )</td>
<td>0.110</td>
<td>0.873</td>
</tr>
<tr>
<td>manufacturing</td>
<td>( 0.565 )</td>
<td>0.320</td>
<td>0.078</td>
<td>( 0.614 )</td>
<td>0.212</td>
<td>0.004</td>
</tr>
<tr>
<td>LAD hosp. rates</td>
<td>( 1.477 )</td>
<td>0.553</td>
<td>0.008</td>
<td>( 0.931 )</td>
<td>0.337</td>
<td>0.006</td>
</tr>
<tr>
<td>% not White</td>
<td>( \sigma^2 )</td>
<td>( 0.031 )</td>
<td>( 0.176 )</td>
<td>( 0.023 )</td>
<td>( 0.152 )</td>
<td></td>
</tr>
<tr>
<td>% not White ×</td>
<td>( AIC )</td>
<td>11,119</td>
<td>17,337</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>( BIC )</td>
<td>11,275</td>
<td>17,493</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% not White ×</td>
<td>Deviance</td>
<td>11,073</td>
<td>17,291</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A.7 | Model coefficients: M2 – MSOA

<table>
<thead>
<tr>
<th></th>
<th>SRH</th>
<th></th>
<th>LLTI</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>( \hat{\beta} )</td>
<td>S.E.</td>
<td>( p )</td>
<td>( \hat{\beta} )</td>
</tr>
<tr>
<td>Intercept</td>
<td>-5.385</td>
<td>0.079</td>
<td>0.000</td>
<td>-3.262</td>
</tr>
<tr>
<td>Age 16–24</td>
<td>0.426</td>
<td>0.112</td>
<td>0.000</td>
<td>0.378</td>
</tr>
<tr>
<td>Age 25–34</td>
<td>1.057</td>
<td>0.096</td>
<td>0.000</td>
<td>0.583</td>
</tr>
<tr>
<td>Age 35–44</td>
<td>1.702</td>
<td>0.086</td>
<td>0.000</td>
<td>1.106</td>
</tr>
<tr>
<td>Age 45–49</td>
<td>2.146</td>
<td>0.089</td>
<td>0.000</td>
<td>1.429</td>
</tr>
<tr>
<td>Age 50–64</td>
<td>2.756</td>
<td>0.080</td>
<td>0.000</td>
<td>1.968</td>
</tr>
<tr>
<td>Age 65–74</td>
<td>3.043</td>
<td>0.082</td>
<td>0.000</td>
<td>2.431</td>
</tr>
<tr>
<td>Age 75–84</td>
<td>3.486</td>
<td>0.083</td>
<td>0.000</td>
<td>2.963</td>
</tr>
<tr>
<td>Age 85+</td>
<td>3.769</td>
<td>0.091</td>
<td>0.000</td>
<td>3.495</td>
</tr>
<tr>
<td>White</td>
<td>–</td>
<td>–</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>Asian</td>
<td>0.002</td>
<td>0.065</td>
<td>0.974</td>
<td>-0.209</td>
</tr>
<tr>
<td>Black</td>
<td>-0.186</td>
<td>0.094</td>
<td>0.047</td>
<td>-0.298</td>
</tr>
<tr>
<td>Mixed</td>
<td>0.074</td>
<td>0.151</td>
<td>0.627</td>
<td>0.103</td>
</tr>
<tr>
<td>Other</td>
<td>0.268</td>
<td>0.111</td>
<td>0.015</td>
<td>-0.290</td>
</tr>
<tr>
<td>% not White</td>
<td>0.461</td>
<td>0.089</td>
<td>0.000</td>
<td>0.044</td>
</tr>
<tr>
<td>LAD hosp. rate</td>
<td>0.200</td>
<td>0.106</td>
<td>0.058</td>
<td>-0.061</td>
</tr>
<tr>
<td>MSOA hosp. rate</td>
<td>1.592</td>
<td>0.082</td>
<td>0.000</td>
<td>1.321</td>
</tr>
<tr>
<td>MSOA hosp. rate ( \times ) LAD hosp. rate</td>
<td>-1.260</td>
<td>0.251</td>
<td>0.000</td>
<td>-0.939</td>
</tr>
<tr>
<td>( \sigma^2 )</td>
<td>0.209</td>
<td>0.458</td>
<td></td>
<td>0.121</td>
</tr>
<tr>
<td>AIC</td>
<td>37,688</td>
<td></td>
<td>74,475</td>
<td></td>
</tr>
<tr>
<td>BIC</td>
<td>37,848</td>
<td></td>
<td>74,635</td>
<td></td>
</tr>
<tr>
<td>Deviance</td>
<td>37,652</td>
<td></td>
<td>74,439</td>
<td></td>
</tr>
</tbody>
</table>
Table A.8 | Regression coefficients: baseline models

<table>
<thead>
<tr>
<th></th>
<th>WHITE</th>
<th></th>
<th></th>
<th></th>
<th>BLACK</th>
<th></th>
<th></th>
<th></th>
<th></th>
<th>ASIAN</th>
<th></th>
<th></th>
<th></th>
<th>MIXED</th>
<th></th>
<th></th>
<th></th>
<th>OTHER</th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>β</td>
<td>SE</td>
<td>p</td>
<td></td>
<td>β</td>
<td>SE</td>
<td>p</td>
<td></td>
<td>β</td>
<td>SE</td>
<td>p</td>
<td></td>
<td>β</td>
<td>SE</td>
<td>p</td>
<td></td>
<td>β</td>
<td>SE</td>
<td>p</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(Intercept)</td>
<td>-4.046</td>
<td>0.025</td>
<td>&lt;.001</td>
<td></td>
<td>-4.179</td>
<td>0.034</td>
<td>&lt;.001</td>
<td></td>
<td>-4.493</td>
<td>0.059</td>
<td>&lt;.001</td>
<td></td>
<td>-3.911</td>
<td>0.054</td>
<td>&lt;.001</td>
<td></td>
<td>-4.239</td>
<td>0.049</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>-0.080</td>
<td>0.001</td>
<td>&lt;.001</td>
<td></td>
<td>-0.054</td>
<td>0.007</td>
<td>&lt;.001</td>
<td></td>
<td>-0.248</td>
<td>0.005</td>
<td>&lt;.001</td>
<td></td>
<td>0.138</td>
<td>0.009</td>
<td>&lt;.001</td>
<td></td>
<td>-0.089</td>
<td>0.012</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aged 0–15</td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td>—</td>
<td>—</td>
<td>—</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aged 16–49</td>
<td>0.914</td>
<td>0.003</td>
<td>&lt;.001</td>
<td></td>
<td>0.816</td>
<td>0.012</td>
<td>&lt;.001</td>
<td></td>
<td>0.658</td>
<td>0.009</td>
<td>&lt;.001</td>
<td></td>
<td>0.980</td>
<td>0.012</td>
<td>&lt;.001</td>
<td></td>
<td>0.924</td>
<td>0.023</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aged 50–64</td>
<td>2.036</td>
<td>0.003</td>
<td>&lt;.001</td>
<td></td>
<td>1.975</td>
<td>0.013</td>
<td>&lt;.001</td>
<td></td>
<td>2.466</td>
<td>0.009</td>
<td>&lt;.001</td>
<td></td>
<td>2.342</td>
<td>0.015</td>
<td>&lt;.001</td>
<td></td>
<td>2.417</td>
<td>0.024</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aged 65+</td>
<td>3.179</td>
<td>0.003</td>
<td>&lt;.001</td>
<td></td>
<td>3.232</td>
<td>0.013</td>
<td>&lt;.001</td>
<td></td>
<td>3.623</td>
<td>0.009</td>
<td>&lt;.001</td>
<td></td>
<td>3.201</td>
<td>0.016</td>
<td>&lt;.001</td>
<td></td>
<td>3.353</td>
<td>0.025</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wales</td>
<td>0.274</td>
<td>0.047</td>
<td>&lt;.001</td>
<td></td>
<td>0.191</td>
<td>0.080</td>
<td>0.017</td>
<td></td>
<td>-0.028</td>
<td>0.079</td>
<td>0.727</td>
<td></td>
<td>0.269</td>
<td>0.056</td>
<td>&lt;.001</td>
<td></td>
<td>0.181</td>
<td>0.080</td>
<td>0.024</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lond. centre</td>
<td>-0.255</td>
<td>0.076</td>
<td>0.001</td>
<td></td>
<td>0.491</td>
<td>0.097</td>
<td>&lt;.001</td>
<td></td>
<td>-0.019</td>
<td>0.115</td>
<td>0.872</td>
<td></td>
<td>0.069</td>
<td>0.085</td>
<td>0.416</td>
<td></td>
<td>0.165</td>
<td>0.103</td>
<td>0.108</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prospering</td>
<td>-0.341</td>
<td>0.029</td>
<td>&lt;.001</td>
<td></td>
<td>-0.219</td>
<td>0.040</td>
<td>&lt;.001</td>
<td></td>
<td>-0.337</td>
<td>0.056</td>
<td>&lt;.001</td>
<td></td>
<td>-0.351</td>
<td>0.041</td>
<td>&lt;.001</td>
<td></td>
<td>-0.296</td>
<td>0.047</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coastal</td>
<td>-0.181</td>
<td>0.040</td>
<td>&lt;.001</td>
<td></td>
<td>0.147</td>
<td>0.069</td>
<td>0.033</td>
<td></td>
<td>-0.316</td>
<td>0.079</td>
<td>&lt;.001</td>
<td></td>
<td>-0.075</td>
<td>0.059</td>
<td>0.206</td>
<td></td>
<td>-0.097</td>
<td>0.077</td>
<td>0.208</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mining</td>
<td>0.163</td>
<td>0.037</td>
<td>&lt;.001</td>
<td></td>
<td>0.008</td>
<td>0.054</td>
<td>0.876</td>
<td></td>
<td>0.034</td>
<td>0.069</td>
<td>0.620</td>
<td></td>
<td>0.088</td>
<td>0.053</td>
<td>0.093</td>
<td></td>
<td>0.024</td>
<td>0.061</td>
<td>0.698</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>% same ethnicity</td>
<td>1.887</td>
<td>0.297</td>
<td>&lt;.001</td>
<td></td>
<td>-6.016</td>
<td>1.329</td>
<td>&lt;.001</td>
<td></td>
<td>6.477</td>
<td>1.634</td>
<td>&lt;.001</td>
<td></td>
<td>0.051</td>
<td>0.227</td>
<td></td>
<td></td>
<td>0.051</td>
<td>0.227</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>σ²</td>
<td>0.041</td>
<td>0.202</td>
<td></td>
<td></td>
<td>0.062</td>
<td>0.248</td>
<td></td>
<td></td>
<td>0.092</td>
<td>0.303</td>
<td></td>
<td></td>
<td>0.042</td>
<td>0.205</td>
<td></td>
<td></td>
<td>0.051</td>
<td>0.227</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shapiro–Wilks</td>
<td>0.996</td>
<td>0.519</td>
<td></td>
<td></td>
<td>0.994</td>
<td>0.148</td>
<td></td>
<td></td>
<td>0.995</td>
<td>0.362</td>
<td></td>
<td></td>
<td>0.997</td>
<td>0.724</td>
<td></td>
<td></td>
<td>0.989</td>
<td>0.009</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moran’s J</td>
<td>0.511</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td>0.431</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td>0.550</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td>0.503</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td>0.394</td>
<td>&lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>97,530</td>
<td>15,517</td>
<td></td>
<td></td>
<td>21,760</td>
<td>16,112</td>
<td></td>
<td></td>
<td>12,298</td>
<td></td>
<td></td>
<td></td>
<td>11,298</td>
<td></td>
<td></td>
<td></td>
<td>12,298</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A.9 | Regression coefficients: testing models with LAD-level mortality SMRs as predictors of LAD-level prevalence of LLTI

<table>
<thead>
<tr>
<th>M1</th>
<th>WHITE β</th>
<th>SE</th>
<th>p</th>
<th>BLACK β</th>
<th>SE</th>
<th>p</th>
<th>ASIAN β</th>
<th>SE</th>
<th>p</th>
<th>MIXED β</th>
<th>SE</th>
<th>p</th>
<th>OTHER β</th>
<th>SE</th>
<th>p</th>
</tr>
</thead>
<tbody>
<tr>
<td>(Intercept)</td>
<td>-4.046</td>
<td>0.024</td>
<td>&lt;.001</td>
<td>-4.189</td>
<td>0.035</td>
<td>&lt;.001</td>
<td>-4.305</td>
<td>0.037</td>
<td>&lt;.001</td>
<td>-4.210</td>
<td>0.024</td>
<td>&lt;.001</td>
<td>-4.167</td>
<td>0.039</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Male</td>
<td>-0.095</td>
<td>0.001</td>
<td>&lt;.001</td>
<td>-0.054</td>
<td>0.007</td>
<td>&lt;.001</td>
<td>-0.248</td>
<td>0.005</td>
<td>&lt;.001</td>
<td>0.137</td>
<td>0.009</td>
<td>&lt;.001</td>
<td>-0.090</td>
<td>0.012</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Aged 0–15</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Aged 16–49</td>
<td>0.914</td>
<td>0.003</td>
<td>&lt;.001</td>
<td>0.814</td>
<td>0.012</td>
<td>&lt;.001</td>
<td>0.658</td>
<td>0.009</td>
<td>&lt;.001</td>
<td>0.976</td>
<td>0.012</td>
<td>&lt;.001</td>
<td>0.934</td>
<td>0.023</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Aged 50–64</td>
<td>2.036</td>
<td>0.003</td>
<td>&lt;.001</td>
<td>1.974</td>
<td>0.013</td>
<td>&lt;.001</td>
<td>2.466</td>
<td>0.009</td>
<td>&lt;.001</td>
<td>2.342</td>
<td>0.015</td>
<td>&lt;.001</td>
<td>2.430</td>
<td>0.024</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Aged 65+</td>
<td>3.179</td>
<td>0.003</td>
<td>&lt;.001</td>
<td>3.231</td>
<td>0.013</td>
<td>&lt;.001</td>
<td>3.624</td>
<td>0.009</td>
<td>&lt;.001</td>
<td>3.205</td>
<td>0.016</td>
<td>&lt;.001</td>
<td>3.364</td>
<td>0.025</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Wales</td>
<td>0.270</td>
<td>0.046</td>
<td>&lt;.001</td>
<td>0.184</td>
<td>0.080</td>
<td>0.022</td>
<td>-0.088</td>
<td>0.075</td>
<td>0.243</td>
<td>0.248</td>
<td>0.046</td>
<td>&lt;.001</td>
<td>0.132</td>
<td>0.082</td>
<td>0.106</td>
</tr>
<tr>
<td>Lond. centre</td>
<td>-0.253</td>
<td>0.074</td>
<td>0.001</td>
<td>0.500</td>
<td>0.097</td>
<td>&lt;.001</td>
<td>0.090</td>
<td>0.109</td>
<td>0.412</td>
<td>0.063</td>
<td>0.064</td>
<td>0.325</td>
<td>0.392</td>
<td>0.094</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Prospering</td>
<td>-0.330</td>
<td>0.028</td>
<td>&lt;.001</td>
<td>-0.195</td>
<td>0.045</td>
<td>&lt;.001</td>
<td>-0.348</td>
<td>0.048</td>
<td>&lt;.001</td>
<td>-0.054</td>
<td>0.029</td>
<td>0.071</td>
<td>-0.290</td>
<td>0.046</td>
<td>&lt;.001</td>
</tr>
<tr>
<td>Coastal</td>
<td>-0.173</td>
<td>0.039</td>
<td>&lt;.001</td>
<td>0.153</td>
<td>0.069</td>
<td>0.026</td>
<td>-0.477</td>
<td>0.066</td>
<td>&lt;.001</td>
<td>0.169</td>
<td>0.040</td>
<td>&lt;.001</td>
<td>-0.168</td>
<td>0.073</td>
<td>0.021</td>
</tr>
<tr>
<td>Mining</td>
<td>0.162</td>
<td>0.036</td>
<td>&lt;.001</td>
<td>-0.012</td>
<td>0.055</td>
<td>0.822</td>
<td>-0.295</td>
<td>0.056</td>
<td>&lt;.001</td>
<td>0.137</td>
<td>0.034</td>
<td>&lt;.001</td>
<td>-0.125</td>
<td>0.058</td>
<td>0.032</td>
</tr>
<tr>
<td>SMR‡</td>
<td>0.028</td>
<td>0.021</td>
<td>0.180</td>
<td>0.191</td>
<td>0.021</td>
<td>&lt;.001</td>
<td>0.180</td>
<td>0.013</td>
<td>&lt;.001</td>
<td>0.091</td>
<td>0.022</td>
<td>&lt;.001</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Male SMR‡× Male</td>
<td>0.033</td>
<td>0.002</td>
<td>&lt;.001</td>
<td>-0.014</td>
<td>0.002</td>
<td>&lt;.001</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Female SMR‡× Female</td>
<td>0.033</td>
<td>0.002</td>
<td>&lt;.001</td>
<td>0.028</td>
<td>0.021</td>
<td>0.180</td>
<td>0.191</td>
<td>0.021</td>
<td>&lt;.001</td>
<td>0.180</td>
<td>0.013</td>
<td>&lt;.001</td>
<td>0.091</td>
<td>0.022</td>
<td>&lt;.001</td>
</tr>
</tbody>
</table>

Note: SMR: directly standardised mortality ratio. – ‡ Variable Z-standardised.

<table>
<thead>
<tr>
<th></th>
<th>σ²</th>
<th>0.039</th>
<th>0.198</th>
<th>0.061</th>
<th>0.247</th>
<th>0.081</th>
<th>0.285</th>
<th>0.024</th>
<th>0.155</th>
<th>0.056</th>
<th>0.237</th>
</tr>
</thead>
<tbody>
<tr>
<td>Moran’s J</td>
<td>0.512</td>
<td>&lt;.001</td>
<td>0.419</td>
<td>&lt;.001</td>
<td>0.456</td>
<td>&lt;.001</td>
<td>0.439</td>
<td>&lt;.001</td>
<td>0.354</td>
<td>&lt;.001</td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>95,594</td>
<td>15,517</td>
<td>21,726</td>
<td>15,981</td>
<td>12,225</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Reduction in AIC (M0)</td>
<td>1,936</td>
<td>0</td>
<td>34</td>
<td>131</td>
<td>73</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table A.10 | Regression coefficients: final models predicting LAD-level prevalence of LLTI

<table>
<thead>
<tr>
<th>M2</th>
<th>WHITE $\hat{\beta}$</th>
<th>SE</th>
<th>$p$</th>
<th>BLACK $\hat{\beta}$</th>
<th>SE</th>
<th>$p$</th>
<th>ASIAN $\hat{\beta}$</th>
<th>SE</th>
<th>$p$</th>
<th>MIXED $\hat{\beta}$</th>
<th>SE</th>
<th>$p$</th>
<th>OTHER $\hat{\beta}$</th>
<th>SE</th>
<th>$p$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>-4.121 0.019 &lt;.001</td>
<td></td>
<td></td>
<td>-4.187 0.035 &lt;.001</td>
<td></td>
<td></td>
<td>-4.528 0.053 &lt;.001</td>
<td></td>
<td></td>
<td>-4.086 0.045 &lt;.001</td>
<td></td>
<td></td>
<td>-4.398 0.050 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male</td>
<td>-0.095 0.001 &lt;.001</td>
<td></td>
<td></td>
<td>-0.054 0.007 &lt;.001</td>
<td></td>
<td></td>
<td>-0.233 0.006 &lt;.001</td>
<td></td>
<td></td>
<td>0.137 0.009 &lt;.001</td>
<td></td>
<td></td>
<td>-0.089 0.012 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aged 0–15</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Aged 16–49</td>
<td>0.888 0.003 &lt;.001</td>
<td></td>
<td></td>
<td>0.814 0.012 &lt;.001</td>
<td></td>
<td></td>
<td>0.589 0.011 &lt;.001</td>
<td></td>
<td></td>
<td>0.981 0.012 &lt;.001</td>
<td></td>
<td></td>
<td>0.954 0.023 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aged 50–64</td>
<td>1.968 0.003 &lt;.001</td>
<td></td>
<td></td>
<td>1.947 0.014 &lt;.001</td>
<td></td>
<td></td>
<td>2.353 0.011 &lt;.001</td>
<td></td>
<td></td>
<td>2.304 0.016 &lt;.001</td>
<td></td>
<td></td>
<td>2.466 0.025 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aged 65+</td>
<td>3.150 0.003 &lt;.001</td>
<td></td>
<td></td>
<td>3.181 0.014 &lt;.001</td>
<td></td>
<td></td>
<td>3.554 0.010 &lt;.001</td>
<td></td>
<td></td>
<td>3.183 0.016 &lt;.001</td>
<td></td>
<td></td>
<td>3.381 0.025 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Wales</td>
<td>0.344 0.034 &lt;.001</td>
<td></td>
<td></td>
<td>0.222 0.081 0.007</td>
<td></td>
<td></td>
<td>-0.050 0.072 0.491</td>
<td></td>
<td></td>
<td>0.275 0.047 &lt;.001</td>
<td></td>
<td></td>
<td>0.178 0.079 0.224</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lond. Centre</td>
<td>-0.104 0.056 0.062</td>
<td></td>
<td></td>
<td>0.526 0.096 &lt;.001</td>
<td></td>
<td></td>
<td>0.100 0.101 0.321</td>
<td></td>
<td></td>
<td>0.140 0.063 0.28</td>
<td></td>
<td></td>
<td>0.180 0.096 0.60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Prospering</td>
<td>-0.135 0.024 &lt;.001</td>
<td></td>
<td></td>
<td>-0.173 0.046 &lt;.001</td>
<td></td>
<td></td>
<td>-0.114 0.054 0.034</td>
<td></td>
<td></td>
<td>-0.106 0.036 0.03</td>
<td></td>
<td></td>
<td>-0.091 0.052 0.078</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Coastal</td>
<td>-0.018 0.030 0.549</td>
<td></td>
<td></td>
<td>0.184 0.070 0.008</td>
<td></td>
<td></td>
<td>-0.201 0.072 0.005</td>
<td></td>
<td></td>
<td>0.103 0.049 0.35</td>
<td></td>
<td></td>
<td>-0.002 0.075 0.977</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Mining</td>
<td>0.092 0.027 &lt;.001</td>
<td></td>
<td></td>
<td>-0.012 0.054 0.819</td>
<td></td>
<td></td>
<td>-0.066 0.061 0.278</td>
<td></td>
<td></td>
<td>0.043 0.041 0.292</td>
<td></td>
<td></td>
<td>-0.008 0.058 0.886</td>
<td></td>
<td></td>
</tr>
<tr>
<td>% same ethnicity</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISAR$^1$</td>
<td>0.004 0.001 &lt;.001</td>
<td></td>
<td></td>
<td>0.003 0.002 0.68</td>
<td></td>
<td></td>
<td>1.898 0.260 0.000</td>
<td></td>
<td></td>
<td>-3.493 1.029 0.001</td>
<td></td>
<td></td>
<td>8.926 1.598 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISAR$^1$ × Male</td>
<td>0.001 0.000 &lt;.001</td>
<td></td>
<td></td>
<td>0.002 0.002 0.302</td>
<td></td>
<td></td>
<td>0.003 0.001 0.001</td>
<td></td>
<td></td>
<td>0.005 0.002 0.005</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISAR$^1$ × 16–49</td>
<td>0.004 0.000 &lt;.001</td>
<td></td>
<td></td>
<td>0.003 0.001 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISAR$^1$ × 50–64</td>
<td>0.010 0.000 &lt;.001</td>
<td></td>
<td></td>
<td>0.002 0.001 0.015</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ISAR$^1$ × 65+</td>
<td>0.004 0.000 &lt;.001</td>
<td></td>
<td></td>
<td>0.002 0.001 0.040</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMR$^2$</td>
<td>-0.062 0.029 0.030</td>
<td></td>
<td></td>
<td>0.061 0.028 0.032</td>
<td></td>
<td></td>
<td>0.098 0.018 &lt;.001</td>
<td></td>
<td></td>
<td>0.147 0.030 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMR$^2$ × Male</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>0.037 0.008 &lt;.001</td>
<td></td>
<td></td>
<td>0.028 0.012 0.020</td>
<td></td>
<td></td>
<td>0.119 0.011 &lt;.001</td>
<td></td>
<td></td>
<td>-0.152 0.012 &lt;.001</td>
<td></td>
</tr>
<tr>
<td>SMR$^2$ × 16–49</td>
<td>0.092 0.010 &lt;.001</td>
<td></td>
<td></td>
<td>0.178 0.012 &lt;.001</td>
<td></td>
<td></td>
<td>0.086 0.013 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMR$^2$ × 50–64</td>
<td>0.121 0.013 &lt;.001</td>
<td></td>
<td></td>
<td>0.101 0.010 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SMR$^2$ × 65+</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Male SMR$^2$ × Male</td>
<td>0.027 0.002 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female SMR$^2$ × Female</td>
<td>-0.010 0.002 &lt;.001</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$\sigma^2$</td>
<td>0.021 0.146</td>
<td></td>
<td></td>
<td>0.059 0.243</td>
<td></td>
<td></td>
<td>0.068 0.260</td>
<td></td>
<td></td>
<td>0.022 0.147</td>
<td></td>
<td></td>
<td>0.042 0.205</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Shapiro–Wilks</td>
<td>0.994 0.192</td>
<td></td>
<td></td>
<td>0.996 0.423</td>
<td></td>
<td></td>
<td>0.995 0.314</td>
<td></td>
<td></td>
<td>0.997 0.863</td>
<td></td>
<td></td>
<td>0.987 0.003</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Moran’s $I$</td>
<td>0.555 &lt;.001</td>
<td></td>
<td></td>
<td>0.412 &lt;.001</td>
<td></td>
<td></td>
<td>0.449 &lt;.001</td>
<td></td>
<td></td>
<td>0.410 &lt;.001</td>
<td></td>
<td></td>
<td>0.344 &lt;.001</td>
<td></td>
<td></td>
</tr>
<tr>
<td>AIC</td>
<td>85.779 15.239</td>
<td></td>
<td></td>
<td>20.925</td>
<td></td>
<td></td>
<td>15.837</td>
<td></td>
<td></td>
<td>12.040</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Note:** ISAR: indirectly standardised emergency admission ratio. – SMR: directly standardised mortality ratio. – † Variable centred around 1.00. – ‡ Variable $Z$-standardised.
Figure A.1 | Plot of ISARs against prevalence of LLTI by 18 age groups (MSOA-level)
Appendix B

R syntax generating interaction matrices based on subnational migration flows

The below R syntax contains commands to download Office for National Statistics internal migrations datasets, process them and compute an interaction matrix of size $348 \times 348$ following methods .$(Ck$ and $.Dk$ (see Table 6.1). The output can be used as a spatial weights matrix in spatial analyses.

```r
### R code for migration-based adjacency matrices
### Example using 2009-2011 data from the Office for National Statistics
### Date: 08/10/2014
### Author: Peter Dutey-Magni
### Email: p.dutey-magni@soton.ac.uk

# Setting local working directory
setwd("C:\local/")
install.packages(c("maptools", "spdep", "sqldf", "RCurl"))
library(maptools)
library(sqldf)
library(spdep)
library(RCurl)

# 2009 data
```
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```r
temp <- tempfile()
migtemp <- unz(temp, filename = "Internal migration detailed estimates file - research series year ending June 2009 - part 1 of 2.csv")
mig09 <- read.table(file = migtemp, sep = ",", colClasses = c(rep("character", 2), rep("integer", 2), "numeric"), header = T)

migtemp <- unz(temp, filename = "Internal migration detailed estimates file - research series year ending June 2009 - part 2 of 2.csv")
mig09 <- rbind(mig09, read.table(file = migtemp, sep = ",", colClasses = c(rep("character", 2), rep("integer", 2), "numeric"), header = T))

# 2010 data
migtemp <- unz(temp, filename = "Internal migration detailed estimates file - research series year ending June 2010 - part 1 of 2.csv")
mig10 <- read.table(file = migtemp, sep = ",", colClasses = c(rep("character", 2), rep("integer", 2), "numeric"), header = T)

migtemp <- unz(temp, filename = "Internal migration detailed estimates file - research series year ending June 2010 - part 2 of 2.csv")
mig10 <- rbind(mig10, read.table(file = migtemp, sep = ",", colClasses = c(rep("character", 2), rep("integer", 2), "numeric"), header = T))

# 2011 data
migtemp <- unz(temp, filename = "Internal migration detailed estimates file - research series year ending June 2011 - part 1 of 2.csv")
mig11 <- read.table(file = migtemp, sep = ",", colClasses = c(rep("character", 2), rep("integer", 2), "numeric"),
```
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header = T)

migtemp <- unz(temp, filename = "Internal migration detailed estimates file - research series year ending June 2011 - part 2 of 2.csv")
mig11 <- rbind(mig11, read.table(file = migtemp, sep = ",",
colClasses = c(rep("character", 2), rep("integer", 2), "numeric"),
header = T))

# District population data

download.file("http://www.nomisweb.co.uk/api/v01/dataset/nm_144_1.bulk.csv?time
=latest&measures=20100&rural_urban=total&geography=TYPE464", temp, mode = "wb")
ks1010ew <- read.csv(file = temp, stringsAsFactors=F)
ks1010ew <- ks1010ew[, c("geography.code", "geography",
"Variable..All.usual.residents..measures..Value")]
names(ks1010ew) <- c("LAD13CD", "LAD13NM", "pop")

closeAllConnections()
rm(temp, migtemp)

# Pooling years together; calculating the annual mean migration flows
migall <- aggregate(formula = Flow ~ OutLA + InLA + Age + Sex,
data = rbind(mig11, mig10, mig09),
FUN = sum)
migall$Flow <- migall$Flow / 3

# Creating a new combined Origin district/Destination district migration code
migall$Comb <- as.factor(paste(migall$OutLA, migall$InLA))

# Removing cross-border migrations to/from Scotland and Northern Ireland
migall <- migall[grep("[EW]", migall$InLA), ]
migall <- migall[grep("[EW]", migall$OutLA), ]

###################################################
### Amending disctrict ONS geography codes
### to reflect changes incurred in 2012
###################################################

# District boundary changes came into force on 1 April 2013; see
# SI 2013 No. 596 The East Hertfordshire and Stevenage (Boundary Change) Order
# 2013;
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# SI 2013 No. 595 The Gateshead and Northumberland (Boundary Change) Order 2013.
# For consistency, we restore 2012 ONS geography codes used in the migration datasets.
ks1010ew$LAD12CD <- ks1010ew$LAD13CD
ks1010ew$LAD12CD[ks1010ew$LAD13CD == 'E07000242'] <- 'E07000097'
ks1010ew$LAD12CD[ks1010ew$LAD13CD == 'E07000243'] <- 'E07000101'
ks1010ew$LAD12CD[ks1010ew$LAD13CD == 'E08000037'] <- 'E08000020'
ks1010ew$LAD12CD[ks1010ew$LAD13CD == 'E06000057'] <- 'E06000048'

# Note: Any versions of the Nomis census table after 13 November 2015 may reflect ulterior boundary changes and therefore codes. The commands below check that local authority district codes match in both data sources. Boundary changes can be reviewed on the ONS Code History Database on the Geoportal:

all(sort(unique(migall$InLA)) == sort(unique(ks1010ew$LAD12CD)))

# The result of this overall test must be TRUE
# one-by-one test in case the overall test is not TRUE
data.frame("migall.code" = sort(unique(migall$InLA)),
  "pop.code" = sort(unique(ks1010ew$LAD12CD)),
  "match" = sort(unique(migall$InLA)) == sort(unique(ks1010ew$LAD12CD)))

############################################################
### Plot: Examining the age profile
### of migrations in 2009, 2010 and 2011
############################################################
c09 <- NULL
for (i in 0:112){
c09[i+1] <- sum(mig09$Flow[mig09$Age == i])/1000}
c10 <- NULL
for (i in 0:112){
c10[i+1] <- sum(mig10$Flow[mig10$Age == i])/1000}
c11 <- NULL
for (i in 0:112){
c11[i+1] <- sum(mig11$Flow[mig11$Age == i])/1000}

col <- c('plum2', 'violetred2', 'purple3')
cex <- .8
pch <- 16
lwd <- 2

# Intensity of annual intra-national migrations by age
# in England and Wales 2009-2011
plot(0:112, c09, pch = pch, cex = cex, col = col[1], ylim = c(0, 160),
xlab = "Age",
ylab = "Intra-national migrants per annum (in thousands)",
type = "l", lwd = lwd)
abline(h = seq(0,200,10), col = "grey80")
abline(v = seq(0,120,5), col = "grey80")
points(0:112, c10, pch = pch, cex = cex, col = col[2], type = "l",
      lwd = lwd)
points(0:112, c11, pch = pch, cex = cex, col = col[3], type = "l",
      lwd = lwd)
legend("topright", legend = c("2009", "2010", "2011"), fill = col,
       bg = "white")

# Producing the adjacency matrix

### Producing the adjacency matrix

# Adding census population estimates to the origin-destination data

mig <- sqldf("select d.*, c.pop as popOutLA
  from (select a.*, b.pop as popInLA
    from migall a left join ks1010ew b
    on a.InLA = b.LAD12CD) d
  left join ks1010ew c
  on d.OutLA = c.LAD12CD")

ODadjacency <- function(data = mig, popdata = ks1010ew[, c("LAD12CD", "pop")],
  minage = 0, maxage = 120,
  nbneighbours = 3, ranked = T){
  # Computes an origin destination matrix of size 348 x 348 in which each cell
  # indicates either the rank (ranked = T) or the standardised weight
  # (ranked = F) of the pair of district, where the maximum number of pairs
  # is set by parameter nbneighbours.

  library(spdep)
  # Restricting the data to predefined age bounds
  # (for instance to exclude student/young people)
Appendix B. R syntax generating interaction matrices based on subnational migration flows

```r
data <- data[data$Age >= minage & data$Age <= maxage, ]
data <- aggregate(formula = Flow ~ OutLA + InLA + Comb + popOutLA + popInLA,
                   data = data,
                   FUN = sum)
# Calculating flow intensity
# (relative to the population of the origin district)
data$rate <- data$Flow/data$popOutLA
# Ordering by district of destination (alphabetically),
# and by flow intensity (descending order) respectively
data <- data[order(data$InLA, -data$rate), ]
# By district of destination: giving weight 5 to the district
# of origin of the biggest flow of immigrants, 4 to the
# second biggest, ..., 1 to the fifth biggest, and 0 to all the other district
data$rankneigh <- unlist(tapply(X=data$rate, INDEX = data$InLA,
                      FUN = function(x){
                          if(length(x) > nbneighbours){
                              return(c(nbneighbours:1, rep(0, length(x)-nbneighbours)))
                          } else {
                              return(c(nbneighbours:1)[1:length(x)])
                          })}, use.names = F)
#Taking all pairwise combinations of LADs to prepare the neighbourhood matrix
LADs <- popdata[,1]
LADs <- LADs[order(LADs)]
LADs <- expand.grid(LADs, LADs, stringsAsFactors = F)
names(LADs) <- c("OutLA", "InLA")
LADs <- LADs[order(LADs[,1], LADs[,2]), ]
# Producing the final matrix
LADs <- merge(LADs, data[,c("OutLA", "InLA", "rankneigh")],
              by = c("OutLA", "InLA"), all.x = T )
# removing the missing ranks (occurring either because no migration or data
# issue, we assume their rank is zero because these is typically small LAs)
LADs$rankneigh[is.na(LADs$rankneigh)] <- 0

# Generating a dichotomous matrix
LADs$binw <- 0
LADs$binw[LADs$rankneigh>0] <- 1
# Returning the required matrix
if(ranked == F){
    message("Returning a binary adjacency matrix")
    matbin <- matrix(LADs$binw, length(unique(popdata[,1])), byrow = F)
}
```
row.names(matbin) <- as.character(unique(LADs$InLA))
return(mat2listw(matbin, style = "W"))
}
else {
message("Returning a ranked adjacency matrix")
matweights <- matrix(LADs$rankneigh, 348, 348, byrow = F)
dimnames(matweights) <- list(as.character(unique(LADs$InLA)),
as.character(unique(LADs$OutLA)))
row.names(matweights) <- as.character(unique(LADs$InLA))
return(mat2listw(matweights, style = "W"))
}
}

test <- ODadjacency(minage = 0, nbneighbours = 3, ranked = T)
test25 <- ODadjacency(minage = 25, nbneighbours = 10, ranked = T)

*****************************
### Mapping the resulting adjacency structures
*****************************

# Downloading district boundary shapefile from the ONS geoportal

ssl.verifypeer=FALSE)
con <- file("LADboundary.zip", open = "wb")
writeBin(bin, con)
close(con)
rm(bin, con)
unzip("LADboundary.zip")

# Loading shapefile
shp <- readShapePoly("LAD_DEC_2013_GB_BGC.shp")
# Removing Scotland
shp <- shp[grep("[EW]", shp$data$LAD13CD), ]
# Recovering 2012 ONS codes
shp$data$LAD12CD <- as.character(shp$data$LAD13CD)
shp$data$LAD12CD[shp$data$LAD13CD == 'E07000242'] <- 'E07000097'
shp$data$LAD12CD[shp$data$LAD13CD == 'E07000243'] <- 'E07000101'
shp$data$LAD12CD[shp$data$LAD13CD == 'E08000037'] <- 'E08000020'
shp$data$LAD12CD[shp$data$LAD13CD == 'E06000057'] <- 'E06000048'

# Must ensure districts in the shapefile are alphabetically ordered by ONS code
shp <- shp[order(shp$data$LAD12CD), ]
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```r
pdf(file = "checkcontiguitymat.pdf")
par(omi = c(0,0,0,0))
plot(shp, border = 'grey40', lwd = 0.2)
plot(test, coordinates(shp), lwd = 0.1, add = T, col = 2, pch = ".", cex = .000000000001)
dev.off()
```

**Algorithm 3** | R syntax generating interaction matrices based on subnational migration flows

---
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Appendix C

Sensitivity testing of age cut-offs for migration interaction matrices

This section contains outputs of Algorithm 3 and reports on sensitivity analysis performed in order to ensure that the intensity of sub-national migration flows for younger residents does not have an excessive influence on the way local authorities are matched with one another to form a neighbourhood matrix based on the number of residents exchanged. Figure C.1 below illustrates the spike of migration for individuals aged 16 to 34 years.

![Intensity of annual intra-national migrations by age in England and Wales 2009–11](image)

**Figure C.1** | Intensity of annual intra-national migrations by age in England and Wales 2009–11 (source: ONS 2013h)

In order to examine how the migration peak influences the ranking of pairwise migration intensity between districts, we generated these ranking separately for residents aged 30+, then 25+, 20+ and finally 15+ years. Results are reproduced in
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Table C.1 below for the City of Manchester, the City of Nottingham and the London Borough of Barnet. After manual reviews of those matrices we concluded that changing the minimum age only has a moderate effect on the ranking of neighbours.

**Table C.1** | Sensitivity analyses for neighbours allocated to two metropolitan councils and one city council LADs under different age scenarios

<table>
<thead>
<tr>
<th>Lower age bound</th>
<th>30 years</th>
<th>25 years</th>
<th>20 years</th>
<th>15 years</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Manchester</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st neighbour</td>
<td>Salford</td>
<td>Salford</td>
<td>Salford</td>
<td>Trafford</td>
</tr>
<tr>
<td>2nd neighbour</td>
<td>Trafford</td>
<td>Trafford</td>
<td>Trafford</td>
<td>Salford</td>
</tr>
<tr>
<td>3rd neighbour</td>
<td>Stockport</td>
<td>Stockport</td>
<td>Stockport</td>
<td>Stockport</td>
</tr>
<tr>
<td>4th neighbour</td>
<td>Oldham</td>
<td>Oldham</td>
<td>Bury</td>
<td>Bury</td>
</tr>
<tr>
<td>5th neighbour</td>
<td>Bury</td>
<td>Bury</td>
<td>Tameside</td>
<td>Tameside</td>
</tr>
<tr>
<td><strong>Barnet</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st neighbour</td>
<td>Camden</td>
<td>Camden</td>
<td>Camden</td>
<td>Camden</td>
</tr>
<tr>
<td>2nd neighbour</td>
<td>Haringey</td>
<td>Haringey</td>
<td>Haringey</td>
<td>Haringey</td>
</tr>
<tr>
<td>3rd neighbour</td>
<td>Enfield</td>
<td>Brent</td>
<td>Brent</td>
<td>Brent</td>
</tr>
<tr>
<td>4th neighbour</td>
<td>Brent</td>
<td>Enfield</td>
<td>Enfield</td>
<td>Enfield</td>
</tr>
<tr>
<td>5th neighbour</td>
<td>Hertsmere</td>
<td>Hertsmere</td>
<td>Harrow</td>
<td>Hertsmere</td>
</tr>
<tr>
<td><strong>Nottingham</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1st neighbour</td>
<td>Rugby</td>
<td>Rugby</td>
<td>Erewash</td>
<td>Erewash</td>
</tr>
<tr>
<td>2nd neighbour</td>
<td>Erewash</td>
<td>Erewash</td>
<td>Rugby</td>
<td>Rugby</td>
</tr>
<tr>
<td>3rd neighbour</td>
<td>N. Warwickshire</td>
<td>N. Warwickshire</td>
<td>N. Warwickshire</td>
<td>N. Warwickshire</td>
</tr>
<tr>
<td>4th neighbour</td>
<td>Malvern Hills</td>
<td>Lancaster</td>
<td>Lancaster</td>
<td>Lancaster</td>
</tr>
<tr>
<td>5th neighbour</td>
<td>Lancaster</td>
<td>Malvern Hills</td>
<td>Derby</td>
<td>Craven</td>
</tr>
</tbody>
</table>
Appendix D

Procedure to compute auxiliary UK population data broken down by age and ethnicity

Annual population estimates are for all usual residents, including residents of communal establishments (CEs). To approximate auxiliary data for our study population (residents of private households), three 2011 census tables (ONS, 2013b) were used to calculate the population headcounts exposed to risk by age and ethnicity. On the one hand, tables DC1104EW and DC1117EW were used to produce breakdowns of population headcounts by single year of age. On the other hand, population headcounts by age (9 groups) and ethnicity (5 groups) was computed by subtracting CE residents in table DC2117EW to all residents enumerated in table at the LAD level. This was more difficult to achieve for the MSOA level. This is because census table DC2117EW (Ethnic group by sex by age - Communal establishment residents) is not published for super output areas out of concern for respondent confidentiality. We approximately reconstructed this auxiliary data from 2011 census tables by multiplying the total population figures by age and ethnicity for MSOAs (table DC2101EW) by the proportion of residents of communal establishments estimated
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using the formula below as per Bayes’ theorem:

\[
\Pr(\text{residing in a private household}|\text{ethnicity} = j) \\
= 1 - \Pr(\text{residing in a private household}|\text{ethnicity} = j) \\
= 1 - \Pr(\text{ethnicity} = j|\text{residing in a private household}) \\
\times \Pr(\text{residing in a private household}) \\
\div \Pr(\text{ethnicity} = j)
\]  

(D.1)

The proportions are only approximations because although the last two factors of equation (D.1) can be directly calculated from tables DC1104EW and DC2101EW respectively, the first factor is taken from table DC2117EW under the assumption that all MSOAs in a given LAD have the same ethnic breakdown for residents of communal establishments. They are computed for every age group in each MSOA separately.